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Preface

We are pleased to introduce the proceedings of the International Conference on
VLSI, Communications, and Signal Processing (VCAS 2018) organized by the
Department of Electronics and Communication Engineering, MNNIT Allahabad,
Prayagraj, India. This conference focuses on recent research works on VLSI,
communication systems, signal processing, and related technology. The conference
provides a platform for the exchange and dissemination of technical knowledge
among the researchers, academicians, and practicing engineers in the field.

VCAS 2018 received a total of 137 submissions. The members of technical
program committee took tremendous efforts to review the submitted papers. It was a
challenging task to conduct the peer-review process in a very short time. We
sincerely thank all the reviewers who spared their valuable time to review the
submitted papers. This volume contains 90 papers which are selected from the
submitted papers. This conference includes 3 tracks (VLSI, communication, and
signal processing), 18 technical sessions, and 2 workshop sessions.

We are grateful to Springer for their technical co-sponsorship and the spon-
sorship of MNNIT TEQIP-III, Council of Scientific and Industrial Research
(CSIR), Tektronix Ltd., and Edutech Ltd., India.

We would like to thank Prof. Rajeev Tripathi, Director, MNNIT Allahabad, for
his constant support and guidance for organizing this conference. We gratefully
acknowledge the contributions of technical program committee members, track
chairs, all other committee members, volunteers, and those persons involved in
background activities to make it a success.

Last but not least, we are extremely thankful to all the invited speakers, authors,
and members of the advisory committee, technical program committee, and orga-
nizing committee; without their support, this conference could not have been
successful.

New Delhi, India Debashis Dutta
Allahabad, India Haranath Kar
Allahabad, India Vijaya Bhadauria
Dhanbad, India Chiranjeev Kumar
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BER Performance Evaluation
of Different Modulation Techniques
for Underwater FSO Communication
System

Sadanand Yadav, Vinay Kumar, Sanjay B. Dhok, Gaurav Srivastava,
Akhilendra Pratap Singh and Mahesh Kumar Gupta

Abstract Wireless data transmission in the underwater medium is of high
importance for applications related to the oil industry,military, and scientific commu-
nity purposes. In the underwater environment, optical wave propagation experiences
scattering effect that produces dispersion and creates inter symbol interference that
minimizes the signal-to-noise ratio. This paper evaluates different modulation tech-
niques like Phase Shift Keying (PSK), Differential Phase Shift Keying (DPSK), Pulse
Amplitude Modulation (PAM), and Quadrature Amplitude Modulation (QAM) in
terms of Bit Error Rate (BER) for four different types of underwater media, viz., pure
sea, clean ocean, coastal ocean, and turbid harbor water by assuming the Rayleigh
fading channel model and found the best suitable technique for Underwater Free
Space Optical (UW-FSO) communication.
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Keywords Underwater free space optical communication · Modulation
techniques · Bit error rate · Signal to noise ratio

1 Introduction

Underwater wireless communication has a number of applications such as communi-
cation among divers, submarines, unmanned underwater vehicles (UUV), underwa-
ter sensors, and ships. Generally, wireless data communication underwater employs
acoustic waves because its communication range is high due to low loss in water,
however, it exhibits some disadvantages like narrowbandwidth of acoustic communi-
cation channel resulting in a low data bit rate. Also, the acoustic wave suffers latency
due to low propagation delay of 1500 m/s. So another alternative communication
technique that is possible in underwater communication is underwater free space
optics (FSO). FSO signal is appropriate to overcome some of the problems related
to acoustic communication, especially for coastal, shallow, and freshwater environ-
ments.With the use of green/blue light wavelengths, FSOwireless communication is
admissible in an aqua medium because green/blue light bears less attenuation under
water compared to other colors. The propagation speed of FSO signal under water
is much higher than the acoustic wave approximately (2.255 × 108 m/s) and also
provides higher bandwidth. But, in comparison with acoustic signals, one disadvan-
tage of FSO wave is that it faces more absorption and scattering in aquatic medium.
Hence, characteristics of light signal propagation in underwater medium facing the
absorption and scattering effects are crucial to investigate.

2 Motivation and Contribution

Many analytical models for FSO communication under water, either based on theo-
retical or Monte Carlo approaches have been presented in the literature [1, 2]. These
papers are basically dependent on physical models that demand complex computa-
tions which do not consider the depth-varying ambient light noise and time-varying
optical channels. In [3], the Woods Hole Oceanographic Institution has conducted
their optical modem trail on shallowwater medium, deep water medium at night, and
in daytime situation. In the initial phase of design, they conducted a few preliminary
simulations of optical transmissions. In [4–10], the authors focused the prospects and
problems of underwater FSO wireless communication for applications in the area
of sensor networks. In [4], the author focused on optimal clustering in underwater
wireless sensor network (UWSN) using EM, acoustic, and FSO communication and
make the system energy efficient. In this paper, we evaluated Bit Error Rate (BER)
of different modulation schemes, Phase Shift Keying (PSK), Differential Phase Shift
Keying (DPSK), Pulse Amplitude Modulation (PAM), and Quadrature Amplitude
Modulation (QAM) in different ocean water media like coastal ocean, turbid harbor
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Fig. 1 Geometry of optical property [13]
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Fig. 2 Underwater optical communication system

water, pure sea, and clean ocean. The BER value of different modulation techniques
depends on the signal-to-noise ratio value (SNR) of the signal [11, 12]. It is per-
formed for four types of underwater media assuming the Rayleigh fading channel
model. The optical property model in underwater is shown in Fig. 1. The underwa-
ter optical communication system with transmitter and receiver is shown in Fig. 2,
where transmitter can be LED/Laser-based optical source and receiver can be COTS
photo-diode detector.

3 Proposed Work

In underwater medium, absorption and scattering coefficient are the two parameters
that create the loss in optical power. For the sake of knowledge of absorption and
scattering coefficient, in Fig. 1, a geometrical model of the elemental volume of water
ΔV with thickness Δr has been given. When an optical beam of wavelength λ with
a power (Pin) is transmitted in water, a small amount (Pab), of transmitted light is
absorbed by the water, some fraction of power (Psc) are scattered by water and the
remaining light powerPt is passed without any destruction through water. So, by the
principle of energy conservation it can be stated as [13, 14]

Pin(λ) = Pab(λ) + Psc(λ) + Pt(λ) (1)
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The two terms related to underwater FSO communication is, Absorbance A and
Scatterance B that can be defined as the ratio of absorbed power to the incident
power and the ratio of scattered power to the absorbed power, respectively.

A(λ) = Pab(λ)

Pin(λ)
, B(λ) = Psc(λ)

Pin(λ)
(2)

If we assume thickness (Δr) infinitesimally small, the absorption and scattering
coefficients can be defined as

α(λ) = lim
Δr→0

A(λ)

Δr
= dA(λ)

dr
(3)

β(λ) = lim
Δr→0

B(λ)

Δr
= dB(λ)

dr
(4)

The total attenuation also known as beam attenuation coefficient, due to water can
be defined as the linear combination of absorption and scattering coefficients

γ(λ) = α(λ) + β(λ) (5)

where α(λ) and β(λ) depend both on the wavelength of light and turbidity.
In Table1, the value of attenuation coefficients at 520 nm wavelength for tur-

bid harbor water, clean ocean, coastal ocean, and pure sea are given. The optical
propagation loss factor, Lolf (λ, d) can be expressed as

Lolf (λ, d) = e−γ(λ)d (6)

In Eq. (6), d represents the distance between the transmitter and receiver in meters
and λ represents the wavelength in nanometer (nm). On the basis of the attenuation
coefficient, Beer–Lambert law describes the light attenuation effects in underwater
environment. They defined that under water, the transmitted optical power loss is an
exponentially decaying function of path length d and can be expressed as (Fig. 2)

Pt = P0e
−γ(λ)d (7)

where P0 is the power of the optical source in watt.

Table 1 Attenuation
coefficient of different water
conditions [13]

Water type Attenuation coefficient (m−1)

Pure seawater 0.043

Clean ocean 0.141

Coastal ocean 0.398

Turbid harbor 2.190



BER Performance Evaluation of Different Modulation Techniques … 7

4 Signal-to-Noise Ratio (SNR) Equation

The SNR equation of optical wave in underwater medium can be expressed as [15]

SNR = P0e−γ(λ)dD2
rap cos(φ)

tan2(θ)4d2NeqP
(8)

where all the parameters used in the above equation, their value andmeaning is given
inTable2. TheNeqP is considered as a summation of several noise terms, i.e., the solar
background shot noise, signal shot noise, dark current shot noise, and preamplifier
noise. The first noise terms solar background shot noise which is calculated with the
help of upwelling solar radiance is given by [15]

Lusr = EdiRrdiRfacexp−KH

π
(9)

The optical power detector can be calculated as

Popd = π2(FOV )2δλLusrD2

16
(10)

Table 2 Parameters used for computation

Notation Meaning Value

P0 Optical power of the signal 0.1−10 (W)

H Depth 30 m

θ Half angle transmitted beam width 50−300

φ Angle between the optical axis of the receiver and the
line-of-sight between the transmitter

30◦

Rrdi Underwater reflectance of the downwelling irradiance 1.25%

Edi Downwelling irradiance 1440 (W/M2)

Lfac Factor describing the directional dependence of the
underwater radiance

2.9

K Diffuse attenuation coefficient 0.2−0.8m−1

D Diameter of the collecting optics 20 cm

FOV Field of view of the system in radians 50, 100

BW Bandwidth 50 KHz

S Radiant sensitivity of the detector 85 (A/W)

Imdc Multiplied dark current 1.5 nA

Idc Non-multiplied dark current 1.226 × 10−9 A

Gdet Detector current gain 1

Iamp Preamplifier current 2 nA
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With the help of Eq. (10), solar background shot noise can be calculated as

Psbsn =
√
2qSPopdBWeqF

16
(11)

where F excess noise factor =1 for photodiode, >1 for avalanche photodiodes
(dimensionless), and BWeq is the effective noise bandwidth, i.e., equal to πBW

2 .
The signal shot noise power is given by the equation [15],

Pssnp =
√
2qSPopsBWeqF

S (12)

where Pops is the optical power of the signal.
The dark current shot noise power can be calculated as

Pdcsn =
√

(2qImdcG2
detF + 2qIdc)BWeq

SGdet
(13)

The preamplifier noise power is given by

Pamp = Iamp
√
BWeq

SGdet
(14)

where all the parameters used in the above equation, their value and meaning has
been given in Table2. The total noise equivalent power is equal to

NeqP =
√
P2
ssnp + P2

sbsn + P2
dcsn + P2

amp (15)

5 Results and Discussion

In this work, MATLAB software is used for simulating the result. Figure3 demon-
strates the variation ofBERwith respect to distance for differentmodulation schemes,
i.e., PSK, DPSK, PAM, and QAM. For pure seawater communication medium, as
the distance increases the BER value also increases. QAMmodulation provides long
communication distance of up to 60 m with the least BER value. PSK provides less
communication distance in comparison with QAM but provides more as compared
to DPSK. PAM provides the least communication distance among all. Similarly, for
clean ocean medium, from Fig. 4, it is observed that QAM provides the maximum
communication distance up to 30 m with the least BER value and PAM modulation
provides the worst BER with least communication distance. From the above two
plots, it can be said that there are more losses in clean ocean water as compared with
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Fig. 3 BER versus distance (between transmitter and receiver) plot when medium is Pure sea
water
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Fig. 4 BER versus distance (between transmitter and receiver) plot when medium is Clean ocean
water

pure seawater. From Fig. 5, for coastal oceanmedium, it is observed that optical wave
does not travel more distance due to attenuation and the QAM modulation provides
the long communication distance of up to 15 m with the least BER value and PAM
provides the least communication distance among others. Lastly, for turbid harbor
water medium, from Fig. 6, it is observed that the transmitting distance decreases
slightly and QAM modulation technique gives the best transmission distance up
to 9 m and PAM provides the worst communication distance with the worst BER.
Therefore, it can be inferred that from the above discussion that we can say that
the communication is not supportive in turbid harbor water and best communication
distance is found in pure seawater with QAM modulation technique.



10 S. Yadav et al.

Distance (m)
0 5 10 15 20 25 30 35 40 45 50

B
ER

10-20

10-15

10-10

10-5

100

 PSK
 DPSK
 PAM
 QAM

Fig. 5 BER versus distance (between transmitter and receiver) plot whenmedium isCoastal ocean
water
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Fig. 6 BERversus distance (between transmitter and receiver) plotwhenmedium isTurbid harbor
water

6 Conclusion

We investigated the performance of modulation techniques (PSK, DPSK, PAM,
QAM) for different sea and ocean water media. It is found that in pure seawater, opti-
cal wave communicates through a larger distance due to low attenuation of waves.
For clean ocean, coastal ocean, and turbid harbor water media, optical waves atten-
uate more and the worst communication distance is found for turbid harbor water.
The results suggest that QAM modulation technique is the most suitable technique
for underwater wireless optical communication for all seawater media.
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Reliable Location-Aware Routing
Protocol for Urban Vehicular Scenario

Ankita Srivastava and Arun Prakash

Abstract Vehicular Ad hoc Network is a subcategory of Mobile Ad hoc Network
where a wireless communication is established between vehicles and road side unit.
However, the frequently changing topologyof vehicles and the absenceof any central-
ized administration make routing a challenging task. This paper presents a Reliable
Location-AwareRouting Protocolwhere each vehicle is assumed to be equippedwith
a Global Positioning System and a digital road map. Therefore, a vehicle can get its
location on the road map. If the forwarder vehicle is present at the road intersection,
then it starts forwarding data through the road having the highest weight factor. This
weight factor is calculated on the basis of distance, direction, and vehicular density
on that road. On the other hand, when the vehicle lies between intersections, a two-
level process is applied to get a reliable data transmission. This two-level process
helps vehicles to forward data without getting stuck in a local optimum situation. The
performance of this work has been evaluated using NS 2.34 and is compared with
the existing road-aware geographic routing protocol. The simulation shows better
results in terms of packet delivery ratio and throughput.

Keywords Geographical · Local optimum · Distance · Direction · Vehicular
density · Routing · Reliable

1 Introduction

Vehicular Ad hoc Network (VANET) is a kind ofMobile Ad hoc Network (MANET)
which corresponds to the heart of an Intelligent Transportation System (ITS) [1].
VANET allows multi-hop vehicle–to-vehicle (V2V) and vehicle to infrastructure
communication (V2I). This technology makes use of IEEE 802.11p, a standard
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designed specially to support highly dynamic scenarios [2]. To develop an effi-
cient routing protocol for highly mobile vehicles in the network is one of the major
challenges. The routing protocols proposed so far can be classified into three main
groups: topology-based, clustering-based, and position-based routing protocols [3].
Topology-based protocols need the topological information of the network through
beacon messages to make routing decisions. Prior to the data forwarding, the route
is formed through broadcasting. Once a complete route is formed, then the data is
forwarded through that route. This method is not so effective for VANET as the route
formed before forwarding data may broke in high dynamic scenario. In cluster-based
routing, a group of nearby vehicles having a similar characteristic such as speed and
direction forms cluster. This improves scalability but maintaining a cluster causes
excessive overheads in the network. Among the three, position-based routing is most
effective for VANET scenario [4] because it allows better long-distance data for-
warding and efficient progress toward the destination. They make routing decisions
based on the information of the vehicles obtained throughGlobal Positioning System
(GPS) such as position, velocity, etc. However, position-based routing protocols still
have some drawbacks in an urban area because there is unavailability of the optimal
path and the next best hop in the network as there is more signal attenuation and fre-
quent link disconnectivity. Authors in [5] have designed a routing protocol suitable
for urban scenario by using a powerful routing metric for data forwarding. It uses
distance, direction, and traffic density for selecting the road if the forwarder vehicle
is present at the intersection and if it lies between intersections, then the vehicles
present in the mid of the transmission range of the forwarder is selected as the next
forwarder. However, the solution to the unavailability of the next best hop known
as the problem of the local optimum is still a challenging task. The present work
proposes a method to avoid this problem. The main contributions of the paper are

1. In the proposed protocol, when the forwarding vehicle is present at the road
intersection, then to forward data it selects the road based on its calculated weight
factor. The weight value is assigned on the basis of the traffic density on that road,
its distance from the destination, and the direction.

2. On the other hand, when the forwarder geographic location is found between
the intersections, then the neighbors of the vehicle lying within its radio range is
evaluated. The neighbor nodewhich is having themaximumnumber of neighbors
traveling toward the destination is selected to forward the data. This two-level
process is useful in avoiding the local optimum situation.

3. The performance of the proposed routing protocol is evaluated using NS 2.34
and is compared with RAGR [5]. The results show its effectiveness in packet
delivery ratio and throughput.

The rest of the paper is organized as follows. In Sect. 2, the existing works based
on position-based routing are reviewed. Section 3 illustrates the present work. In
Sect. 4, analyses and comparison of the present work with RAGR protocol are done.
Finally, Sect. 5 concludes the paper with an outline of future work.
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2 Related Work

This section describes existing work done in the area of position-based routing.
Greedy Perimeter Stateless Routing (GPSR) [6] uses simple greedy mode. In greedy
mode, the vehicle which is geometrically close to the destination as compared to
the other vehicles within the radio range of the forwarder is selected as the next for-
warding vehicle. However, this protocol fails when the path contains more obstacles.
Therefore, this method is not recommended in an urban environment.

Geographic Source Routing (GSR) [7] takes advantage of Dijkstra algorithm to
discover the shortest path and then forwards the data using greedy mode. GeoSpray
protocol [8] works on the concept of spray phase and wait mechanism where a
small set of packet copies are sprayed to some fixed but different vehicles in the
network. Now, these packet copies get to be forwarded further to other vehicles that
can take the packets near the destination. Additionally, to control the overhead there
is an upper bound limit to control the duplicate packet flooding in the network. The
implementation of this protocol lacks the simulation environment. In Junction-Based
Routing (JBR) [9], there is a reduction of an end to end delay. Themain reason behind
this is the reduction in extra beacons needed for calculating vehicles position. This
process uses selective greedy forwarding and minimum angle method to forward the
packet.

Road Selection Routing Protocol (RSRP) [10] selects the best routes which are
connected across the junction based on their rating. If a road is selected and the
forwarder vehicle predicts the occurrence of network gap while transferring the
data, then the sufferer vehicle adjusts its velocity in forward or backward direction.
Therefore, this protocol is not suitable for city environment because of its prediction
mechanism as the VANET topology is unpredictable.

From all the aforementioned protocols, major work is done to reduce end to end
delay and improve packet delivery ratio. For position-based routing protocols, data
forwarding in a local optimum situation is challenging. However, to avoid a local
optimum situation, majority of the protocols use carry and forward method which
increases the delay. As transmission through wireless media is comparatively much
faster than vehicular speed, it has therefore been concluded that the local optimum
problem in geographic routing is still a challenging task. It occurs when the source
vehicle does not find any neighbor vehicle closer to the destination than itself as
shown in Fig. 1.

3 Protocol Overview

In this paper, a Reliable Location-Aware Routing Protocol for Urban Vehicular Sce-
nario (RLARP) is proposed to solve the problem of the local optimum in urban areas.
This protocol works in twomodes: The first is when the vehicle is found in themiddle
of the intersection and the second is when the vehicle is found at the intersection. In



16 A. Srivastava and A. Prakash

Fig. 1 Local optimum
problem

S
D

the middle of the intersection, the forwarder selection process is executed and at the
intersection, the road selection process is done.

Besides this, some assumptions are made, such as each vehicle must be equipped
with a GPS for computing the location of the source, destination, and the neighbors
up to two hops. Beacon messages assist this location information to propagate in the
network. Additionally, each vehicle must contain a digital map of the street with the
help of which every vehicle gets the location of the intersection [5].

3.1 Forwarder Selection Process: A Two-Level Process

The forwarder selection process takes the help of direction metrics and location
information of the neighbor up to two hops (level) to find the next forwarder. In
a simple greedy approach [6], the vehicle which is closer to the destination than
the source itself is selected as a forwarder. This method has a disadvantage that
generally for highlymobile vehicles, the forwarder located at the edge of transmission
range gets out of range till the data packet reaches it. Whereas, when the vehicle
with minimum distance is selected as a forwarder, it leads to high interference of
packets in the network. Road-Aware Geographic Routing (RAGR) [5] selects mid
area forwarder, but it fails to solve the local optimum problem completely. In RAGR,
when a source vehicle is not successful to track anymid area vehicle, then that vehicle
waits until it finds any forwarder. This method could not resolve the local optimum
situation completely because it could lead to an unbearable delay in low-density
areas.

RLARP addresses this issue by finding the neighbors of the vehicles which are
in the range of the current vehicle. This two-level process helps in the prediction
of the network topology in advance. In the forwarder selection process, the below-
mentioned steps are followed:
Step (1) The neighbors of the source vehicle lying within the semicircle of trans-
mission range and traveling toward the destination or the next intersection is taken.
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Fig. 2 Forwarder selection process when the source and destination are on the same path

The semicircle is toward the area which is closest to the destination or the neighbor
intersection as shown in Fig. 2.
Step (2) Second, neighbors of those above found vehicles are examined. Among
them, the vehiclewhich is havingmaximumneighborsmoving toward the destination
(when the destination lies on the same road) or neighbor intersection (when the
destination lies on the different road) within 300 m of its range is selected. The flow
chart of RLARP is shown in Fig. 3.

3.2 Road Selection Process

As a data forwarding vehicle reaches the intersection, the protocol selects the road on
the basis of distance, direction, and traffic density. Based on these three parameters,
the weight factor is assigned to each vehicle lying between the current intersection
and the neighbor intersections. Through a digital road map, the candidate vehicle
is capable of detecting the position of neighbor intersections. The vehicle with the
highest weight value is then elected as the next forwarder. When this forwarder on
any of the neighbor routes is selected, then the protocol moves to the first mode.

First, the distance between the geographical position of each neighbor vehicle
and the destination is calculated. The candidate vehicle having minimum calculated
distance must be given the highest weight value.

WFdis = 1

dis(i, d) + 0.001
(1)

In Eq. (1), dis(i, d) represents the Euclidean distance between each neighbor
vehicle and the destination. Second, the weight value according to the direction is
given. The data must be forwarded to the vehicle which travels toward the next
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Fig. 3 Flowchart of RLARP

intersection. IfWFdir denotes the direction weight factor, then,

WFdir =
{
1 node towards the next intersection
0 node opposite to the next intersection

}
(2)

At last, the real-time traffic density is estimated for each road linked with the
current intersection. In an event, if a path contains no vehicles, then that path would
be given the lowest priority.

WFtd = Nroad

Navg
(3)
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Here,WFtd denotes the weighting value according to the vehicular density. Nroad

represents the density of the vehicle between the current intersection and neighbor
intersection on which the vehicle lies. Navg represents the average of vehicles lying
between the current intersection and all the neighbor intersections. On the basis of the
three parameters calculated above for each vehicle, the total score for each vehicle
is calculated by Eq. (4). The vehicle with the highest value is the next forwarder.

Score = WFdis ∗ WFdir ∗ WFtd (4)

4 Simulation Results

The simulation parameters and the environment in which this protocol has been
implemented are demonstrated here. The part of road scenario is shown in Fig. 4.
There are nine intersections and 12 interconnecting roads. Performance of the pro-
posed protocol is analyzed by using network simulator (NS) 2.34. Table 1 shows
other important parameters used in the simulation.

4.1 Packet Delivery Ratio (PDR)

It is defined as the ratio of data received to the total data sent.Anumber of experiments
are carried out on the proposed protocol by varying vehicles in the network from
50 to 120. In RLARP, the two-level clarity of the network guaranteed more reliable
communication as compared to RAGR. Therefore, as shown in Fig. 5, the packet
delivery ratio improves since the method prevents the loss of packet in the case of
local optimum and value of PDR is almost linear even when the number of vehicles
in the network changes.

Fig. 4 Part of road scenario
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Table 1 Simulation
parameters

Parameter Settings

Simulator name Network simulator 2.34

Packet sending rate 1 packet/s

Map size 2000 × 2000 m2

Transmission range 300 m

Number of vehicles 50–120

MAC 1 802.11p

Data packet size 511 bytes

Simulation time 50 s

Speed 30–60 m/s

Propagation model Nakagami radio propagation model

4.2 Throughput

Throughput is defined as the rate at which the data is transmitted in the network. It
depends mainly on the packet delivery ratio and the simulation time. From Fig. 6, as
the vehicles in the network increase from 60 to 120, it is better when compared with
RAGR.

Fig. 5 Packet delivery ratio
of RAGR and RLARP
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Fig. 6 Throughput of
RAGR and RLARP

4.3 End to End Delay

As shown in Fig. 7, when there is a smaller vehicular density on the road, the delay in
the case of RAGR is more. This is because RAGR protocol waits for a random time
until it gets any forwarder. This increases the delay in the local optimum situation
which generally arises when there is lesser vehicular density. When the number of
vehicles on the road increases, then delay in RLARP starts increasing. However, this
difference in the delay is much less and is because it checks the network status up to
two levels to provide more reliable communication.

Fig. 7 End to end delay of
RAGR and RLARP
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5 Conclusion

In this paper, a Reliable Location-Aware Routing Protocol for Urban Vehicular Sce-
nario (RLARP) has been proposed which mainly aims to reduce the local optimum
problem that is one of the major problems of position-based routing when the vehic-
ular density is uneven or low. The process of assuring the neighbor of the vehicles
which are in the range of the current vehicle before forwarding data results into a
trustworthy communication. It is an effective step taken at the earlier stage before
getting stuck into a situation which causes packet loss. Based on the simulation
results, RLARP significantly improves the packet delivery ratio and throughput. The
obtained result justifies that the proposed protocol is better than RAGR in the real-
istic vehicular scenario. In future, delay can also be reduced more by applying some
optimization technique.
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DFT Precoder Technique Combined
with µ-Law Companding for PAPR
Reduction in OFDM System

Ajay Kumar Yadav, Pritam Keshari Sahoo and Y. K. Prajapati

Abstract Transmitting high data rate is one of the benefits of the orthogonal fre-
quency divisionmultiplexing (OFDM). However, it undergoes high Peak-to-Average
Power Ratio (PAPR) which degrades the system performance. To overcome high
PAPR of the OFDM system, the µ-law companding technique is applied. This tech-
nique expands only small signals and is not able to compress the high peaks effec-
tively. As a result, average power increases. In this paper, Discrete Fourier Transform
(DFT) precoding technique is employed to theµ-law-based OFDM system to reduce
further PAPR by converting a multicarrier OFDM into a single-carrier OFDM sys-
tem. Moreover, it not only reduces PAPR but also minimizes the system complexity
because it is a linear technique. Simulation results show how theDFT precoder-based
µ-law companding technique realizes reduced PAPR and improved Bit Error Rate
(BER) performance in comparison to Discrete Hartley Transform (DHT) precoding
with a µ-law companded-based OFDM system.

Keywords OFDM · PAPR · DFT precoding matrix · µ-law · DHT · IFFT ·
AWGN channel

1 Introduction

Orthogonal frequency division multiplexing (OFDM) is well-known for high-speed
digital communications such as digital audio broadcasting (DAB), high definition
television (HDTV), digital video broadcasting (DVB), 4G wireless communication,
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and asymmetric digital subscriber line (ADSL) because of robustness to severe mul-
tipath fading and narrowband interference [1].

However, typical OFDM signals still contain very high Peak-to-Average Power
Ratio (PAPR) which needs high power amplifier (HPA) at transmitter side to operate
nonlinear regions. As a result, nonlinear signal distortion occurs and leads to poor
system performance [2]. In order to reduce PAPR of OFDM signals, many tech-
niques have been already proposed in the past, such as partial transmit sequence
(PTS) technique [3], selective mapping (SLM) technique [4], clipping and filtering
[5], precoding [6, 7], and companding technique [1, 8, 9]. Furthermore, the µ-law
companding technique [9] can exhibit less PAPR than the clipping scheme but com-
pressed signals still exhibit nonuniform distribution [1] in comparison to original
OFDM signals.

Companding may cause in-band distortion due to its nonlinear process which
may degrade BER performance. Some authors have proposed a hybrid method that
combined precoding and companding [10–12]. In Ref. [12], authors proposed DHT
precoding and rooted-basedµ-law companding of anOFDMsystem for PAPR reduc-
tion and maintaining BER.

In this paper, a technique proposed based on the DFT precoder which combined
with µ-law companded OFDM signals. The µ-law companding reduces PAPR but
not up to a significant level. Also, it is responsible for amplitude distortion. When
the DFT precoder is combined with µ-law, PAPR of OFDM signals reduces up to
a significant level with low complexity by the converting multicarrier OFDM into
single-carrier OFDM systems which have already low PAPR. Moreover, BER is
maintained because the DFT precoder is responsible for phase distortion.

This paper is prepared as follows: Problem formulation is described in Sect. 2.
Section 3 presents proposed PAPR reduction and system model. Simulation results
and discussion are provided in Sect. 4. Ultimately, Sect. 5 describes the conclusion
of this paper.

2 Problem Formulation

The baseband OFDM symbol x(n) in discrete form can be obtained with N number
of subcarriers by

x(n) = 1√
N

N−1∑

k=0

Xke
j2π kn

LN , 0 ≤ n ≤ LN − 1 (1)

where Xk and L denote modulated data symbols of kth subcarrier and oversampling
factor, respectively. Meanwhile, at baseband OFDM signals, the oversampling factor
(L ≥ 4) gives approximately the true PAPR [8]. In this paper, oversampling has been
done by zero padding, i.e., inserting (L − 1).N zeros to the middle of X to make
{X0,X1,X2, . . . 0, 0, . . . , 0,XLN−1} and LN size of IFFT. The input modulated data
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symbols Xk are assumed to be statistically independent and identically distributed
random variables. Assume that Re{x(n)} and Im{x(n)} are real and imaginary part of
the OFDM symbols x(n). Therefore, the expression of the amplitude of x(n) can be
written as

|x(n)| =
√
Re2{x(n)} + Im2{x(n)}. (2)

and according to central limit theorem for large subcarriers (generally N ≥ 64 [13]),
these real as well as imaginary parts of x(n) follow the Gaussian random variables
with zero mean and the same variance σ 2 = E

[|Xk |2
]
/2, where E[.] is nothing but

mathematical expectation and |.| represents modulus. Furthermore, in Ref. [14], the
amplitude |x(n)| can be defined using the cumulative distribution function (CDF) of
a Rayleigh distribution. So, the CDF of random variable of |x(n)| is given by

F|x(n)|(x) = Prob[|x(n)| ≤ x]

= x∫
0

2z

σ 2
e
(

−z2

σ2

)

dz

= 1 − e
(

−x2

σ2

)

, x ≥ 0. (3)

The power of OFDM signals x(n) can be evaluated by

|x(n)|2 = 1

N

N−1∑

J=0

N−1∑

k=0

XjXke
(

j2π(j−k)n
LN

)

(4)

Therefore, PAPR of the OFDM signals x(n) is defined as

PAPR = 10 log10
Max

[|x(n)|2]

E
[|x(n)|2] dB (5)

The phase ofN number ofmodulated symbols is the same.When it is added, peaks
power arises. Therefore, OFDM signals are known to be of high PAPR. Generally,
complementary cumulative distribution function (CCDF) measures the performance
of PAPR and it can be defined as the probability that the PAPR of the signals greater
than the predefined threshold. Let PAPR0 be the threshold value, then the expression
of CCDF is as follows:

CCDF = Pr(PAPR > PAPR0) (6)
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3 Proposed PAPR Reduction and System Model

3.1 Discrete Fourier Transform (DFT) and DFT Matrix

For a basebandOFDMsystem, eachOFDMsymbol containsN number of subcarriers
which are orthogonal to each other. Consider a block ofN data symbolsX = {Xk , k =
0, 1, . . . ,N −1}. Figure 1 displays the block diagram of the proposed systemmodel.
The precoding matrix S of size (N × N ) is implemented before IFFT block and the
precoding matrix S is created based on Discrete Fourier Transform (DFT) [15] and
it can be written as

S = 1√
N

⎡

⎢⎢⎢⎣

S0,0 S0,1 . . . S0,(N−1)

S1,0 S1,1 . . . S1,(N−1)
...

...
. . .

...

S(N−1),0 S(N−1),1 . . . S(N−1),(N−1)

⎤

⎥⎥⎥⎦ (7)

Discrete Fourier Transform X (k) can be defined for input signal xn as

X (k) =
N−1∑

n=0

xn · e−j2πnk/N , k = 0, 1, 2, . . . ,N − 1 (8)
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Fig. 1 The block diagram of proposed system model
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Inverse DFT xn can also be written as

xn = 1

N

N−1∑

n=0

X (k) · ej2πnk/N , k = 0, 1, 2, . . . ,N − 1 (9)

The above DFT precoding matrix S can be created by the following equation:

Sl,k = e−j2π lk/N (10)

Sl,k represents lth row and kth column of DFT precoding matrix.

3.2 DFT Precoder Matrix Based OFDM System

In this section, DFT precoding matrix is implemented to the constellation symbols,
i.e., Xk = [

X0,X1,X2, . . . ,XN−1
]T
. The length of the DFT precoder matrix is con-

sidered the same as the length of the IFFT block which is used for spreading code.
Therefore, the original OFDM becomes a single-carrier system and it has low PAPR
in comparison to a multicarrier OFDM system. In the DFT precoding matrix based
OFDM systems, input data stream is passed through a serial to parallel (S/P) con-
vertor. Then, the parallel data symbol is modulated by subcarriers to generate data
symbols of size N which can be written as

Xk = [
X0,X1,X2, . . . ,XN−1

]T
(11)

The DFT precoding matrix S of size (N × N ) which is created by Eq. (10) is
applied to these data symbols to get new data symbols of the same size N that can
be expressed as

Y
[
Y0,Y1,Y2, . . . ,YN−1

]T = SX (12)

Therefore, the DFT precoded symbols Yl can be written as

Yl =
N−1∑

k=0

Sl,k · Xk l = 0, 1, . . . ,N − 1 (13)

Let S(k) is taken as the frequency domain of DFT precoded symbols with over-
sampled and can be written as:

S(k) = [Y0,Y1, . . . YLN−1] (14)
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Using the DFT precoder matrix, a set of these frequency domain symbols S(k)
will be spread in phase. Therefore, PAPR of an OFDM signal is turned down. At the
transmitter side, these frequency domain symbols can be realized into discrete time-
domain signals by using Inverse Fourier Transform (IFFT). Hence, OFDM signals
can be written as in discrete time domain:

Sp(n) = 1√
N

N−1∑

k=0

S(k)ej2π
kn
LN , ∀n, k = 0, 1, . . . ,LN − 1 (15)

3.3 Companded OFDM Signals

From Eq. (15), the signal Sp(n) represents precoded OFDM signals, and PAPR of
these signals is minimized up to the single-carrier system because of spreading input
data symbols [16]. Recall that the phase of the signals is distorted by the DFT
precoder. Without increasing the system complexity, the precoding technique effi-
ciently reduces PAPR of an OFDM system because it is a simple linear technique.
However, the amplitude is distorted by companding. When the DFT precoding tech-
nique is combined with companding, PAPR of OFDM signals reduces effectively. In
this section, we discuss the companding technique which is used for further PAPR
reduction. Therefore, after the cyclic prefix (CP) is added, the resulting DFT pre-
coded OFDM signal Sp(n) is companded using μ-law companding transform [9] at
the transmitter side and it can be expressed as

Sc(n) = F{Sp(n)} = A ∗ Sgn
[
Sp(n)

] loge
[
1 + μ

∣∣∣ Sp(n)A

∣∣∣
]

loge[1 + μ]
,

∀n = 0, 1, 2, . . . ,LN − 1 (16)

where F{.} represents companding transform that is done to the time-domain pre-
coded OFDM signals. However, μ and A are the degree of companding and peak
amplitude of the OFDM signals, respectively.

3.4 Receiver Section

From Fig. 1, in order to minimize inter symbol interference (ISI), cyclic prefix (CP)
is used. In this case, the companded signals Sc(n) are being sent into a wireless
channel. Then, the received signals y(n) can be written as

y(n) = Sc(n) + w(n),∀n = 0, 1, 2, . . . ,LN − 1 (17)
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wherew(n) is supposed to be additive white Gaussian noise (AWGN). At the receiver
side, the companded signals are expanded by using μ-law decompanding function
which is shown by following expression:

r(n) = F−1{y(n)} = A ∗ Sgn
[
y(n)

] ∗ 1

μ

[
e

|y(n)·log(1+μ)|
A − 1

]

∀n = 0, 1, 2, . . . ,LN − 1 (18)

where F−1 denotes the decompanding transform. After removing cyclic prefix (CP),
the FFT operation is performed to get signal back into Fourier-frequency domain.
Then, frequency domain signals are down-sampled. Next, to get back the original
transmitted symbols, we implement the inverse DFT matrix.

4 Simulation Results and Discussion

In this section, we executed MATLAB simulation to evaluate the performance of the
proposed system model which is based on DFT precoding and μ-law companding.
To show the PAPR and BER analysis of the proposed system model, random bits
are generated. Then modulated by different types of modulators such as QPSK, 16-
QAM, and 64-QAM. The simulation results are compared with the original OFDM,
precoded OFDM, μ-law companded OFDM, and combined precoded and μ-law
companded OFDM system and all the taken parameters are shown for simulation in
Table 1.

Figure 2 illustrates the envelope of the proposed (DFT precoder with μ-law com-
panding, μ = 30) OFDM signals, the original OFDM signals, compressed signals,
and precoded based OFDM signals. As we can observed that our proposed technique
has reduced the peaks of the power in comparison to the original OFDM signals,
μ-law companded signals, precoded based OFDM signals, and DHT precoded with
companded signals as results PAPR reduces.

The performances of PAPR versus CCDF are shown in Figs. 3, 4, and 5 for QPSK,
16-QAM, and 64-QAMmodulator, respectively. In Fig. 3, the proposed technique is

Table 1 Simulation
parameters

Parameter Details

Simulation tool MATLAB

Sub-carries 256

Modulator QPSK, 16-QAM, 64-QAM

Number of cyclic prefix (CP) 32

Oversampling factor (L) 4

FFT, size 1024

Channel AWGN channel
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0 2 4 6 8 10 12

PAPR 0  [dB]

10-3

10-2

10-1

100

C
C

D
F 

(P
r[

PA
PR

>P
A

PR
  ]

)
0

Original OFDM

μ-Law Companding (μ=10)

μ-Law Companding (μ=30)
DHT-OFDM

DFT-OFDM

DHT+μ-Law (μ=10)

DHT+μ-Law (μ=30)

Proposed (DFT+μ-Law), μ=10

Proposed (DFT+μ-Law), μ=30

Fig. 3 The CCDFs of proposed OFDM signals, precoded signals, companded signals, precoded
with companded signals and original OFDM signals (QPSK)



DFT Precoder Technique Combined with µ-Law Companding … 31

0 5 10 15 20
SNR [dB]

10 -5

10 -4

10 -3

10 -2

10 -1

10 0

B
E

R

Original OFDM

μ-Law Companding (μ=10)

μ-Law Companding (μ=30)
DHT-OFDM

DFT-OFDM

DHT+μ-Law (μ=10)

DHT+μ-Law (μ=30)

Proposed (DFT+μ-Law), μ=10

Proposed (DFT+μ-Law), μ=10

Fig. 4 The BER of proposed OFDM signals, precoded signals, companded signals, precoded with
companded signals and original OFDM signals in AWGN channel (QPSK)

0 2 4 6 8 10 12

PAPR
0
 [dB]

10-3

10-2

10-1

100

C
C

D
F 

(P
r[

PA
PR

>P
A

PR
0

])

Original OFDM

μ-Law Companding (μ=10)

μ-Law Companding (μ=30)
DHT-OFDM

DFT-OFDM

DHT+μ-Law (μ=10)

DHT+μ-Law (μ=30)

Proposed (DFT+μ-Law), μ=10

Proposed (DFT+μ-Law), μ=30

Fig. 5 The CCDFs of proposed OFDM signals, precoded signals, companded signals, precoded
with companded signals and original OFDM signals (16-QAM)



32 A. K. Yadav et al.

compared with other PAPR reduction techniques such as μ-law companding, DHT-
OFDM, DFT-OFDM, and DHT + μ-law. At CCDF = 10−3, clearly, the proposed
technique (μ = 30) is better than μ-law, DHT-OFDM, DFT-OFDM, DHT + μ-law
(μ = 30), and the original OFDM by 1.8 dB, 6.51 dB, 5.02 dB, 0.95, and 8.8 dB,
respectively.

Figure 4 illustrates the performance of BER in comparison to the proposedOFDM
signals, precoded signals, compressed signals by μ-law, and precoded with com-
pressed signals for QPSK. At BER= 10−5, the proposed technique is improved over
μ-law (μ = 30) and DHT-μ-law (μ = 30) in terms of BER performance.

In Fig. 5, PAPR of the proposed technique (μ = 30) is 0.54 dB superior to DHT-
μ-law (μ = 30) for 16-QAM. Also, BER performance of the proposed technique
(μ = 30) is improved over μ-law and DHT-μ-law (μ = 30) which is illustrated in
Fig. 6.

Figure 7 shows the performance of PAPR in comparison to the proposed tech-
nique, precoded OFDM signals, compressed signals by μ-law, and precoded with
compressed signals for 64-QAM. As we can see, the proposed technique (μ = 30)
is 0.45 dB better than DHT-μ-law (μ = 30). The comparison of CCDF and BER of
the proposed technique with other techniques is given in Table 2.
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5 Conclusion

As far as PAPR reduction is concerned, the proposed technique is based on a combi-
nation of the DFT precoder andµ-law companding in OFDM system. By employing
this technique (DFT precoder with µ-law), the performance of BER is reduced in
comparison toµ-law, and theDHTprecoderwithµ-law schemes forAWGNchannel.
Also, the computational complexity decreases due to linearity of the DFT precoder.
By the DFT precoder approach, a µ-law companded OFDM system converts into
signals carrier system which has low PAPR. We can see the simulation results; the
proposed technique provides improved PAPR and BER performance in comparison
to other PAPR reduction techniques.
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Power Sector Reforms, Strategies,
and Contribution of Private Sector

Rajesh Kumar Singh and Arun Kumar Singh

Abstract Power is a fundamental necessity for all walks of life and has been per-
ceived as a fundamental human need. Indian power area is seeing real changes.
Nonetheless, the interest for control has been overwhelming the development of
accessibility. This is because of deficiencies in Generation, Transmission & Distri-
bution and in addition wasteful utilization of power and shortage of financing. High
level of specialized and businessmisfortunes and absence of business approach in the
administration of utilities has prompted unsustainable monetary activities. Accord-
ing to Census 2001, around 44% of the families do not approach power. Power Act,
2003 gives an empowering structure to quickened and more effective improvement
of the power part. The paper has been organized as follows. In the introductory
section, we provide a brief background of the key issues facing the Indian power
sector. In the section on the global experience in power sector reform, we discuss
the key initiatives in the areas of reforms in other developing countries and what
broad lessons can be learnt. Some of the key issues of the debate about privatization
and its potential benefits and drawbacks are dealt in the section on way forward for
the Indian power sector. In the concluding section, we try and identify some of the
“Best Practices” available from the global experience in power sector reform to draft
innovative solutions for the Indian power sector.
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1 Key Issues Facing the Indian Power Sector

1.1 Financial Viability of the SEBs

TheM. S. Ahuluwalia Committee for restructuring of SEBs estimates that the annual
aggregate loss of the SEBs in India is approx. Rs. 26,000 crore (2000–2001) [1].

It is estimated that the SEBs owe approx. Rs. 23,000 crore to the Central PSUs
like NTPC, NHPC, and fuel suppliers like Coal India Limited.

SEBs also carries large pension liabilities.

1.2 Inadequate Investment in the Sector

Total energy shortage during the year 2000–2001 was 39,816million units, i.e., 7.8%
about 100,000 MW needs to be added by the year 2012.

Only 53.7% of the capacity addition target was achieved during the Eighth plan,
and during the Ninth plan only half the target is likely to be achieved.

Investment in the growth of Transmission&Distribution systems has not matched
the increase in generation capacity.

About 20% of the installed generation is more than 25 years old reaching their
design limit.

1.3 T&D Losses

Government statistics estimate T&D losses at about 30%, but maybe at present more
than 40%.

1.4 Inefficient Tariff Structure

The tariff for agriculture supply and domestic supply is much less than the cost of
the service.

To cross subsidize the low agriculture and domestic tariffs, industrial tariffs are
kept very high. This has led tomany industries setting up their own captive generation
units because they are less expensive and more reliable than power from the grid.
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2 Key Lessons from Latin America and East Asian
Experience

All the nations in Latin America unbundled their capacity utilities, set up a free
regulatory and from that point privatized the utilities.
For Example

• In Chile, electricity scope rates have expanded from 70 to 97% and in Peru from
48 to 70%.

• In Argentina, the vitality costs have fallen altogether in the spot showcase by
around half and these have been converted into bring down retail taxes also.

• In Chile, vitality misfortunes are down to 8% from 24%, in Argentina to 12% from
21% and in Peru, to 12% from 22%.

Almost all the companies, which were making losses, turned profitable.

3 Power Sector Reforms

An ongoing report by the World Bank has cautioned India that except for the present
changes in its capacity area, it could lose a large amount number of dollars in the
income (Table 1).

To pivot the money-related soundness of the influence division, the Government
has taken up changes in the influence area for continuous disposal of misfortunes.

Table 1 Countries in each region taking key reform steps (in Percent) [9]

Steps East Asia and
Pacific

Europe and
Central Asia

Latin
America and
Caribbean

Middle East
and North
Africa

South Asia

Corporation 44 63 61 25 31

Independent
regulatory
body

11 41 83 0 40

IPPs allowed 78 33 83 13 100

Restructuring 44 52 72 38 40

Generation
assets
divested

22 37 39 13 40

Distribution
assets
divested

11 30 44 13 20

Privatization 33 41 78 13 40

Reform
indicator

41 45 71 17 50
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Power division stops to be a weight to the state’s financial plan and in the end, turns
into a net generator of money-related assets.

• Electricity will be provided under the most proficient conditions as far as cost and
quality are concerned to help the monetary improvement of the state.

• Restructuring and unbundling of State Electricity Board while isolating Power
Generation, Transmission & Distribution capacities into self-ruling and indepen-
dently responsible substances, through exchange of advantages, liabilities, and
work force.

• Corporatization and commercialization of new developing substances in a staged
way.

• Establishing a free regulatory body.
• Promotion of private area support in control age. Privatize appropriation business
in stages.

• Tariff change with the target to defend duty for full cost recuperation and limit
cross appropriation.

• To activate private division assets for control creating limit expansion.

3.1 Steps to Be Taken for Power Sector Reform
in a Developing Country like India

• The unbundling of the power part into Generation, Transmission & Distribution,
and supply is practical.

• In the new unbundled structure, conceivably focused regions must be isolated
from common restraining infrastructures and rivalry must be presented wherever
conceivable.

• While presenting rivalry, passage obstructions ought to be evacuated and a level
playing field be made for all players.

• An unsurprising, straightforward, and unambiguous administrative system ought
to be set up.

• Privatization works are seen not exclusively to enhance the budgetary practicality
of the segment, yet in addition give advantages to purchasers. Both rivalry and
direction are more powerful under private possession over the long haul.

• The sequencing of the changes is basic. Having a settled administrative system,
industry demonstrates preceding privatization itself accelerates the procedure and
decreases the danger of disappointment.

• Government duty as budgetary help, getting purchase—in of all the partners and
imparting the critical need of change is crucial for the accomplishment of the
changes. The administration should draft a guide of the change pate to be embraced
in the power segment to achieve more straightforwardness in the process and
increment financial specialist certainty.
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4 Policies of Power Sector

The policies are adopted by the power sector to create an environment which will
ultimately increase the efficiency and will create revenues for the sector.

Around 56% of rustic families have not yet been jolted despite the fact that a
large number of these families will pay for power. Rustic Electrification Distribution
Backbone (REDB) is with no less than one 33/11 kV (or 66/11 kV) substation in
each Block.

Non-customary wellsprings of vitality could be used even where the lattice net-
work exists given that it is observed to be financially savvy (Table 2).

4.1 Generation

Despite redesigning the general availability of acquainted capacity with 85%, a turn-
ing store of no under 5%, at national dimension, would be made to ensure arrange
security and quality and relentless nature of power supply. There is no need for
approving for age.

To give openness of those in excess of 1000 units of per capita power by the year
2012, it had been evaluated that need-based breaking point development of more
than 1,00,000 MW would be required in the midst of the period 2002–12 [2].

According to the General Review 2017 of Central Electricity Authority (CEA),
India’s top Government body for the planning of power sector, the consumption of
power is showing an increasing trend. The nation’s per capita power utilization has
achieved 1075 kilowatt-hour (kWh) in 2015–16 while in 2014–15 it was 1010 kWh
and in 2013–14 it was 957 kWh [3].

Per capita power utilization crossing 1,000 units a year is surely a landmark,
but one-fourth of the family units in the nation still have no entrance to power.
Government of India considers a village electrified if all the public buildings and

Table 2 Comparing India with Latin America countries [5]

Comparative criteria Brazil Argentina Chile Peru India

Total foreign direct investment (Million
dollar)

33.0 24 9.2 2.0 2.2

GDP at market prices 752 283 68 52 447

GDP per capita 4.350 7.550 4.630 2.130 440

Overall budget deficit NA NA −1.47 −2.09 −4.22

Population density (per sq km) 19.68 13.37 20.06 19.71 335.5

Total population (M) 168 37 15 25 998

Surface area (Sq km) 8.547 2.780 756 1.285 3.287

Urban population (%) 80.72 89.6 85.44 72.42 28.08
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at least 10% of the households in that village get power and by this definition, all
Indian villages have nowbeen electrified but 100% family units having 24× 7 quality
supply of power is still a challenge.

India is still among the bottom in the world as far as per capita power utilization
is concerned, far behind China averaging 4,000 kWh, and developed nations 15,000
kWh. Around 200 million individuals lack access to power in the nation. In exam-
ination, China has per capita utilization of with created countries averaging around
per capita.

4.2 Thermal Generation

Government flammable gas represents around 10% of the aggregate limit. Power
division expends around 40% of the aggregate gas in the nation which is accessible
at sensible costs.

Imported coal-based warm power stations, especially at seaside areas, would be
supported in light of their financial suitability. Utilization of low fiery debris content
coal would likewise help in diminishing the issue of fly slag outflows.

Critical lignite assets in the nation are situated in Tamil Nadu, Gujarat, and
Rajasthan.

4.3 Power

Open-area ventures to make atomic age limit should be ventured up. Private division
organization would likewise be encouraged to see that objectives are accomplished
as well as surpassed.

4.4 Nonconventional Energy Sources

The possible capability of non-regular vitality assets, primarily a little hydro, wind
and bio-mass would likewise should be Hydro Generation.

The 50,000 MW hydro activities have been now propelled and are as a rule
vivaciously sought-after with DPRs for tasks of 33,000 MW limits effectively under
planning.

Atomic energy misused completely to make extra power age limit.
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4.5 Renovation & Modernization (R&M)

Remodeling and modernization for accomplishing higher proficiency levels should
be sought after energetically and all current age limits ought to be conveyed to least
worthy benchmarks.

4.6 Transmission

Keeping in view thehuge increment arranged in age and furthermore for improvement
of intensity showcase, there is a requirement for satisfactorily increasing transmission
limit.

Open access in transmission has been acquainted with advance rivalry among the
creating organizations which would now be able to pitch to various dissemination
licensees the nation over. This should prompt accessibility of less-expensive power.
To encourage deliberate development and advancement of the power division and
furthermore for the secure and dependable activity of the matrix, sufficient edges in
transmission framework ought to be made.

4.7 Distribution

Appropriation is the most basic fragment of the power business chain. The genuine
test of changes in the power segment lies in productive administration of the disper-
sion segment. For accomplishing productivity increases, the appropriate rebuilding
of conveyance utilities is fundamental.

Multi-Year Tariff (MYT) structure is a vital basic impetus to limit dangers for
utilities and buyers, advance productivity, and quicken lessening of framework mis-
fortunes. Itwould serve open enthusiasm throughfinancial productivity and enhanced
administration quality.

The Electricity Act, 2003 empowers contending producing organizations and
exchanging licensees, other than the territory dissemination licensees, to pitch power
to purchasers when open access in dispersion is presented by the State Electricity
Regulatory Commissions.

SCADA and information administration frameworks are helpful for proficient
working of Distribution systems. High Voltage Distribution System is a compelling
technique for lessening of specialized misfortunes, avoiding of robbery, enhancing
voltage profile, and bettering shopper benefit. It ought to be elevated to diminish
LT/HT proportion keeping in view the techno-financial contemplations.
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4.8 Technology Development and R&D

Compelling use of every single accessible asset for age, transmission, and conveyance
of power utilizing productive and savvy advances is of central significance.

4.9 Transmission & Distribution Losses

It would need to be obviously perceived that the power sector will stay unviable until
the point that T&D misfortunes are cut down altogether and quickly. A substantial
number of states have been detailing misfortunes of more than 40% in the ongoing
years.

4.10 Energy Conservation

There is a noteworthy capability of vitality reserve funds through vitality proficiency
and request-side administration measures. Department of Energy Efficiency (BEE)
will start acting in such manner.

In the horticulture area, the pump sets and the water conveyance framework built
for high effectiveness would be advanced.

4.11 Environmental Issues

Setting up of metropolitan strong waste vitality extends in urban zones and recu-
peration of vitality from mechanical effluents will likewise be urged with a view to
decreasing ecological contamination separated from creating extra vitality.

4.12 Protection of Consumer Interests and Quality Standards

Fitting Commission ought to control utilities in view of predecided lists on the
nature of intensity supply. Parameters ought to incorporate, among others, recurrence
and term of intrusion, voltage parameters, music, transformer disappointment rates,
sitting tight time for the rebuilding of supply, rate flawed meters, and holding up
rundown of new associations.
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4.13 Fuel Usage

The new fluid fuel strategy is relied upon to take into account the hostage fuel needs
of such plants. Free power makers will be allowed to utilize overwhelming oil stock
(HPS) [4], low sulfur substantial stock (LSHS), substantial heater oil (HFO), heater
oil (FO), and flammable gas as essential fuel for the power ventures.

5 Private Sector Participation

5.1 Introduction

India is diving headlong into a vitality emergency that may injure the nation’s pros-
pering economy if the administration does not act quickly. The opening up of the
vitality area to private financial specialists as a major aspect of the Indian monetary
change design may well be the jolt of energy this industry urgently needs. With
private power extends probably not going to be operational for in any event, an addi-
tional two years, endeavors to enhance the effectiveness of the current plants, appear
to be the main answer for India’s approaching dark out.

5.2 Need for Privatization

For the certainty trap to succeed, the private power organizations and their partners
have needed to encourage open trust in them and all the more essentially, enroll
confided in social establishments to shore up confidence in these wobbly guarantees
and enable individuals to set aside their basic resources [5]. They have possessed
the capacity to select network pioneers, instructive organizations, the media, some
natural gatherings, and specialists and experts, to help put forth the defense for private
control of power.

Is it important to privatize, or should comparative conditions (for example, moti-
vators and political freedom) be reproduced under government possession with the
goal that proficiency might figure it out.

Setting up the earth for privatization comprises three foundations:

1. An entrenched and unambiguous institutional structure, including the adminis-
trative specialists and clear standards and strategy rules for the division is basic.
A portion of the perspectives incorporates the following.

• Independence of the administrative specialists a straightforwardness in their
procedures.

• Independence of the transmission administrator from the Market members.
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Table 3 The following table shows the impact of privatization

Impact of privatization Possible sources of increase in
cost burden for poor

Mitigating factors and welfare
gains

Improved collection Revenue collection will become
stricter leading to lesser informal
connections

Better financial health of the
utility will help reduce tariff,
improve enable better quality of
service and targeting of subsidies

Tariff-level adjustment Average tariff levels tend to
increase due to reduction in
subsidies

Efficiency improvement,
reduction in T& D losses,
increase in competition, and
price caps tend to decrease
average tariff. Further, the
government can continue to
provide subsidy to the “really”
needy consumer classes through
an improved targeting scheme

Access cost Cost of obtaining a connection to
the service is likely to increase

The government, if necessary,
can produce the actual subsidy;
in any case having access at a
cost is better than having no
access

• Determining an ideal duty—setting component for every one of the players,
in this manner the framework guarantees the decrease in cost.

2. It has been seen that if privatization is to be exceptionally successful, it is fun-
damental to make an aggressive domain with suitable market rules.

Some of the safeguards include
Restrictions on the level on vertical joining, cross-proprietorship crosswise over age,
transmission, dispersion, and retail-supply fragment.

• Restriction on a piece of the pie. A couple of players overwhelming the market
can prompt a non focused market and extraction of imposing business model rents
from different fragments of the esteem chain.

• Competition in the age showcase.

3. The role that the government plays during the privatization process is critical to
the success of the process (Table 3).

5.3 Financial Viability of the SEBs

• Effective correspondence with all partners in the privatization procedure including
customers and representatives.



Power Sector Reforms, Strategies, and Contribution … 47

• The government additionally needs to proceed with its money-related promise to
the part in the post-privatization situation.

• The government will likewise need to give a capital endowment to those private
administrators whowill put resources into generally ugly territories like provincial
districts and urban ghettos.

• Incentives can likewise be offered to the speculators, for example, incomplete
hazard certifications or halfway credit ensures.

• The development of the modern economy of India relies upon the quick improve-
ment of the seriously slacking power age area. Despite the fact that India has
bounteous regular assets for age of both Hydro and Thermal power, infrastructural
weaknesses may push the power business to the brink of collapse.

• By the end of 1995, India’s aggregate introduced control age limit was 81,164
MW [6]. Of that, hydropower (hydel) represents almost nearly 26%, yet hydel
represents under 13% of the aggregate power produced in the initial three long
periods of the present eighth arrangement.

• India has colossal stores of coal, a segment which has been halfway privatized, yet
the administration has not done what is needed to pull in speculators to build up the
mining business. Additionally, the idea of creating hostage mines has not yielded
much advantage for the power organizations because of the issues identified with
economies of scale [7].

• Another related region where this contention is expanded is the vehicle segment.
Once the fundamental transport and asset use (mining, oil refining), foundation
begins growing apace with the requirements of the power age industry, the warm
power units will begin to be practically effective, and the necessities of Indian
industry will be better met.

• Among the undertakings on the iron block is an arrangement to privatize the fuel
supply framework. Inmost proposed control ventures, fuel spillage and fuel hazard
duty have been among the principal hindrances. The state as the fuel provider
is unwilling to sign any certifications and the private power organizations are
unwilling to chance coming up short on fuel.

• Between 1980 and 1993, the GDP expanded by one percent, while the flexibility of
power age andutilization expandedby1.65 and1.61%, individually. Theversatility
has declined frommore than 3% in the primary and second 5-year wants to almost
1.5% in the Seventh Plan.

6 Ensuring Long-Term Commitment of the Private
Operators

One of the issues which faces government privatizing fundamental administration
utilities like power and telecom is guaranteeing the long haul responsibility of the
new administrators. One of the approaches to guarantee duty is through punitive
authoritative activity.
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Anothermethod for guaranteeing long haul duty is by permitting just those players
to take an interest in the privatization procedure, which has the imperative specialized
and business ability and a solid money-related position.

Another technique for guaranteeing responsibility is by setting up ideal conditions
for the administrator in the underlying time frame.Thesemay incorporate constrained
rivalry provisions ormulti-year tax administering guaranteeing a great profit for value
for the administrator.

The investor understanding normally contains punishment provisions about the
level of persistence, reasonability, and consideration required with respect to the
new administrator as great business rehearse. It might likewise incorporate a “secure”
period for the venture of the private administrator beforewhich the financial specialist
would have no alternative, however, to stay focused on the part, since he does not
have the privilege to arrange off his holding without the assent of the legislature.

6.1 Enron-Led Dabhol Power Project

The primary errand indicating at any progress is the 2.5 billion dollar Enron-driven
Dabhol control wander. In August 1995, things looked dismal for Enron when the
wanderwas droppedwhen a preservationist government came to control in the area of
Maharashtra. Later the course of action was renegotiated with insignificant changes.

The State Electricity Boards (SEBs), with the help of private accessories, need to
redesign the present power plants by upgrading development.

6.2 Losses

• For The state-run power sheets, losing an expected 20 billion dollars (Rs.7,000
crore) every year.

• In 1994, the World Bank cut $750 million in credits to the power segment in light
of the fact that the states declined to quit giving without end power, for the most
part to politically ground-breaking agriculturists.

• An absence of proficient observing implies that an enormous measure of power
is stolen in about all states; principally Delhi, Mumbai, Calcutta, Bihar, U.P., and
Gujarat.

• The report recommends an infusion of 10 billion dollars throughout the following
5 years into the power division, without which India will confront 8–10 h control
cuts, every day [8] (Table 4).
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Table 4 Some of the problems faced by different countries [10]

Parameters Argentina Brazil Chile Peru India

Poor financial situation ✓ ✓ ✓ ✓ ✓

High T&D losses ✓ ✓ ✓ ✓ ✓

Large investment requirement ✓ ✓ ✓ ✓ ✓

Complex structure ✓ ✓ x x ✓

Highly subsidized tariff ✓ ✓ ✓ ✓ ✓

Large unmetered supply ✓ ✓ ✓ x ✓

Low electricity coverage x x ✓ ✓ ✓

Low employee productivity ✓ ✓ ✓ ✓ ✓

Poor quality of power ✓ x ✓ ✓ ✓

7 Conclusion

Power area is seeing a basic stage. State Electricity Boards (SEBs) are in charge
of giving power to the general population. The vast majority of the SEB share is
desperate. They are not in any case ready towin a base Rate of Return (RoR) of 3%on
their net settled resources in the benefit in the wake of accommodating deterioration
and intrigue accuses in agreement of Section 59 of the Electricity (Supply) Act, 1948.
The power area in the nation has aggregated a gigantic shortage, duty toCentral Power
Generating Companies in light of the disintegrating monetary execution.

Financial changes, presented in 1991, are gradually changing India from a mon-
etary slowpoke into an essential developing business sector. Be that as it may, gov-
ernmental issues, a tangled organization and defilement have dismissed numerous
potential speculators. Privatization can prompt India to be a noteworthy power cre-
ating nation, yet it ought to be kept free from political impacts and impacts which
will not just ked to vain outcomes, yet will be more awkward to break down.
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Performance Evaluation of IEEE 802.11p
Physical Layer for Efficient Vehicular
Communication

Devesh Shukla, Vinay Kumar and Arun Prakash

Abstract Intelligent transportation systems have gained huge interest worldwide for
providing safer, secure, and efficient communication systems for emergency, time
management, and fuel-saving applications. Vehicular Ad-hoc Network technology
provides a set of services and applications for the above requirements much effec-
tively than other technologies. IEEE 802.11p standard is developed for handling the
requirements and issues of vehicular communication that includes communication
between Vehicle-to-Vehicle and Vehicle-to-Infrastructure. IEEE 802.11p employs
orthogonal frequency division multiplexing technology for vehicular communica-
tion. This work evaluates the performance of 802.11p physical layer under extreme
channel conditions. The quality of transmission is measured for different standard
modulation techniques in terms of bit error rate with respect to varying signal-to-
noise ratio.

Keywords Vehicular Ad-hoc Network · DSRC · WAVE · IEEE 802.11p ·
Intelligent transportation systems

1 Introduction

With the recent advancements and increased transport on roads, there is a huge
demand for a safer and secure transportation system. Vehicular Ad-hoc Network
(VANET) provides both Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I) communication systems and makes vehicular communications more intelli-
gent. Hazardous obstacles and traffic congestions around can be avoided with the
use of VANET technology. VANET application includes traffic management, driv-
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ing assistance, navigation, electronic payments, and commercial applications. These
applications depend on the transfer of data between vehicles and other roadside units
where data rate can vary from 3 to 27 Mbps for maximum velocity of vehicle up to
260 kmph and works within a range of approximately 300 m [1].

IEEE 802.11p standard known as Wireless Access in Vehicular Environments
(WAVE) is a modification to IEEE 802.11a protocol that is specially developed to
support Intelligent Transportation Systems. It provides PHY and MAC amendments
to IEEE 802.11a as per VANET requirements. A comparison between IEEE 802.11a
and 802.11p standard with the modification made in the existing IEEE 802.11a in
order to handle the VANET requirement and channel variation accurately is shown
in Table 1 [2, 3]. It mainly involves twofold of all the timing OFDM parameters to
overcome the channel fading caused by wireless fading channel.

IEEE 802.11p employs a mechanism to operate in the Dedicated Short Range
Communication (DSRC) band to provideV2V andV2I communication. DSRCoper-
ates in the 5.9GHz frequency band having a bandwidth of 75MHz (5.85–5.925GHz)
and communication range typically between 100–300m. DSRC spectrum is struc-
tured into seven10MHzwide channels (172–184) and aguard bandof 5MHzchannel
172 and 184 is dedicated as safety channels while 178 is control channel used for
link establishment and control of transmission broadcast. The other channels are
used as service channels for bidirectional communication between the vehicles. Two
10MHz channels can sometimes be combined together to be used as a single 20MHz
channel. DSRC uses Orthogonal Frequency Division Multiplexing (OFDM) modu-
lation scheme for data transmission that uses the spectrum more effectively. OFDM
employs multicarrier for data transmission that subsequently divides the available
frequency bands into multiple sub-bands also called subcarriers with a fix frequency
separation f. The high data rate streams are divided into k number of parallel sub-
carriers which are modulated by low data rate streams. The subcarriers are spaced
orthogonally to one another to prevent the interference from adjacent sub-bands.
Thus, OFDM proves to be a reliable method for efficient transmission of data over a
radio channel.

Table 1 Comparison of IEEE 802.11a and 802.11p PHY layer parameters

Parameters IEEE 802.11a IEEE 802.11p

Bit rate (Mbps) 6, 9, 12, 18, 24, 36, 48, 54 3, 4.5, 6, 9, 12, 18, 24, 27

Modulation mode BPSK, QPSK, 16-QAM,
64-QAM

BPSK, QPSK, 16-QAM,
64-QAM

Code rate 1/2, 2/3, 3/4 1/2, 2/3, 3/4

No. of subcarriers 52 52

Symbol duration (µs) 4 8

Guard time (µs) 0.8 1.6

FFT period (µs) 3.2 6.4

Preamble duration (µs) 16 32

Subcarrier spacing (MHz) 0.3125 0.15625
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Themain contribution of this work is the performance evaluation of IEEE 802.11p
physical layermodel based onOFDMtechnology for the transmission. The parameter
used for analyzing the performance of the system is bit error rate (BER) for differ-
ent standard modulation schemes (BPSK, QPSK, 16-QAM, 64-QAM) for varying
Signal-to-Noise Ratio (SNR). The simulation analysis is carried out for severe chan-
nel conditions.

The rest of the paper is organized as follows. Section 2 covers the literature survey
of amendments of IEEE 802.11p PHY proposed by researchers. Section 3 illustrates
the detailed transmission process of the IEEE 802.11p standard. It covers the steps
involved in the formation of the complete OFDM symbol. Section 4 deals with the
results and discussions of this work which includes performance analysis of the PHY
layer on the basis of BER. Section 5 concludes the paper with an outline of future
work.

2 Related Works

VANET eases the transportation system by providing a huge set of applications
specially designed to reduce accidents and traffic by providing coordination among
vehicles and roadside scenario. Study of VANET and its physical layer is an impor-
tant step before its implementation in real-time scenario. An overview of DSRC
technology and IEEE 802.11p physical layer is given in [1, 4]. The PHY specifi-
cations, components, performance, and challenges are discussed and analyzed in
the same. PHY defined in IEEE 802.11p consists of two sublayers namely Physical
Medium Dependent (PMD) sublayer which acts as an interface to the physical trans-
mission medium; and Physical Layer Convergence Protocol (PLCP) sublayer which
communicates with the MAC layer.

The technologies used in the WAVE standard, its applications and limitations
have been discussed in [5]. In [6], OFDM transmission performance in vehicular
communication is implemented for different scenarios using different modulation
schemes. The BER versus SNR of all modulation schemes with different coding
rates has been evaluated for performance analysis of the communication. There are
several parameters that affect the transmission reliability such as channel type, coding
rate, speed, SNR variance, and their dependence on system performance has been
provided.

The design parameters of OFDM technology impact the performance of the IEEE
802.11p physical layer. The selection of OFDM design parameters proves to be an
important area for the desired result. The detailed analysis of OFDM system with
various designparameters like constellationmapping schemes, symbol rate, andother
factors like mobility, RSU antenna height have been studied in [7, 8]. All factors and
OFDM design parameters should be considered while designing VANET physical
layer. The minimum necessary amendments that should be made in the parent IEEE
802.11a PHY and MAC layer are discussed in [9]. These amendments are necessary
at PHY level to support the communication among moving vehicles and overcome
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the effects caused by the vehicular scenario. IEEE 802.11p uses 10 MHz of channel
bandwidth instead of 20 MHz that is used in the earlier IEEE 802.11a standard. The
main reason behind this modification is to make the system more compatible with
RMS delay spread.

The channel modeling for the VANET scenario is suggested in [10]. Transmission
Channel in case of VANET is radio channel which plays an important role and affects
the successful communication in the vehicular environment. In a vehicular communi-
cation network in addition to Line-of-Sight (LOS) and multipath propagation‚ signal
is affected by doppler shift introduced by moving vehicles. Therefore, propagation
channel is modeled as a combination of AWGN, block fading or frequency selective
channel, and time-variant channel.

Channel estimation is an important aspect in IEEE 802.11p due to extremely
time-variant characteristics of wireless channels and thus proper estimation scheme
enhances the system performance and accuracy. The basic technique used commonly
for the channel estimation is Least Square (LS) estimation with very low complexity
level. Since vehicular environment channel is time-variant and LS estimation has
limitations, systemperformance gets affected. In [11], a survey on the current channel
estimation techniques such as for the IEEE 802.11p standard has been presented.

VANET physical layer employs OFDM technology for data processing and com-
munication. OFDM deals efficiently according to the requirement of the VANET
environment. BER analysis compares the system performance which depends upon
several factors that include mainly coding rate, modulation schemes, channel varia-
tions, and velocity of the vehicle. Channel estimation and equalization increase the
efficiency and accuracy of the receiver by reducing the error probabilities caused due
to channel variations or multipath fading and time-variant channel.

3 IEEE 802.11p Transmission Process

The detailed steps involved in the transmitter and receiver of the VANET physical
layer is explained in Fig. 1 [4]. First of all, the data received from the upper layer is
scrambled in order to avoid errors that arise due to long bit sequence. It simplifies the
task of a timing recovery circuit and makes the system more immune toward PAPR

DATA  SOURCE DATA
Scrambler

Constellation
Mapper

Pilots InsertionIFFTGuards InsertionAdding Preamble

Remove CP FFT Estimation Frequency Domain 
Equalizer

Constellation
De-Mapper

DATA

DATA
Encoder

DATA
Interleaver

De-Scrambler Decoder Deinterleaver

Radio Channel

Transmitter

Reciever

+ Noise

Fig. 1 An IEEE 802.11p transceiver
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requirement. Scrambler generates a 127-bit sequence using a generator polynomial
S(x) for initial state 1011101 [5].

S(x) = x7 + x4 + 1

Scrambled data is encoded which introduces some redundancy in the incoming
stream through the use of linear shift registers. It is used for error detection and
correction and also to make the data more compatible against channel interference.
Convolutional encoding with coding rate 1/2 is used which can be varied to other
rates 2/3 and 3/4 with the help of puncturing. Further data is interleaved to make it
more secure against correlated noise like burst errors and fading. Interleaver basically
is a two-step permutation process which ensures the correct mapping of data. IEEE
802.11p PHY specifically describes four mapping schemes BPSK, QPSK, 16-QAM,
and 64-QAM. Interleaved data is thenmodulated using differentmodulation schemes
which can result in data rate ranging from 3 Mbps (with BPSK and 1/2 code rate)
to 27 Mbps (with 64-QAM and 3/4 code rate) with the help of various modulation
schemes and code rates. The data rate for various modulation schemes for different
code rates is based on Table 2 [12]. Coded serial bits are converted into complex
values according to Gray-coded constellation mapping. In IEEE 802.11p, there are a
total of 64 subcarriers available for transmission. Pilot signals use 4 subcarriers out
of a total of 64 for carrying the fixed pattern of signal to make coherent detection
robust and to ensure accurate frequency and time synchronization.

Modulation and demodulation in OFDM are implemented using IFFT and FFT,
respectively. Complex data stream is transformed into an analog signal waveform in
time domain. The IFFT output is the summation of all 64 sinusoids that results in a
single OFDM symbol s[n].

s[n] = 1

K

k−1∑

k=0

S[k]e j2π kn
K

After successful transformation in time domain, eachOFDMsymbol is addedwith
cyclic prefix. Cyclic prefix is prepending the copy of the last samples of the symbol to
the beginning of the same symbol. This is done to avoid the InterChannel Interference
and Inter Symbol Interference problems caused bymultipath propagation and fading.
Final OFDM symbol consists of 10 Short training preambles of 1.6 µs each used for

Table 2 IEEE 802.11p modulation schemes and data rate

Modulation type BPSK QPSK 16-QAM 64-QAM

Coding rate 1/2 3/4 1/2 3/4 1/2 3/4 2/3 3/4

Coded bit rate in Mbps 6 12 24 36

Data rate in Mbps 3 4.5 6 9 12 18 24 27

Data bits per OFDM symbol 24 36 48 72 96 144 192 216
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  t1 t2 t3  t4  t5  t6  t7  t8  t9   t10 

Short training sequence 
10*1.6= 16 μs

Header GI Data1 GI Data 2GI 2 T1 T2

Long training sequence 
2*1.6 + 2*6.4= 16 μs

GI

Signal field
8 μs

Data Symbols 

Preamble,  32 μs 1.6+6.4=8 μs 1.6+6.4=8 μs 1.6+6.4=8 μs

Fig. 2 IEEE 802.11p PPDU frame structure

signal detection, diversity selection and 2 long training symbols of 3.2µs each which
are used for the synchronization and channel estimation in receiver, signal fieldwhich
carries information about coding rate, modulation type, etc., and various numbers of
data symbols. The Protocol Packet Data Unit (PPDU), i.e., the final frame structure
is composed of preambles, signal field, and the payload containing the significant
data is shown in Fig. 2 [11].

Finally, the OFDM signal is transmitted over a wireless channel that is generally
a frequency selective channel with additive noise. OFDM technology converts the
frequency selective channel into parallel flat fading channel by using the concept of
cyclic prefix. The channel is simply AWGN but due to the presence of both direct
and reflected links between the sender and receiver, the channel is also considered as
Rayleigh and Rician fading radio channel. The receiver performs the exact reverse
process of transmitter for data extraction with additional step of estimation and
equalization. Channel estimation is done with the help of the long training sequence
preambles by Least Square EstimationMethod and also the frequency domain equal-
izer is added for equalization.

4 Results and Discussion

In order to investigate the performance of IEEE 802.11p physical layer, simulation
is done using MATLAB–Simulink software [13]. The study of PHY layer shows
that the quality of transmission depends on multiple factors including modulation
schemes, velocity of vehicles, propagation channel, frame size, coding rate, proper
channel estimation, etc. The serial data stream is converted to parallel ones using
the OFDM technique. It modulates these parallel complex data onto orthogonal
subcarriers using IFFT. As mentioned earlier also, IEEE 802.11p employs OFDM
with 64 subcarriers (indexed from −32 to 31) for signal transmission. Out of the
total subcarriers, available 48 are used for data information, 4 for pilot signals and
rest 12 as zero subcarriers as shown in Fig. 3. Pilot signals are positioned onto the
subcarriers −21, −7, 7, and 21 with pilot sequence {1, 1, 1, −1}. It modulates these
parallel complex data using IFFT which converts it to time domain from frequency
domain that is appropriate for the transmission of the processed data over thewireless
channel. Finally, guard interval is inserted as cyclic prefix whose duration is equal
to GI = IFFT/4 (typically 1.6 µs).
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Fig. 3 Carrier allocation for OFDM signal

The encoded and modulated data is added with the signal field and preambles to
form the complete PPDU frame as the complete OFDM symbol as shown in Fig. 2.
The PLCP preamble is a combination of 10 Short training sequences and 2 long
training sequences. A short training symbol has a duration of 1.6 µs and is given by
the sequence:

S = √
(13/6){0, 0, 0, 0, 0, 0, 0, 0, +1 + j, 0, 0, 0, −1 − j, 0, 0, 0,

+ 1 + j, 0, 0, 0,−1 − j, 0, 0, 0, −1 − j, 0, 0, 0,

+ 1 + j, 0, 0, 0, 0, 0, 0, 0, −1 − j, 0, 0, 0, −1 − j, 0, 0, 0,

+ 1 + j, 0, 0, 0, +1 + j, 0, 0, 0, +1 + j, 0, 0, 0,

+ 1 + j, 0, 0, 0, 0, 0, 0, 0}

The long training symbols used for channel estimation have the duration of 6.4µs
and are given by sequence:

L = {0, 0, 0, 0, 0, 0, +1, +1, −1, −1, +1, +1, −1, +1, −1, +1,

+ 1, +1, +1, +1, +1,−1, −1, +1, +1, −1, +1, −1, +1, +1,

+ 1, +1, 0, +1, −1, −1, +1, +1,−1, +1, −1, +1, −1, −1, −1,

− 1, −1, +1, +1, −1, −1, +1, −1,+1, −1, +1,

+ 1, +1, +1, 0, 0, 0, 0, 0}

This work mainly focuses on the determination of BER with respect to vary-
ing SNR for performance analysis using the available mapping schemes under
extreme channel conditions. A comparison is made between each modulation tech-
nique depending upon the simulated results. Several propagation channel models are
considered to examine and implement the VANET physical layer. The propagation
distance in simulation is taken as 300 m and speed of the mobile station as 90 km/hr
and urban environment is chosen as the scenario. Simulation is carried out using
different modulation schemes and varying SNR. BER is evaluated for all available
combinations of modulation schemes (BPSK, QPSK, 16-QAM, 64-QAM) and fixed
coding rate for an AWGN channel and a Rayleigh fading channel. The BER versus
SNR curve is plotted from the results obtained from the simulation.

The spectrum of 10 MHz channel for the transmitted OFDM signal in the fre-
quency range of 5.9 GHz band is shown in Fig. 4. Figure 5 shows the BER versus
SNR curve of various modulation schemes over an AWGN channel. Since the radio
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channel in vehicular communication is a composition of both Line-of-Sight (LOS)
and Non Line-of-Sight (N-LOS) path; the LOS path is modeled as Rician fading
channel and N-LOS path as Rayleigh fading channel [14]. In Fig. 6, the BER ver-
sus SNR curve over a fading channel with AWGN noise where the Doppler spread
and RMS delay spread play an important role in the behavior of the system. The
parameter Doppler spread is chosen as 200 Hz and RMS delay spread as 100 ns in
the simulation. The RMS delay spread is less than the cyclic prefix to overcome the
distortion and interference. The simulation result shows that the best performance
is obtained for BPSK and QPSK schemes in comparison to 16-QAM and 64-QAM.
This is because in 16-QAM and 64-QAM symbols are densely spaced to each other
in comparison to BPSK and QPSK. There is a trade-off between the larger spectral
efficiency of 16-QAM and 64-QAM and BER. Also with the increase in the Doppler
shift, the performance of the system reduces. In cases where BER is bigger than
10−2, received signal suffers from frequency selective fading and several measures
such as error-correcting coding and estimation techniques can be used to enhance
the system performance.

5 Conclusions

VANET is emerging as an important research area that proves to be better than the
technology currently in use in terms of contribution toward safer and secure trans-
portation systems. PHY is a key aspect for achieving the applications of VANET.
This paper presents the overview and specifications of PHY of IEEE 802.11p stan-

Fig. 4 Spectrum of the transmitted OFDM signal
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Fig. 5 BER versus SNR
over AWGN channel
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dard. Moreover, the simulation of the PHY model has been done. The results show
that better performance is achieved with modulation schemes which use low coding
rate and where the symbols are less densely spaced. BPSK with code rate 1/2 modu-
lation proves to be the most robust scheme for the transmission process. Also, BER
analysis can be done for more available channels based on real-time environments
and different code rates which can be obtained with the help of puncturing. Chan-
nel estimation and equalization is an important issue in the designing of receiver
for handling channel variations. Therefore, further sophisticated channel estimation
schemes can be developed for more accurate and precise results.
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A Robust Energy-Efficient Cluster-Based
Routing Protocol for Mobile Wireless
Sensor Network

Yogesh Tripathi, Vinay Kumar and Arun Prakash

Abstract The mobile wireless sensor network is a promising technology having a
wide number of applications. The sensor nodes are mobile and able to communi-
cate with each other in an ad hoc manner. Due to mobility, it outperforms the static
wireless sensor network as MWSN increases the throughput, network lifetime, and
reduces energy consumption. Mobile sensor network has better ability to monitor
the target area than static sensor network. However, the routing protocol in mobile
environment is complex in resource constraints MWSN. So, it is required to develop
an energy-efficient routing protocol to improve network performance. In this paper,
a robust energy-efficient cluster-based routing protocol is proposed. The energy-rich
node is selected as cluster head with minimum velocity for maximum connectiv-
ity among the cluster members. Selection of reliable forwarder improves network
performance. Extensive simulation study is carried out to evaluate the performance
of the proposed routing protocol with respect to delay, throughput, PDR, and total
energy consumption.

Keywords Mobile Wireless Sensor Network · Clustering · Energy efficiency ·
Reliability

1 Introduction

AMobile Wireless Sensor Network (MWSN) is used in the modern world for mon-
itoring physical or biological phenomena. It has the ability to move within where it
is deployed [1]. The sensor nodes are small in size which consist of three basic com-
ponents: sensing subsystem, processing subsystem for data processing, and storage
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and wireless communication subsystem for data transmission [2, 3]. The existing
literature suggests that wireless sensor network with mobility is advantageous [4–7].
Nodes are able to move in the network with the help of mobilizer [8] or self propel
via springs [9] or mounted on vehicles, animals, and robots [10]. The majority of
researchers of sensor networks show their interest toward static networks but the
current research is trending toward mobile sensor networks due to the following
advantages [11]

• Required numbers of sensor nodes are less due to the sparse architecture of the
network.

• Improved sensing of the target area.
• Due to mobility, network partition is avoided so that it improves the data fidelity
as well as network lifetime.

• Communication distance decreases due to mobility which reduces energy con-
sumption during data transmission.

Although the mobility has several advantages in sensor networks routing, it has
some limitations. There exist many applications which require mobile sensor node.
The major application of MWSN are ecology monitoring of migrating birds, col-
lecting the information from mobile workers or vehicles which are equipped with
the sensors about agriculture production, e-voting, traffic system, atmospheric condi-
tions as well as health condition of workers inside coal mines and firefighters moving
in burning building [1, 12, 13]. One of the crucial applications of mobile sensor net-
works is military application. In military application, it is used for supporting and
assisting the soldiers in battlefield assessment and for searching survivors in disaster
areas [11].

In this paper, a robust energy-aware cluster-based routing protocol is designed for
frequently changing mobile sensor network topology. It uses energy, velocity of the
node, and energy ratio for selection of cluster head (CH). Cluster head receives data
from cluster members and forwards to the destination with the help of multi-hop
mechanism.

The rest of the paper is organized as follows: Sect. 2 provides details of the current
routing algorithm of MWSNs. Section 3 describes the proposed routing protocol
which includes the details of cluster head selection and data forwarding mechanism.
This is followed by the performance evaluation of the proposed routing protocol in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Work

In the literature, several energy-efficient routing protocols have been proposed for
WSNs [4–6].

In E2R2 [14], energy-efficient and reliable routing protocol is proposed. The main
contribution of this paper is to route the data packet efficiently in spite of node
mobility. CHand deputyCHare responsible for the reduction of energy consumption.
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In [15], energy efficiency along with connectivity among the nodes is the major
designing objective. The proposed routing protocol does not depend on mobility
while forwarding the data.

There are some hierarchical routing protocols that exist in the literature for
MWSNs. LEACH-M [16], based on LEACH and nodes randomly moving between
clusters improve the network connectivity. LEACH-ME [17] is an improvement of
LEACH-M, wherein the cluster head is selected based on the mobility of the nodes.
The network becomesmore stable if low-velocity node is selected as the cluster head.

In [18], authors have proposed a robust ad hoc sensor network routing (RASeR)
protocol. In this routing protocol, hop count is selected as gradient metric for the data
transmission alongwith global time divisionmultiple access scheme (GTDMA). The
main feature of GTDMA is that it eliminates the collision due to slots assigned to
each node, and at a time only one node can transmit data.

Thus, none of the existing routing protocols have addressed the following issues
at the same time:

(1) Selection of CH based on node mobility and energy;
(2) Selection of forwarding nodes based onmobility, residual energy, and reliability

of the medium;
(3) Minimizing energy consumption with the help of reduction in message over-

head.

In this paper, cluster-based routing protocol for mobileWSN having the sink node
is stationary. The minimum velocity node is selected as CH and forwarder node to
improve the network performance.

3 Proposed Protocol

In this section, clustering and routing algorithm are discussed along with network
model. The proposed algorithmminimizes energy consumption and thereby improv-
ing the network lifetime of MWSN. The different parameters like residual energy,
velocity, and reliability are taken into consideration for designing of clustering and
routing algorithms.

3.1 Network Model

In this paper, sensor nodes are mobile and each node has different velocities. One of
the sensor nodes is selected as CH. CH is responsible for further data transmission.
The network model of this proposed protocol is given in Fig. 1.
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Fig. 1 Network topology

Sensor nodesSink node    CH

3.2 Cluster Head Selection and Cluster Formation

CH should be such that it can handle the data of its cluster member for efficient data
transmission. So, CH is selected based on the velocity, residual energy, and ratio of
remaining energy and initial energy. CH is selected from Eq. (1)

TCH = 1− Eres × k

vi
(1)

where TCH is the timer for sensor nodes and the node which has minimum timer
value will work as CH, Eres is residual energy of nodes, vi is velocity of node i,
and k is ratio of remaining energy and initial energy. In Eq. (1), minimum velocity
of node and higher value of residual energy and energy ratio are responsible for the
calculation of minimum value of timer. The minimum velocity node is selected to
become CH due to connectivity among the nodes with CH. So, strong connectivity of
nodes with CH improves the packet loss. To become a CH, each node calculates their
timer according to Eq. (1). The node which has minimum timer value will broadcast
an advertisement packet to inform the other nodes to act as CH. Once the nodes
receive an advertisement packet, they stop their timer and become cluster members.
After selection of CH, each node transmits a request message to CH to join the cluster
and CH approves the request and responds to each node to work as cluster member.
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3.3 Proposed Routing Algorithm

In the proposed algorithm, the sink node broadcast a periodical message which will
help in the selection of the next hop forwarder. The next hop forwarder may be CH
or any sensor node. If the next forwarder is CH, then data is directly transmitted
to CH otherwise the corresponding CH transmits an RREQ message, and the node
which responds is selected as the next hop forwarder. If the forwarder node is sensor
node for the CH, its RSSI value should be greater than CH. This shows that the
selected forwarder is nearer to sink in comparison with CH. It will reduce energy
consumption that will prolong the network lifetime. The algorithm of the proposed
routing protocol is given below.

Algorithm 1: Proposed Routing Algorithm

1. CH broadcast RREQ message with its ID and RSSI value

2. If next CH is in range with RSSI greater than received RSSI in RREQ message

3. Selected CH broadcast reply message for data transmission

4. Data transmission takes place

5. else next hop forwarder is selected from equation (2) with RSSI greater than received RSSI in 
RREQ message

6. Data is transmitted on selected next hop forwarder

7. end

In this protocol, once the CH is selected as the next hop forwarder, it will broadcast
to other nodes to stop their timer for being the next hop forwarder. The selection of
sensor nodes as the next hop forwarder is determined by Eq. (2) which is given below

ti = 1

Eres × vi × η
(2)

where ti is the timer for sensor nodes to become the next hop forwarder, Eres is
residual energy of nodes, vi is velocity of node i, and η is reliability of medium
which varies between 0 and 1. From the above equation, the node which has the
smallest timer value will be selected as the next hop forwarder and data transmission
takes place.

4 Performance Evaluation

Simulation of the proposed routing protocol is carried on network simulator (ns-
2.35) [19] and ethe performance is evaluated. In performance evaluation, different
routingmetrics like energy consumption, network lifetime, throughput, etc., are taken
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into consideration for comparison with the existing routing protocol. The proposed
routing protocol has improved results over the existing routing algorithm. It is due
to clustering which selects energy-rich node as CH. The parameters used in the
simulation are given in Table 1.

The results of the proposed algorithm are compared with energy-efficient and
reliable routing (E2R2) for mobile WSN. It shows the improvement over the existing
routing protocol. Figure 2 shows the variation of delay with the number of nodes.
Delay shows the time taken by a packet to reach the destination from the source. In
the proposed routing protocol, initially cluster formation and selection of CH takes
time. Once CH is selected, data is transmitted from source node to destination node.
As the number of nodes increases, due to increment in packet generation, delay also
increases due to congestion. The RSSI value of the node and selection of reliable
forwarder improves the delay as it decreases the retransmission.

Throughput is the measure of the number of bits processed over the given band-
width.As the number of nodes increases, throughput decreases due tomore number of
packets attempting for transmission over the fixed bandwidth. Theminimumvelocity
node as CH and reliable node as the next hop forwarder helps in the reduction in
packet drop. The connectivity of CH among cluster members is high which improves

Table 1 Simulation
parameters

Parameter Value

Number of nodes (n) 20–100

Simulation time (s) 200

Simulation area (m2) 5000 × 5000

Mac protocol 802.15.4

Traffic types CBR

Packet transmission rate Random

Velocity (m/s) (0–4)

Fig. 2 Delay versus number
of nodes
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Fig. 3 Throughput versus
number of nodes

the packet reception rate as shown in Fig. 3. So, the proposed routing protocol shows
the improvement over the existing routing protocol.

Packet delivery ratio (PDR) represents how many packets are received in com-
parison of the generated packet. In Fig. 4, as the number of nodes increases, PDR
decreases due to congestion. In the proposed routing protocol, connectivity between
sensor nodes and CH is high due to minimum velocity of CH. Due to strong con-
nectivity among the nodes, it reduces the packet drop which improves the PDR. In
Fig. 5, energy consumption of the network is increased due tomore number of packet
transmissions. In the proposed routing algorithm, selection of energy-efficient CH
and reliable next hop forwarder improves the packet delivery ratio which reduces the
packet retransmission attempt. So, it reduces the energy consumption.

Fig. 4 PDR versus number
of nodes
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Fig. 5 Total energy
consumption versus number
of nodes

5 Conclusion and Future Work

This paper represents robust energy-efficient cluster-based routing protocol for
mobile wireless sensor networks. The CH is selected based on timer expiration,
which is the function of velocity, residual energy, and energy ratio. The forwarder
node is selected based on reliability, velocity, and residual energy. The minimum
velocity nodes help in the reduction in packet drop which reduces the retransmission
attempt. So, the average energy consumption reduces which improves the network
lifetime. The extensive simulation studies are carried on ns-2.35 for the performance
evaluation. It is envisaged that this work can be extended to routing algorithm for
mobile sink.
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A Resource Allocation Protocol to Meet
QoS for Mobile Ad-hoc Network
(MANET) in Tactical Scenario

Hemant Kumar Pande, Kapil Kumar Srivastava and Lal Chand Mangal

Abstract In this work, we propose a new Resource Allocation Protocol to meet
Quality of Service (QoS) parameters of Transmission Control Protocol/Internet Pro-
tocol (TCP/IP) based on mobile ad-hoc networks (MANET). Dynamic slot assign-
ment method for Frequency Hopping (FH) based Time Division Multiple Access
(TDMA) environment is proposed. Control slots are allocated to each node to take
care of exposed and hidden node problems. The slot allocation protocol is designed
for the performance optimization of TCP/IP data. The proposed protocol is imple-
mentedon a set upusingV/UHF radios and tested for performanceofTCP/IP commu-
nication for various services. Implementation results clearly show the improvement
in the data rate and jitter.

Keywords TDMA ·MANET · QoS · FH · TCP/IP ·MAC

1 Introduction

Networking and mobility are required and essential for anti-insurgency, disaster
management, and battlefield operations. Fixed communications infrastructure does
not help in this type of networking. This networking should be independent of a
fixed infrastructure. A group of mobile nodes without any fixed infrastructure forms
a wireless mobile ad hoc network (MANET). In case of a tactical scenario, MANET
becomes an obvious choice. Frequency hopping (FH) must be an integral part of
MANET because of harsh jamming environment of tactical radios.

In TDMA, one of the most important requirements is the identification of slot
boundaries. Timing synchronization is required for the same. It is not possible to
build a network using time division multiple access techniques without clock syn-
chronization. In the 802.11 WLAN standard [1], a timing synchronization function
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(TSF) is provided to meet synchronization of clocks in a mobile ad-hoc network. The
contention increases with increasing number of mobile hosts. As a result, scalability
problem occurs. To solve this problem, an Adaptive Timing Synchronization Proce-
dure (ATSP) was proposed [2]. Tiered Adaptive Timing Synchronization Procedure
(TATSP) [3] and Adaptive Bidirectional Timing Synchronization Function (ABTSF)
[4] were proposed to solve convergence time and scalability problems. Automatic
self-time-correcting procedure (ASP) [5] was proposed for a multi-hop MANET
synchronization.

Transmission of adjacent nodes should happen without interference in TDMA.
This is done by assigning different time slots to nodes so that collision does not occur
at the receivers.UnifyingSlotAssignment Protocol (USAP) [6] proposed the same.A
Resource Allocation Protocol was proposed in [7] for a tactical scenario in frequency
hopping environment. That protocol usedASP as the timing synchronizationmethod.

In [8], a typical battlefield scenario and the services used are given with the
required parameters.

A typical tactical scenario presents a difficult problemofwaveformmediumaccess
control (MAC) layer design which can support multiple services with very low laten-
cies. The QoS requirements of IP data are not fulfilled in the protocol [7].

In this paper, we have proposed somemodification in [7] to meet the QoS require-
ment of IP data. To improve TCP/IP performance, the delay in packet delivery needs
to be minimized. In this protocol, slot assignment is done to optimize the latency and
jitter of packet transfer. ASP is used for time synchronization as in [7].

The paper is organized as follows. In Sect. 2, an overview of the typical scenario
is given. Section 3 gives the details of the proposed protocol design. Section 4 gives
the channel allocation method. The implementation and results are given in Sect. 5.
Conclusions are given in Sect. 6.

2 Scenario Description

We consider an anti-militant operation in our design. Only the low power portable
radios are considered, i.e., Manpack and Handheld. The Leader distributes the sol-
diers into three units and every unit consists of five soldiers each. So a total of 16
team members along with the leaders are present.

Fig. 1 describes a typical movement of soldiers with single RF channel radios.

3 Waveform Design

The channel accessmethod used in the proposed protocol is TDMA. It is based on the
protocol proposed in [7]. The slot allocation protocol is modified for optimization for
performance in case of TCP/IP data. The design takes care of hidden and exposed
terminal problems. It provides prioritized voice in tactical environment and also
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Fig. 1 Typical scenario

enables fast network entry through assignment of control slots to new nodes without
contention. This Protocol supports QoS-based allocation of bandwidth for IP data
with less delay in packet delivery. The frequency hopping network is designed for
16 nodes with 500 Hops per second.

Each TDMA frame is of 160 ms, which consists of 80 slots. Duration of each slot
is 2 ms. A super frame of 2.56 s is formed by combining 16 TDMA frames. The
TDMA frame and super-frame structures are shown in Fig. 2.

The structure of each TDMA slot is given in Fig. 3.
Each slot starts with a preamble, which consists of guard time (used for PA ramp

up, frequency settling and clock drift), UW (63-bit) for bit synchronization, and

NCS Slots
(1×16)

Data Slots
(1×60)

Sync Slots 
(1×4)

Frame 1 Frame 2 Frame 16

Fig. 2 TDMA frame format

PREAMBLE PAYLOAD GUARD 

Fig. 3 TDMA slot structure
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16 bits for AGC estimation. At the end of packet PA, ramp-down guard time and
propagation guard time are given. Remaining time is left for the transmission of the
payload. The payload field is divided into three equal blocks of size 55 bytes each.
Each block can carry any type of data. Slots are divided into three types which are
the following.

Network Control Slot
These slots are used for control information transmission related to slot allocation.
Sixteen control slots in every frame are preassigned on the basis of their MAC ID
to each node in the network. One block of these slots is used for transmission of the
network control packet. Remaining two blocks can be used for transmission of any
other type of packet.

Traffic Data Slots
These slots are used for transmission of any type of traffic data (including voice).
Each TDMA frame has 60 data slots. The allocation of these slots will be done as
per the method described in the subsequent section. All three blocks can be used for
transmission of traffic data.

Sync Slots
These slots are used for transmission of FH and timing synchronization information.
There are four slots of this type in each TDMA frame. They are allocated in groups
of four to a single node in each TDMA frame. To give each node a chance to transmit
this information, a complete super frame of 16 TDMA frames is required. One block
of this slot is used for FH/Timing synchronization, others two blocks are used for
transmission of network routing information.

As described earlier, each slot payload can be divided into three blocks of equal
size. The packets transmitted in each block can be divided into four categories:
Network Control Packet, Traffic Data Packet, Network Synchronization Packet, and
Network Information Packet.

3.1 Network Control Packet (NCP)

Network control packets are used for the transmission of control information related
to slot allocation. Sixteen control slots in every frame are preassigned on the basis
of their MAC ID to each node in the network. The format of control slot is given in
Fig. 4.

The network control packet description is given below .

MAC ID NTi NRi STi LCi Ack CRC

Fig. 4 Network control packet
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• MAC ID—Own MAC ID (8 bits).
• NTi—Neighbor’s transmitting information.
• NRi—Neighbor’s receiving information.
• STi—Slot request for transmitting.
• LCi—Last Collision.
• Ack—Acknowledgement of correct reception in the previous frame.
• Header CRC—32 bit CRC

3.2 Traffic Data Packet (TDP)

The structure of a traffic data packet is given in Fig. 5.
The field description of traffic data packet slot is given below.

• MAC ID—Own MAC ID (8 bits).
• Port Num—Port Number based on service type (8 bits).
• Next Hop ID—Destination MAC Id for immediate routing (8 bits).
• DST ID—Final Destination MAC Id for which payload has been generated (8
bits).

• TTL—Time to live for a packet (8 bits)
• Service Packet ID—Sequence Number for current service (16 bits).
• Fragment Id—Packet Id used for re-segmentation (8 bits).
• Len—Payload length (8 bits)
• Payload—Data Payload
• CRC—32 bit CRC

3.3 Network Synchronization Packet (NSP)

NSP is being used for transmission of FH/Timing Synchronization. The protocol
used in this packet for timing synchronization is based on ASP. Synchronization
packets will provide timing information for frequency hopping and TDMA slot syn-
chronization for newnodes entering into the network. Each nodewill get its dedicated
slots in a super frame. Therefore, new node can join the network by listening to the
transmitted synchronization slot information through Synchronization Scheme.

MAC 
Id

Port
Num

Next
Hop ID

DST 
ID

TTL
Service 

ID
Fragment 

ID
Len Payload CRC

Fig. 5 Traffic data packet
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Source Id (8 bits) FH SYNC Info CRC (32 bits)

Fig. 6 Sync slot format

SRC Id Network Info 
Node 1

Network Info 
Node 2 - - - - - - - Network Info 

Node 16 CRC

Fig. 7 Network information packet

The packet structure of a synchronization slot is given in the Fig. 6.

3.4 Network Information Packet (NIP)

One network information packet per frame is allotted to a particular node. In a super
frame of 2.56 s, each of the nodes gets a chance to transmit network information
packet. Network information packet provides the complete picture of the network to
each node. Network information packet structure is shown in Fig. 7.

Every network information packet has a 48-bit field corresponding to each node.
Out of 48 bits, 32 bits (2 bits for each link) are for neighbor information, 8 bits for
TTL, and 8 bits for packet ID. There will be a total of 512 (32× 16) bits. 32 bit CRC
will be used for complete packet.

4 Channel Allocation Method

The problem of channel allocation can be divided into two parts:

1. Get the busy slots of other radios.
2. Prepare list of self transmission slots tominimize collision such that QoS require-

ments can be met.

To achieve this, all the available slots are equally distributed into the number of
nodes present. The number of nodes can be extracted from the NIP packet. Each
node gets the number of nodes present in the network and its slot position based
on its MAC ID. Distribution of slots using this information for a 3-node network is
given in Fig. 8.

In case of specific QoS requirement (e.g., video transmission), the user needs to
allocate desired capacity using HMI of the radio. Slot reservation service will calcu-
late and broadcast the desired slot capacity needs to be reserved at each node. This

N1 N2 N3 N1 N2 N3 - - - - - - - - - - - - - - - - - - N1 N2 N3

Fig. 8 Slot distribution for 3-node network
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information is broadcasted periodically to cater to the changing network topology.
On receipt of this information, the nodes will remove the number of reserved slots for
the available slots and distribute remaining slots evenly between them. The example
of this distribution is given in Fig. 9.

5 Implementation and Results

The proposed protocol is implemented on V/UHF radios. The modem used is π/4
DQPSK with 2 MHz bandwidth. The forward error-correcting codes used is turbo
product code (TPC).The system has a frequency hopping rate of 500 hops per sec-
onds. The channel allocation protocol is implemented on ARM 9 32-bit and Analog
Devices Blackfin processors. The implementation of ARM 9 uses RTOS as the oper-
ating system. Blackfin implementation is non-RTOS based. The test setup is shown
in Fig. 10.

The protocol is tested on two radios for data rate and jitter performance. The
tests were carried out to analyze data rate and jitter performance on User Datagram
Protocol (UDP) andTransmissionControl Protocol (TCP) protocols. It wasmeasured
using jPerf (Java based GUI for running iPerf) ver 2.0.2.

The performance results are shown in Figs. 11 and 12.
The implementation results verify that the protocol can meet the QoS requirement

of the user. It is observed from the results that with the new protocol (Fig. 12a),
the bandwidth improves by 50% than the previous protocol (Fig. 12b). Hence the
effective data rate improves with the allocation of the data slots to meet QoS.

N1 N2 N3 N1 N2 N3 - - - - - - - - - - - - - - - - - - N3 N3 N1 N1

Fig. 9 Slot distribution for 3-node network with QoS slots

Radio 1 Radio 2

Fig. 10 Test setup
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Fig. 11 Data rate and jitter for UDP

6 Conclusion

The proposed protocol is designed for a small network of 16 mobile hosts. The
benefit of this method is that each node has some reserve capacity available for
transmission, so limited size packet can be transmitted immediately without waiting
for slot allocation. It reduces the latency in packet communication and improves the
performance of the link.

It is clear from the implementation results that to meet QoS requirement regarding
the data rate, the proposed protocol gives the desired output. In the tactical scenario,
sometimes the bandwidth requirement is on high priority and the proposed protocol
solves this problem.

Acknowledgements The authors are thankful to Director DEAL for granting the permission to
publish the work.
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Fig. 12 a Data rate for TCP with allocation. b Data rate for TCP without allocation
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Comparative Study of Anomaly
Detection in Wireless Sensor Networks
Using Different Kernel Functions

Shashank Gavel, Ajay Singh Raghuvanshi and Sudarshan Tiwari

Abstract Wireless sensor network (WSN) is defined as an autonomous network
composed of low power sensor nodes having limited computational, communica-
tion, and energy resources. Being short at resources they require efficient use of
each resource to prolong network lifetime. Sensor networks are exposed to noise,
compromised nodes, low battery levels, and damaged sensors, all these results in
anomalous readings or anomaly. Presence of anomaly in system deteriorates the per-
formance of WSN in terms of efficiency, accuracy, and reliability. Hence anomaly
detection becomes a major challenge to decide the performance of network. Support
vector machine (SVM) is a light weight, learning-based binary classifier that can
classify the raw data into normal and anomalous. SVM suffers from computational
complexity while handling large datasets, so sequential minimal optimization SVM
(SMO-SVM) is used to reduce the complexity. In this paper, a comparative study
is made on anomaly detection using SMO-SVM classifier utilizing different kernel
functions.
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1 Introduction

Wireless sensor networks (WSNs) is a network made up of small active devices
called sensor nodes which are used for monitoring or event detection purpose. Sen-
sor nodes are autonomous low powered devices with sensors that provide different
types of sensed data such as humidity, temperature, pressure, and vibrations. Nowa-
days WSNs have found intensive use in smart cities, smart grid, battlefields, medical
sensing, etc. [13]. WSNs are resource constraint networks and the nodes are suscep-
tible to noise, compromised nodes due to intrusion, low battery levels, and damaged
sensors giving rise to anomaly in sensed data. These anomalies contribute adversely
on the performance and lifetime of network. Hence detection of anomaly in WSN
becomes major concern for the efficient use of resources [5].

Anomaly detection techniques that are used for WSN data can be categorized
as machine learning, statistical, and signal processing-based approaches. Machine
learning approach for detection and classification of anomalies in WSN is gaining a
lot of interest by research community [2, 14].

Support vector machine is one of the efficient binary classification technique. The
use of SVM for detection and classification has been done in [12]. Although SVM
classifies data efficiently sometimes it possesses high computational complexity for
the larger datasets. An optimized technique for SVM known as sequential mini-
mal optimization SVM (SMO-SVM) is used in place of simple SVM for improved
classification [9].

This paper presents a comparative study of SMO-SVMs classifier by utilizing the
different kernel functions. The efficient use of kernel functions is governed by the
nature of dataset. The dataset of two standard laboratory has been used to analyze
the performance of different kernel functions for SMO-SVMs. The different types
of anomaly that exist practically in WSN are manually inserted in each dataset. The
performance of anomaly detection is compared using standard performance metrics
like accuracy and F1-Measure.
The paper is organized in four sections: Sect. 2 presents literature review and the-
ory of SMO-SVMs, results and discussion are presented in Sect. 3 followed by the
conclusion in Sect. 4.

2 Literature Review and Theory of SMO-SVM

2.1 Literature Review

The concept of SVMs has been empirically applied in various fields such as machine
learning, pattern recognition, and categorization of text. SVM as learning algorithm
work efficiently for low dimension data but sometimes restricts the researcher to train
the high dimensional data. So this becomes a problem while using this technique
for high dimensional dataset problems. A new optimized algorithm for SVM was
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proposed in [9] to overcome the difficulty of simple SVMs and to make the system
perform better. This techniquewas SMO-SVMswhich instead provides better results
for complex quadratic programmingproblems.Themainmotivation behind the use of
SMO-SVMs lies in its lesser computational complexity and hence lightweight. SMO-
SVM can be used using different learning kernel functions, and to select appropriate
kernel function is amajor challenge for the classification of different types of anomaly
present in WSN [1, 7].

The basic idea behind the SVMs is to fit the data into a hyperplane or hypersphere
between different classes. The hyperplane is subspace in which data is fitted accord-
ingly and the dimension is less than its ambient space. This hyperplane creates a
large separation between the different classes of data. The method involves mapping
of data into a higher dimensional space to make separation easier. After the data is
mapped, kernel functions are applied for approximating the dot products between
the mapped vectors into the feature space to find the hyperplane. This helps better in
identifying the class of normal data with the anomalous data.

2.2 Sequential Minimal Optimization SVM

Herewe consider a hypersphere in place of hyperplane, for SVMa set of training data
is considered in a feature space, X = (x1, x2, x3, . . . , xn) where xi ε Rd (1 ≤ i ≤ n)
represents the d-dimensional data and n is the size of the training data. The data from
the feature space is then trained. Considering this the optimization problem to be
solved is given below:

minR2 + C

n∑

i=1

εi (1)

s.t. ||xi − a||2 ≤ R2 + εi, i = 1, 2, . . . , n.

εi ≥ 0, i = 1, 2, . . . , n.

where a andR are the center and radius of the hypersphere, respectively, in the feature
space, εi is the slack variable which allows few training data outside the hypersphere
and the penalty parameter C controls the trade-off between the number of target data
outside and volume of the hypersphere [10, 12]. The mapping function φ(.) is used
to map the data of input class to feature space in terms of φ(xi).

This mapping variable φ(xi) replaces the value of xi. This allows the function to
calculate the inner product of two vectors in feature space. The inner product is given
by
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K(xi, xj) = φ(xi) ∗ φ(xj) (2)

Although simple SVM is computed in the form of linear classifier where x is input
and y is output, the objective function representing the linear classifier becomes

f (x) = wT x + b (3)

where w is a normal vector and b represents the threshold value. Since we are
using binary classification to judge the anomalous and non-anomalous data, the
value prediction will be in the terms of y = 1 if f (x) ≥ 0 and y = 0 if f (x) < 0. By
considering the inner product as given in (2), the function in (3) is given by

f (x) =
n∑

i=1

αiyiK(xi, xj) + b (4)

where αi represents the Lagrangian multiplier. Lagrange multiplier helps in finding
the local maxima and minima of provided function [4, 6].

To optimize the above function Lagrangian multiplier plays an important role.
This Lagrangian multiplier is to be optimized, and the constrained minimization
problem is to be solved. The initial value of lagrangian multiplier which is to be
updated is shown below:

αj = αj − yj(Ei − Ej)

η
(5)

In the above Eq. (5) Ek represents the error on kth value of training example and
η is the second order derivative of objective function. The individual representation
of the variable are shown below:

Ek = f (xk) − yk (6)

η = 2K(xi, xj) − K(xi, xj) − K(xj, xk) (7)

Thus depending upon the value (5) the new value of final Lagrangian multiplier
becomes αi, below value shows the new optimized value of the multiplier:

αi = αi + yiyj(αj−1 − αj) (8)

So the optimization problem is solved by replacing the new value of αi from (8)
to (4).

In this paper we have basically used the kernel functions value as mentioned in
(2) for different kernels which are shown below [3]:
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1. Gaussian Kernel

K(xi, xj) = eγ ||xi−xj ||2

2. Linear Kernel

K(xi, xj) = xTi xj

3. Sigmoid Kernel

K(xi, xj) = (γ (xTi xj + 1))d

4. Polynomial (poly3) Kernel

K(xi, xj) = tan(γ xTi xj + 1)

These four kernel functions are most commonly used as they perform better for
working set selections.

3 Results and Discussion

For the analysis of suitability of kernel function with anomalous data, we have used
SMO-SVM as a classifier to our paper. Data conditioning of data set from Labeled
Dataset collection [11] and IBRL Dataset [8] is done, and the different types of
anomalies are inserted to analyze the compatibility of different kernel function. Fol-
lowing are the datasets taken for analysis:

1. Multihop and Singlehop Datasets [11]:
This dataset is taken from the network containing both multihop and singlehop
scenario for anomaly detection. Both themultihop and singlehop network is setup
and depending upon that the readings from the sensor node are taken.

2. IBRL Datasets [8]:
This dataset was taken from thewell-known Intel Berkeley Lab experiment where
54 sensors were deployed. We have managed to take and conditioned the data
from node8 and node9 as they are close to each other and shows similar behavior.

Following types of noise are inserted to the dataset:

1. Random Noise:
This type of anomaly occurs where the sensor node supplies data and at the same
time transient disturbance happens depending upon the random time distribution.
This anomaly is used in multihop datasets from [11] example is shown in Fig. 1.

2. Regenerative Feedback Noise:
This type of anomaly occurs in the network when the data from the sensor node
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Fig. 1 Normal and anomalous dataset with respect to time series

Fig. 2 Normal and anomalous dataset with respect to time series

Fig. 3 Normal and anomalous dataset with respect to time series

keep on increasing as compared to the normal data. This anomaly is used in
singlehop datasets from [11] example is shown in Fig. 2.

3. Shot Noise(Spikes):
This anomaly occurs when the sensor data shows small spikes between the data.
This anomaly is inserted to Node8 and Node9 of dataset from [8], example is
shown in Fig. 3.

The comparison of the kernel functions are performed on the basis of performance
metrics shown in (9) and (12). In which g is the g-means accuracy andF1 − Measure
shows the balance between the recall and precision value obtained from the dataset.
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g = √
Acc+ ∗ Acc− (9)

where

Acc+ = No. of target samples correctly classified

Total number of target samples
(10)

Acc− = No. of nontarget samples correctly classified

Total number of nontarget samples
(11)

and the F1-Measure is given by

F1 − Measure = 2 ∗ Precison ∗ Recall

Precison + Recall
(12)

The graph is plotted in terms of accuracy and F1-Measure and this result shows
the compatibility of different kernel functions with SMO-SVM classifier in terms
of different kinds of anomalies. The comparison of results in terms of performance
metrics can be shown in the figures. Figure4 (a, b) shows the accuracy and F1-
Measure for SMO-SVMmethod of multihop dataset, Fig. 5 (a, b) shows the accuracy

(a) Accuracy for Multihop dataset (b) F1-Measure for Multihop dataset

Fig. 4 Accuracy and F1-Measure for multihop dataset

(a) Accuracy for SingleHop dataset (b) F1-Measurefor SingleHop dataset

Fig. 5 Accuracy and F1-Measure for singlehop dataset
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(a) Accuracy for IBRL dataset (b) F1-Measure for IBRL dataset

Fig. 6 Accuracy and F1-Measure for IBRL dataset

and F1-Measure for SMO-SVMmethod of singlehop dataset, and Fig. 6 (a, b) shows
the accuracy and F1-Measure for SMO-SVM method of IBRL dataset. However
the system performance for Random Noise the Sigmoid and Gaussian kernel show
better compatibility with classifier, for Regerative feedback Noise the Sigmoid and
poly3 kernel show better compatibility with classifier and for Shot Noise the all the
four kernels show better compatibility with classifier. So it can be concluded that the
accuracy of detection depends upon the selection of kernel function.

4 Conclusion

In this article we have used SMO-SVM as a detector and classifier for the WSN
datasets. Three different types of noise are inserted in the datasets as explained in the
above section, and to analyze this anomalous dataset various kernel functions are used
with the SMO-SVM classifier. By analyzing the results obtained we may conclude
that for network prone to random noise Sigmoid and Gaussian kernel function are
better choice. For network prone to regenerative feedback noise sigmoid and poly3
kernel functions works better. For network prone to shot noise any of the kernel
function among the four can be used.We have successfully compared the importance
of kernel functions with the classifier and its compatibility for different anomalous
conditions. In futurewewill be using this classifier to construct anAnomalyDetection
System.
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Proactive Spectrum Handoff-Based MAC
Protocol for Cognitive Radio Ad hoc
Network

T. Akhil Chandran, Raghavendra Pal, Arun Prakash and Rajeev Tripathi

Abstract Cognitive radio technology significantly delivers solution to the problem
of congested spectrum by exploiting radio spectrum unused by licensed users. The
cognitive radio network consists of a number of channels and a group of unlicensed
secondary users (SUs), which are ready to access the channel when the licensed
primary users (PUs) are idle. To improve the performance of the cognitive radio net-
work, spectrum handoff can be considered. This paper presents a proactive spectrum
handoff-based medium access control protocol that is designed for cognitive radio
ad hoc networks. The proposed protocol ensures to enable the SUs of the cognitive
network for better accessibility and more flexibility with better performance.

Keywords Cognitive radio · Ad hoc network ·MAC · Proactive handoff

1 Introduction

The usage of wireless application and devices are improving rapidly in our daily life.
Hence there is an increasing demand in the spectrum resources. In the coming future,
this might result in spectrum shortage and overcrowding. Cognitive radio technique
allows a group of unlicensed secondary users (SUs) to resourcefully access chan-
nels originally allotted to licensed primary users (PUs) which provides significant
improvement in the spectrum utilization.
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To improve the performance of the cognitive radio network, spectrum handoff is
considered. There are two types of spectrum handoff methods available in cognitive
radio network, namely, reactive and proactive. In reactive spectrumhandoffwhenever
handoff is requested by a SU, spectrum sensing is initiated to find an idle channel
for SU to continue its unfinished transmission [1]. This method does not require the
channel usage history details but it adds delay in order to find the idle channel for
handoff. In proactive spectrum handoff SU predicts the arrival of a PU in the channel
currently used by the SU and accordingly makes a decision for performing handoff.
Then, SU switches to a new channel before the PU occupies the channel [2].

The essential work of controlling and synchronizing communication overwireless
channels occur largely at the medium access control (MAC) layer and hence design-
ing an efficient MAC protocol becomes a prime focus for successful implementation
of any CR ad hoc network. The access toward channels for SUs is discontinuous
in the sense that whenever the PUs are inactive, channels are available for SUs,
and they can switch from any channel to another. The number of available channels
depends on the time; and the number of available channels for each SU is different
from each other. Since SUs are accessing channels used by PUs, the activity of SUs
can create a certain amount of interference to the PU transmission. In this paper, a
proactive spectrum handoff technique based on MAC protocol is proposed to avoid
the interference to PUs and to resolve multichannel hidden terminal problem.

The remainder of the paper is organized as follows. Related work and previous
studies of theMACprotocol and its classifications from the point view of the interfer-
ence to PU and network reconfiguration overhead is presented in the Sect. 2. Section 3
presents the proposed system model and problem statement. Section 4 describes the
operation of the proposed proactive spectrum handoff-basedMACprotocol (PHMP).
Extensive simulation analysis is carried out to evaluate the performance of PHMP,
which is presented in Sect. 5. Finally, Sect. 6 concludes the paper and points out
some future work.

2 Related Works

Based on the interference to PUs,multichannel hidden terminal problem and network
reconfiguration overhead, it is possible to categorize the existingMACprotocols. The
level of interference to PUs is an important parameter to consider while designing
MAC protocol for CR network. While designing, it is good to address multichannel
hidden terminal problem in all MAC protocols. This can be realized by exchang-
ing certain control messages. The network reconfiguration is low when the MAC
protocol uses dedicated common control channel, whereas it becomes moderate or
high when the protocols use dynamic common control channel. In SYNMAC [3]
interference to PUs is not considered, but multichannel hidden terminal problem is
addressed and it experiences moderate network reconfiguration overhead. In DC-
MAC [4] both interference to PUs and multichannel hidden terminal is addressed
but it incurs high network reconfiguration overhead. Both interference to PUs and
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multichannel hidden terminal is not addressed in O-MAC [5], but the QoS provision
is addressed. In C-MAC [6] interference to PUs is not considered but multichannel
hidden terminal problem is addressed and the network reconfiguration overhead is
high. In HC-MAC [7] also, interference to PUs is not addressed but multichannel
hidden terminal problem is considered, however, it had low network reconfiguration
overhead.Both interference toPUs andmultichannel hidden terminal is not addressed
in CogMesh [8] and the network reconfiguration overhead is moderate, whereas in
DOSS [9] interference to PUs is not considered and themultichannel hidden terminal
problem is addressed but it is insufficient to handle the multichannel hidden terminal
problem, it had moderate network reconfiguration overhead. In OSAMAC [10] both
interference to PUs and multichannel hidden terminal is considered and it had low
network reconfiguration overhead. From the analysis, it is clear that interference to
PUs and multichannel hidden terminal problem should be addressed while design-
ing a MAC protocol for CR ad hoc network. Hence to avoid the interference to PUs
and multichannel hidden terminal problem, a proactive spectrum handoff technique
is considered. Sensing outcomes are proactively monitored in CCMAC [11]. It pro-
vides immediate channel access to safety messages. Impact of protocol on safety and
non-safety messages is clearly observed but infotainment messages are deprived of
channel in case of high-safety traffic.MOCA [12] uses vehicles’ direction, speed, etc.
to predict the channel to be allotted to vehicles. It reduces frequent disconnections
due to high mobility using cognitive radio technology.

3 Problem Statement and System Model

In cognitive radio due to the sudden changes in PU activities, the SUs have to fre-
quently switch from one channel to another to continue their data transmission. This
reduces the throughput of the network and increases average delay of the cognitive
network. Figure 1 depicts the CR ad hoc network scenario in which a number of
unlicensed SUs are ready to access the channels used by licensed PUs for data trans-
mission, when the PUs become idle. Based on the requirement any two SUs can
randomly form a SU pair (transmitter–receiver pair of secondary users) to transmit
information between them.

In [13], the authors proposed a protocol in which each SU pair is allotted with
a unique channel, i.e., channel A is allotted only for pair 1, channel B is allotted to
pair 2 and so on. This method might reduce collision of data between the pairs, but
when PU is active, the selected channel for a given pair is given back to the PU and
the current secondary activity is paused. The pausing took place because a unique
channel was allotted to individual pairs and hence there was no option of switching to
an unused channel allotted to a different SU pair for continuing its data transmission.

It is inferred that multichannel hidden terminal problem and interference affect
the efficient communication between SU pairs. Hence themain objective of this work
is to handoff the SU activity when the ongoing data transmission is paused due to the
arrival of PU and address the multichannel hidden terminal problem. Hence in this
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Fig. 1 Scenario depicting PU and SU in the network

paper, a new protocol for improved data transfer in terms of throughput and average
delay is proposed.

An ad hoc network is considered in the scenario and split phase method [13]
is used to send control packets and data packets using the available channel in the
network. This work is mainly concentrated on efficient data channel selection when
there is PU activity so that the SUs are able to continue with their data transmission
using handoff strategy.

4 Operation of the Proposed Protocol

SU pairs are formed using the random pairing algorithm [13]. Hence a particular
user can connect to any other user and form a transmitter–receiver pair. Using the
MAC protocol [13] channels for signaling phase and initial data transmission phase
are assigned and with the help of cognitive radio concept, SUs are accessing the
licensed channel depending upon the absence of PUs in their neighborhood. Hence
the SU pair can exchange the data as long as the selected channel is available to them.

When the PU is active, the ongoing SU transmission is paused and PU gets
access to the channel for its data transmission. Hence the SU has to wait for a time
period (depends on PU activity) to get the selected channel access to continue its
transmission. In order to maintain the SU transmission without any discontinuity a
proactive spectrum handoff strategy is considered in this paper as described in Figs. 2
and 3. In Fig. 2b, PU is not active hence SUs are transmitting the data on channel A
but in Fig. 2c, when PU becomes active the transmission between SUs is halted and
in Fig. 2d, SUs transmits the data using channel B since PU is using the channel A.
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Fig. 3 Proactive spectrum handoff strategy

Algorithm for channel allocation during handoff is described in the following
steps.

Algorithm Channel allocation during handoff
Step 1 Initiate handoff strategy when the PU is arrived or active
Step 2 Initialize a count
Step 3 Compute the size of Common channels available for SU pair
Step 4 Select the next best channel from the list of common channels
Step 5 If the selected channel is free then continue the data transmission
Step 6 Else increment the count
Step 7 SU pair continue the data transmission on the selected channel

Finally, the flowchart of the protocol is proposed and presented in Fig. 4. When
the PU becomes active, the particular SU pair which is in the range of PU has to
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Table 1 CLC of the communication pairs

Pair order SU pair Common list of channels (CLC)

1 [1, 3] B D A

2 [5, 8] C A

3 [2, 6] B D C A

4 [4, 7] D C A

Bold letters show the selected channel for corresponding pair

Table 2 Channels assigned to each pair

Pair order 1 2 3 4

Selected channel B C D A

switch back the licensed spectrum to the licensed user. For example, consider Table 2
where the pair 1 is allotted with channel B to transmit data.When the PUwhich owns
the license of channel B is turned ON, pair 1 has to initiate handoff and check for the
next best channel from the corresponding list of channels common to the SU pair. In
Table 1 the next best channel is channel D. If it is free, pair 1 can continue the data
transmission in channel D. If channel D is not available, then check for the next best
channel and so on. If none of the channel is available for handoff wait for the PU to
turn OFF and then continue the data transmission.

4.1 Method to Check the Selected Channel Is Free or Not

In Fig. 5a, b, and c t0, t2 … represent PU arrival time whereas t1, t3 … represent
PU departure time. “t” indicates the time at which handoff is initiated. The selected
channel is available for SU communication, if “t” is between t1 and t2 and the energy
between t1 and t2 is below the threshold value “Th.” From Fig. 5a, it is clear that the
channel is free and it can be used to continue the ongoing transmission of SU. t2–t
indicates the void time in which the SU can access the selected channel without any
interference from PU. Whereas in Fig. 5b, the energy between t1 and t2 is above the
Th, signifying that the corresponding channel is used by other SU. In Fig. 5c, “t” is
less than t1, therefore the channel is accessed for PU activity.

5 Performance Evaluation

In this section, to evaluate the performance and adequateness of the proposed proac-
tive handoff-basedMAC protocol, throughput and average delay of the SUs are com-
puted. Simulations are performed using ns-2 simulator version 2.31 with CRAHN
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patch [14]. The simulation parameters of the proposed protocol are presented in
Table 3.

A total of 8 SUs are deployed in a region of size 2000 m × 2000 m. The data
transmission rate is set to 448 Kbps. Node speed is fixed to 15 m/s. The simulation
time is 50 s. To facilitate the simulation in a reliable environment, we use two-ray
ground fading model as the signal propagation model. 10 PUs are considered for the
scenario. Different PU activity models have been proposed for CRN [15, 16] which
include Markov process, queuing theory, time series, and ON/OFF periods. Here the
static ON/OFFmodel is used where the PU spectrum occupancy statistics are known
in advance. In reality, PU activities are more complex and cannot be fully modeled
with ON/OFF period alone [15, 16].

Figure 6a shows the comparison between the throughput PHMP with the MAC
protocol by Sukkar et al. [13]. The number of channels and SUs are 4 and 8, respec-

Table 3 Simulation
parameters

Parameters Values

Simulation area 2000 m × 2000 m

No. of secondary users 8

Speed of secondary users ( m/s) 15

Transmission range of SUs (m) 100

No. of channels 3, 4

No. of primary users 10

Coverage area of primary users (m) 100

Data transmission rate (Kbps) 448

Packet size (Bytes) 100

Simulation time (s) 50
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Fig. 6 a Throughput versus channel availability for the network with four channels Fig. 6.
b Throughput versus channel probability for the network with three channels Fig. 6. c Throughput
versus channel availability for PHMP Fig. 6. d Average delay versus channel availability for the
network with four channels Fig. 6. e Average delay versus channel availability for the network with
three channels Fig. 6. f Average delay versus probability for PHMP

tively. It’s evident that the proposed protocol provides better throughput than the
other protocol when the channel availability is greater than 0.5. Below 0.5 both
the protocols provide same values of throughput because the channel availability is
decreased and there is no channel to perform handoff strategy. Figure 6b shows the
comparison between the throughput of PHMP with the MAC protocol by Sukkar
et al. [13]. The number of channels and SUs are 3 and 8, respectively. Since the
channel is reduced from four to three, there is a decrement in the throughput value.
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The proposed protocol shows better results because of handoff strategy that reduces
the loss of packets and thus increases the throughput.

Figure 6c gives the throughput of the cognitive networkwith eight SUs andnumber
of channels available to the network as 3 and 4, respectively. When the channel
availability is high, throughput increaseswhereas throughput is lowwhen the channel
availability is less. Figure 6d shows the comparison between the average delay of
PHMP with the MAC protocol by Sukkar et al. [13]. The number of channels and
SUs are 4 and 8, respectively. It is evident that the proposed protocol provides less
average delay than the other protocolwhen the channel availability is greater than 0.5.
Below 0.5 both the protocol is providing similar average delay because the channel
availability is decreased and there is no sufficient channel to performhandoff strategy.
Hence there is no difference between the proposed protocol and protocol by Sukkar
et al. [13]. The proposed PHMP performs better since handoff makes data not to wait
until the channel becomes free. Due to handoff, data is transmitted using a different
channel.

Figure 6e shows the comparison between the average delay of PHMP with the
MAC protocol by Sukkar et al. [13]. The number of channels and SUs are 3 and 8,
respectively. Since the channel is reduced from 4 to 3, there is increase in the average
delay. Figure 6f gives the average delay of the cognitive network with eight SUs
and number of channels available to the network as 3 and 4, respectively. When the
channel availability is high, average delay is low whereas average delay is high when
the channel availability is less.

6 Conclusion

This paper proposes a proactive spectrum handoff-based MAC protocol (PHMP)
with enhanced user connectivity in wireless cognitive radio ad hoc network. PHMP
can initiate handoff for SU when the nearby PU becomes active. Besides this, PHMP
makes better use of all available channels effectively. The results from simulation
analysis indicate that the proposed PHMP provides better throughput and lesser
average delay for the cognitive radio network when the channel availability is greater
than 0.5. It is worth implying that this improvement is achieved when at least half
the channels are free from PU activity and can be accessed by the unlicensed SUs.
Future research direction may include QoS support for SUs, such that priorities can
be assigned to SU pairs for channel selection based on the type of data they are
transmitting.
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An Energy-Efficient Framework Based
on RandomWaypoint Mobility Model
in WSN-Assisted IoT

Anurag Shukla and Sarsij Tripathi

Abstract In this paper, we propose a hierarchical framework for mobile ad hoc
IoT applications such as animal monitoring system, which supports the scalable net-
work and uniform energy consumptions across all the nodes to prolong the network
lifetime. The proposed framework uses the clustering algorithm to divide the net-
work into equal zones. Each node belongs to some particular zone. Nodes are mobile
(based on RandomWaypointModel) and able tomove from one zone to another zone
in the entire network. Some nodes select as zone head, zone coordinator, and relay
node. Node forwards the data packets to the base station via a nearest relay node.
Relay node forwards the packets to the zone head, and zone head transmits these
packets to base stations via upper layer zone coordinator. The comparison has been
made of the proposed framework with static model, LEACH and EESAA routing
protocols. It identified that the proposed technique performs well in terms of energy
consumption and network lifetime.

Keywords Internet of Things · Random Waypoint Model · Network lifetime

1 Introduction

Wireless Sensor Network (WSN) has an essential role in many IoT applications [1],
and it is considered as a basic communication model in WSN-assisted Internet of
Things (IoT) applications for transmitting data from the deployed network to Base
Station (BS) [2]. WSN-assisted IoT is a very popular area in IoT that includes var-
ious applications such as smart parking system, smart healthcare, border security,
and smart transport system. The main idea of the IoT applications is that it makes
the physical objects conscious about real-world attributes such as hearing, feeling,
monitoring, and performing actions with the coordination of other network devices
[3]. Sensor nodes in such applications can be used for different roles in different
networks. The sensor nodes are resource constrained in terms of energy, processing
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power, and memory. The energy source in sensor nodes is non-rechargeable and
a majority portion of sensor energy is depleted in communication. Therefore, to
increase the network lifetime, energy conservation is a challenging task in IoT net-
work. The number of participate nodes in IoT network is more as compared to WSN
network. So, current WSN techniques cannot be applied directly on the scalable IoT
network.

Thenetwork lifetime and scalability issue canbe solvedbyhierarchical framework
[4, 5], therefore, in this work, we followed the hierarchical clustering technique for
node deployment. The IoT domain covers many applications, which make the daily
human life more comfortable. The participate nodes in the IoT network either remain
static or mobile, which depends on the requirement of the application. For exam-
ple, environment monitoring and coal mine goof application support static network
whereas vehicular ad hoc network and animal monitoring system support mobile
network. In this paper, we propose hierarchical framework for node deployment and
efficient routing protocols for ad hoc IoT applications.

To reduce energy depletion for overhead communication, efficient node selection
for various roles (zone head, zone coordinator, and relay node) and their integration
in minimum energy routing protocol are the prime goals of this paper. The proposed
scheme is compared with traditional WSN techniques and observed that the pro-
posed scheme is efficient in terms of network lifetime and energy consumptions.
The research work carried out can be summarized as follows:

(1) In this work, we deploy sensor nodes in the hierarchical framework. This topol-
ogy supports the scalability feature and can be extended up to any level. The
communication among the sensor nodes in the zone and outside the zone follows
some well-defined rules [6] to distribute the zone load so that network lifetime
can be increased.

(2) To increase the network lifetime,we introduce an efficient node selectionmethod
for hierarchical framework to minimize the communication cost.

(3) To introduce mobility, we follow the Random Waypoint Mobility Model. The
participate nodes can move in the entire terrain area.

(4) The simulation has been performed in MATLAB with standard parameters for
randomly deployed nodes, and numerical results validate that the proposed
technique is preferable than traditional WSN techniques for IoT application.

The structure of the paper is as follows: an overview of WSN routing protocols
is given in Sect. 2. The classification of mobility model is given in Sect. 3. Section 4
covers the description of the system framework. Energy-efficient algorithm for the
proposed framework is presented in Sect. 5. In Sect. 6, we will discuss the simulation
results of the proposed framework and their comparative analysis with other standard
routing protocols. Later, the conclusion is made.
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2 Related Work

In WSN-assisted IoT network after nodes deployment, the primary objective of the
sensor node is to send the data to the BS. The communication between sensor and BS
can take place in two ways: direct transmission and multi-hop transmission. Direct
transmission leads to fast energy depletion of sensor energy, and it causes the short
network lifetime. To overcome these issues, many of the recent routing protocols
use multi-hop communication for data transmission via some intermediate nodes
like cluster head, relay node, and so on. Low Energy Adaptive Clustering Hierarchy
(LEACH) is a multi-hop routing protocol [7], where the network is divided into
multiple clusters and from every cluster; some of the nodes are selected as cluster
head via probability function and residual energy level. The cluster head receives the
sensor data from their local member node, and aggregate data send to the BS [8].
A multi-hop form of LEACH is M-LEACH [9], where CH sends the data to the BS
via other intermediate CHs instead the direct transmission as LEACH. C-LEACH
(Centralized-LEACH) [10] is one more version of LEACH, where the base station
has the responsibility for the cluster formation. TL-LEACH (Two-Level LEACH)
[11] is an enhanced version of M-LEACH, where primary and secondary CHs are
formed for creating two hierarchical level structure. Sensor nodes send the data
packets to primary CHs, and primary CH sends these data packets to secondary CH,
which is above in the hierarchy level. The TL-LEACH increases the network lifetime.
EESAA [12] adds residual energy as one more parameter for interchange between
sleep and active modes to conserve energy. The Hybrid Energy Efficient Distributed
(HEED) protocol [13] used a new method for CH selection, which is based on the
hybridization of communication cost and residual energy.

Priyan et al. [14] proposed a framework for the Internet of Vehicle (IoV) based
on Random Waypoint Mobility Model. This healthcare monitoring system includes
mobile ambulance, mobile doctor, and patience. The selection of best ambulance
(mobile node) among all the available ambulance is based on the Performance
Rank (PR). PR is calculated for every ambulance by considering these parameters:
Euclidean distance from the patient, medical capacity, and number of patients cur-
rently using this ambulance. The ambulance with minimum PR select for a needed
patient.

The prime focus of above-discussed protocols is to achieve energy-efficient com-
munication to increase the network lifetime for the static network. These routing
protocols are not suited for IoT applications due to complex nature. They require
more phases and time for cluster formation and less support for scalability. In our
previous paper, we introduce an optimal RN selection method to increase the net-
work lifetime for the static network [15]. In this paper, we give a framework for Ad
hoc mobile IoT application by incorporating RandomWaypoint Model with efficient
relay node RN selection method.
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3 Mobility Models Classification

Classifications of mobility models are based on the restrictions and requirements.
Commonly used mobility models are listed below.

3.1 Random Based Mobility Model

This model is suitable for those applications; there are no restrictions or any depen-
dencies. Random Waypoint Model comes under this category.

3.2 Temporal Dependencies

In temporal dependencies, the movement of nodes is based on the movement of the
past nodes.

3.3 Geographic Restrictions

The node movement is restricted in the geographical restrictions mobility model.
The node is allowed to move at their given domain only.

3.4 Hybrid Characteristics

As the name suggests this model is a hybrid of temporal, random, and geographical
restrictions model.

4 System Model

4.1 Propose Framework

Figure 1 represents the multitier hierarchical framework, where the nodes are able to
move fromone zone to another zone across the entire network area. This framework is
initially used in [16, 17] for static IoT network. We developed this framework for Ad
hocmobile network by applyingRandomWaypointModel. The proposed framework
can be used for those IoT applications, where most of the participate nodes in the
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Fig. 1 A multitier hierarchical framework

network are moveable, for example, animal tracking and monitoring system [18],
and Internet of Vehicles [14]. In Fig. 1, the top layer is configured as a base station
layer and whole network area is divided into zones. The animals are attached with
IoT wearable devices to collect their clinical data continuously. The clinical data is
transmitted to the base station via the Relay Node (RN), Zone Head (ZH), and Zone
Coordinator (ZCO). The clinical data is sent to nearest RN, where the RN forwards
data to ZH and ZH sends the data to the BS via upper layer ZCO. Every zone has one
ZCO except lower zone, which corresponds to lower zones. When the animal health
is critical, the alert message is forwarded to the BS and BS broadcast this message
to all the mobile ambulance with animal id and their current zone id so that the
ambulance can reach with the minimum time. The wearable animal’s IoT devices
cannot be recharged or changed on a daily basis, so an efficient communication
method is required to conserve energy in order to increase the network lifetime.

4.2 Assumptions

(1) All participating nodes in the network are moveable [14].
(2) The same set of nodes (SN, RN, ZH, and ZCO) have same attribute, e.g., trans-

mission power, initial energy, energy depletion parameters, and so on.
(3) Nodes know their spot by some localization technique [19].
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(4) Sensor nodes are running on the limited energy source, which cannot be
recharged or replaceable.

(5) Node can send their data to the base station in a multi-hop way and base station
is not restricted with respect to energy.

(6) Communication medium is error-free and reliable.
(7) The whole IoT network is connected, i.e., each participating node in a network

has a path to a BS.

4.3 Energy Model

The main source of energy depletion in IoT network is data transmission and recep-
tion. Sensor nodes deplete the energy in sensing and processing is very less. In this
work, we follow the first order radio model [8] for energy depletion in data commu-
nication, which is given below.

Etx = L × (
Eelec+ ∈X ×d2

)
(1)

Erx = L × Eelec (2)

Etx = L × (
Eelec+ ∈X ×d4

)
(3)

ε1, ε2, ε3, and ε4 is used as a node’s amplifier for SN, RN, CH, and CCO, respec-
tively. The energy depletion in short distance and long distance communication is
identified by Eqs. (1) and (3), respectively. Data reception at RNs, CHs, and CCOs
nodes and their utilized energy in this task is computed by Eq. (2). Energy depletion
per unit time for each node is computed by
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EP, Eq, Er, Es, and Et denote the energy depleted by SNs, RNs, ZHs, ZCOs, and BS,
respectively in data transmission and reception. The symbols ESN

elec, E
RN
elec, E

ZH
elec, E

ZCO
elec ,

and EBS
elec indicate the energy consumption in the radio electronics of a SNs, RNs,

ZHs, ZCOs, and BS. Equation (4) denotes the energy consumed in data transmission
processes betweenSNandRNwithin the intra-zone.The energy consumed in sending
the data to the ZH by RN and data receiving by the ZH is computed by Eq. (5). The
energy consumed by ZH for data reception from RN and transmission to the upper
layerZCO is represented byEq. (6). Equation (7) shows the energy consumedbyZCO
for the data communication process to upper layer ZCO or the BS and for the data
receiving processes either by lower layer ZH or ZCO. Equation (8) shows the energy
consumed in theBS layer. All of the above equations exclude the energy consumption
by signaling data because it is negligible [6] as compared to data transmission and
receiving.

4.4 Network Life Time

In this paper, we consider three metrics for network lifetime comparison, which
includes First Node Dead Statistics (FND_Statistics), Last Node Dead Statistics
(LND_Statistics), and the number of dead nodes after each round. The number of
packets received by BS through hierarchical topology (SN→RN→ ZH→ ZCO→
BS) is denoted as one round [17]. FND_Statistics and LND_Statistics is the duration
between the rounds, when the communication begins and the rounds were the first
and last node dead [20, 21].

5 Efficient Communication Algorithm

The proposed framework can be used for animal monitoring in forest or zoo. In this
paper, we make the analysis on the bases that animals do not leave the forest area
and walk around the forest boundary. Random Waypoint Mobility Model is used to
simulate the proposed model. Predefined ranges are used to mobile the nodes with
random directions and speeds.



110 A. Shukla and S. Tripathi

As we discuss in the upper section, energy-efficient communication method is
required in the animal monitoring system to increase the network lifetime. The solu-
tion to the energy consumption problem is achieved byAlgorithm1,whereAlgorithm
1 elects the RN efficiently and routes the data fromSN toBS. The proposed technique
work in the following six steps. The first step (line 2) nodes are deployed randomly
within the networks. Step 2 (line 3) divides the network into equal size by subarea
division technique. Suppose if the area is 300 m2 then the zone size is 300 m × 30 m
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and number of zones is 10. In Step 3 (line 13) Random Waypoint Model is used for
node mobility. In Step 4 (Line 15–17), RNs selection is done for all zones. In Step
5 (Line 18–22) ZH and ZCOs select randomly. In Step 6 (Line 23–26), the data is
transmitted from SN to BS via RNs, ZHs, and ZCOs. To maintain robustness in large
IoT network, energy of RN, ZH, and ZCO are compared with the threshold so that
routing protocol can work even if some nodes become dead. The role of ZH, ZCOs,
and RNs can be exchanged with high energy node.

6 Result Discussion

The simulation was performed in MATLAB with the Table 1 simulation parameter.
Figure 2 shows the network lifetime comparison for a static and mobile framework
with standard routing protocols. It can be noticed from the figure that the mobile
node performs well than compared to static, LEACH, and EESAA routing protocol.
To make it more understandable, we make a comparison with FND_Statistics and
LND_Statistics. From Fig. 4 it can be observed that all the nodes are died in EESAA
after 4164 rounds, in static after 4495 rounds, and in dynamic after 5049 rounds. The
last node died in LEACH after 310 rounds, which is minimum among the compared
protocols. It is because LEACH performs well when the number of nodes are less
in the network. As soon as number of nodes increases in network, LEACH network
lifetime goes down [17].

Figure 3 represents the total energy depletion of the compared protocols under
from first round to last round. From the figure, we can see that proposed framework

Table 1 Simulation parameters

Parameters Values

Number of sensor nodes (N) 1000

Network area (M × M) 200 × 200 m2

E0 (Initial energy of deployed node) 0.5 J

Eelec for all the nodes 50 nJ/bit

El represents the energy depletion for long distance communication 0.0013 pJ/bit/m4

Es represents the energy depletion for short distance communication 10 pJ/bit/m2

Energy used in beamforming Ebf 5 nJ/bit

L (number of bits in a packet) 4000 bits

RN communication range 40 m

Eda (data aggregation energy per bit) 5 nJ

Number of zones 10

Speed interval [0.2–2.2] m/s

Walk interval [0–1] m/s

Pause interval [2–6] s
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Fig. 2 Network lifetime
comparison for the topology:
Area = 200 m2, Nodes =
1000

Fig. 3 Total energy
depletion for the topology:
Area = 200 m2, Nodes =
1000

has less and static energy depletion curve as compared to other routing protocols. It is
because all the nodes are mobile in the proposed framework and in every round fresh
node is selected for high reasonability job as RN and ZH. So, the energy depletion
is uniformed for all nodes in the proposed framework instead of some individual
nodes, which makes the network’s lifetime of proposed framework better (Fig. 4).

7 Conclusion

Energy depletion and network lifetime are always an issue for sensor nodes. The
sensor nodes are an important part of IoT applications and most of the participating
devices in IoT applications are sensors. In this paper, we developed a framework for
MobileAdHoc IoT applications in such away that network lifetime can increase. The
proposed framework is based on RandomWaypoint Model and uses the hierarchical
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Fig. 4 FND_Statistics & LND_ Statistics for topology: Area = 200 m2, Nodes = 1000

topology for network deployment to support the core IoT feature scalability. The
proposed framework is compared with LEACH, EESAA, and static topology and
simulation results validate the effectiveness of the proposed framework in order to
increase the network lifetime.
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A Scheduling Algorithm Including
Deadline of Messages in Vehicular Ad
hoc Network

Abhishek Agarwal, Raghavendra Pal and Arun Prakash

Abstract Vehicular Ad hoc Network is the area which is attracting a large number
of researchers. The problem faced by this network is high mobility, large topolog-
ical area, and frequent changes in connection and location. Messages are broadly
divided into safety and non-safety messages. For proper communication and safety
of life, proper scheduling of messages is required in VANET so that important mes-
sages are given the highest priority. In this paper, a scheduling strategy is proposed
which schedules the messages according to the parameters like deadline, size, and
static factor of message as well as the speed of the vehicle. Based on these param-
eters the priority of messages is determined and the messages are then rescheduled
accordingly. The proposed algorithm is then simulated to demonstrate improvement
in comparison to Taherkhani et al.

Keywords Vehicular Ad hoc network · Vehicle-to-vehicle ·
Vehicle-to-infrastructure · Scheduling · Prioritization

1 Introduction

Vehicular Ad hoc Network (VANET) is a wireless technology that allows communi-
cation of vehicles with other vehicles (V2V) and also with the infrastructure along
roadsides (V2I). Being first mentioned and introduced in 2001 they have become one
of the most potential fields for research. With the burgeoning population in major
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metropolitan cities across the world and increasing congestion on the roads the use
of VANET is becoming necessary. Based on Mobile Ad hoc Network (MANETs)
principles in VANET the vehicles act as mobile nodes which are constantly chang-
ing their locations and communicating with the vehicles in their range. The links
with the vehicles and RSUs (Road Side Units, which is basically roadside infras-
tructure) is constantly being made and break due to the fast-changing location of
vehicles. In VANET 802.11p [1] and WAVE [2] are the standards used for efficient
communication between the vehicles.

The protocols and standards for V2V communication and V2I communication is
being defined by Dedicated Short Range Communication [2] Scheme. The VANET
is characterized by fast-changing location, large topological areas, and frequent con-
nections and disconnections. All these pose a challenge in VANET networks. Further
increasing congestion and large amount of requests leads to choking of channels and
degradation in the performance of VANET networks. Consequently, various param-
eters like packet delivery ratio, throughput decrease while the delay in transmission
of messages increases. There have been various strategies and algorithms proposed
for reducing the congestion and efficient transfer of messages by prioritizing the
messages. These scheduling schemes help in efficient transmission of information
and improving the various parameters of VANET.

DSRC uses a 75 MHz bandwidth at 5.9 GHz for transferring the messages. It is
composed of seven channels out of which six channels are Service Channels (SCH)
and one channel is Control Channel (CCH) [2]. Between each channel a guard band
is provided. The high priority safety messages are transmitted by the control channel
while the low priority non-safety messages are processed by the service channels.
The duration of each interval is 46 ms while that of guard interval is 4 ms. The guard
interval is the transition zone in which no communication takes place and at end of its
Communication of the next Channel Interval (CCHI or SCHI) in sequence proceeds.

This paper proposes a scheduling algorithm which helps in increasing packet
delivery ratio, throughput, and reducing jitter as compared to the earlier proposed
algorithms. The packets are scheduled on the basis of their speed, size, deadline, and
static factor. The static factor comprising whether a message is safety or non-safety
message. The paper is organized as follows: In Sect. 2, the existing RSU scheduling
schemes are described. In Sect. 3, a basic system model of the proposed scheme is
explained. In Sect. 4 a new collaborative scheduling scheme to solve the problems
in the existing RSU scheduling schemes is proposed. In Sect. 5, a performance
evaluation of the proposed scheme is presented to prove the effectiveness of the
scheme by comparing it with the existing scheme. Finally, Sect. 5 concludes the
paper.
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2 Related Works

First In First Out (FIFO) scheduling algorithm is one in which the message request
is served according to its arrival, i.e., the first message request is served first then the
second message request is served and so on. In First Deadline First (FDF) algorithm
the messages are served according to their deadline. In Smallest Data Size First
(SDF) [3] the message whose size is the least is being served first.

Bai et al. [4] proposed Context Awareness Beacon Scheduling (CABS). In this,
the congestion within high-density vehicular networks was controlled by schedul-
ing the beacon messages which were being transmitted at a very high broadcast-
ing rate. Taherkhani and Pierre [5], proposed Uni-Objective Tabu search (UOTabu)
congestion-controlled strategy. In this, the channel usage was monitored to detect
the congestion and then Tabu Search algorithm was applied. In this algorithm, it was
showed that it could minimize the delay and packet loss compared to other strategies.

Zhang et al. [6] proposed D*S RSU scheduling scheme in which the packets
were scheduled according to their deadline and size. The packet with the smallest
DS_ value was scheduled first. Gui and Chan [7] proposed a motion prediction
based scheduling scheme in which an RSU can transfer the vehicular request to
another RSU in the direction of motion of vehicle if itself is facing a heavy load. In
ROADCAST (Popularity Aware Content Sharing) [8] the most relevant information
is being transferred among vehicles. It consisted of two components popularity aware
content retrieval and popularity aware data replacement that took care of transmission
of most popular data and at the same time managing delay of less popular data.

In [9] to prioritize and schedule safety messages two congestion control strate-
gies are proposed. There are two units, namely, priority assignment unit and message
scheduling unit. The priority assignment unit assigned priority to the message on the
basis of static and dynamic factors while the message scheduling unit reschedules
these messages in service and control channel queues based on their priorities deter-
mined by priority assignment unit. These strategies are then compared with earlier
proposed strategies on the basis of various parameters like number of packets lost,
packet loss ratio, average delay, and average throughput.

3 Problem Statement and System Model

Since there are multiple priorities of messages in VANET depending upon various
factors. Hence, there is a need for scheduling packets in the queue of a vehicle in such
a way so that maximum QoS is achieved. One of the main parameters in scheduling
is deadline that is the time after which a packet loses its significance. Hence, an algo-
rithm is needed that uses deadline of packetwhile deciding its priority. In the proposed
system model, each vehicle has an On-Board unit (OBU), contains a transceiver for
transmission and reception of message. It works on IEEE802.11p/WAVE 1609 stan-
dard. Each OBU has a GPS that provides position, velocity, and other GPS data. The
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V2I communication

V2V communication

RSU

RSU

Fig. 1 System model for VANET

RSUs also contain transceivers for transmission and reception of messages. Figure 1
shows the system model for VANET with V2I and V2V communication.

4 Proposed Scheme

In the proposed scheme an algorithm is presented to reschedule the messages in
the RSUs. There is one queue in RSU that receives the service requests from all
the vehicles in its communication range and then reschedules the messages to be
serviced according to the proposed algorithm. The results of the proposed algorithm
are then evaluated and compared with a most relevant algorithm [9] on the basis of
parameters such as packet delivery ratio, delay, throughput, and jitter.

The message scheduling is performed according to the proposed algorithm. In the
proposed algorithm when the RSU receives messages from the vehicles it enques
them in its queue and then sorts the message according to the algorithm as given
in Fig. 2. This algorithm takes mainly three parameters into account, speed of the
vehicle, size, and deadline of the message. Deadline of the message is calculated as
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RSU receives message from the 
vehicles

Take size, deadline and speed 
of all the packets in three 
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Fig. 2 Flowchart of the proposed algorithm

follows:

deadline = current time+ 10ms

The deadline of each message is assigned to it as in the above equation at the time
of its generation. As the simulation time increases the deadline of message decreases
and hence its priority increases according to Fig. 2.

The static factor helps in determining whether the message is safety or non-safety
message as in the equation given below

static factor =
(
0; for safety messages
1; for non-safety messages

)

There are three temporary variables taken which stores in each iteration of for
loop the smallest size message, the fastest speed vehicle, and the smallest deadline
message along with the position of three parameters in the respective arrays. It then
advances to compare the position of three parameters. The further mechanism is
explained through the help of algorithm illustrated in Table 1.

5 Results and Discussions

Results are obtained by simulation on Network Simulator (NS) version 2.34. Simu-
lation parameters are presented in Table 2. Following parameters have been used to
test the proposed algorithm and they are defined as follows:

Packet Delivery Ratio (PDR): The ratio of no. of packets received by no. of
packets sent. It should be as maximum as possible.

Average delay: The average time taken for information to reach the receiver from
the sender. It should be as minimum as possible.

Average throughput: Information successfully transmitted per unit time. It
should be as maximum as possible.
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Table 1 Algorithm for scheduling mechanism

Step 1 Set i = –1

Step 2 Increment i

Step 3 Check packet id i

Step 4 If ith packet has all the three parameters optimum then

Schedule the packet and Goto Step 2

Step 5 Else if deadline and speed of ith packet are optimum then

Schedule the packet and Goto Step 2

Step 6 Else if size and speed of ith packet are optimum then

Schedule the packet and Goto Step 2

Step 7 Else if size and deadline of ith packet are optimum then

Schedule the packet and Goto Step 2

Step 8 Else if speed is optimum and is also a safety message then

Schedule the packet and Goto Step 2

Step 9 Else if deadline is optimum and is also a safety message then

Schedule the packet and Goto Step 2

Step 10 Else if size is optimum and is also a safety message then

Schedule the packet and Goto Step 2

Step 11 Else the packet whose size is optimum Schedule it and Goto Step 2

Table 2 Simulation
parameters

Parameters Value

Simulation area 2000 m × 2000 m

Number of vehicles 20–100

Vehicle speed 10–20 m/sec

Transmission rate 3 Mbps

Message size 511–611 bytes

MAC interface Mac/802_11Ext

Simulation time 20 s

Transmission range 300 m, 1000 m

Average jitter: Variation in delay. It should be as minimum as possible.
Figure 3 shows comparison of simulation results of packet delivery ratio by vary-

ing the number of vehicles. The packet delivery ratio increases with the number of
vehicles. The simulation results show better performance of the proposed algorithm
in comparison to the Taherkhani et al. This is because in the proposed algorithm high-
est priority is being given to the deadline of message sent by vehicle and speed of
the vehicle which in turn increases packet delivery ratio. Since the message is being
broadcasted, therefore, for each packet sent there are multiple number of receivers,
hence PDR is greater than 100%.
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Fig. 3 Packet delivery ratio
versus No. of vehicles
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Figure 4 shows comparison of simulation results of delay with increasing number
of vehicles. The proposed algorithm shows an initial decrease in delay but then
corresponding increase in delay as compared toTaherkhani et al. This is because in the
proposed algorithm more emphasis has been laid on the deadline of message within
which it should be transmitted rather than size of message to ensure that information
lost is minimum and maximum packets are transmitted. Delay is compromised in
order to maximize the no. of packets transmitted and hence the information.

Figure 5 shows simulation results comparison of throughput with increasing num-
ber of vehicles. The throughput increases with increasing no. of vehicles. The pro-
posed algorithm shows better performance in comparison to Taherkhani et al. The
reason is that in the proposed algorithm more emphasis has been laid upon the

Fig. 4 Delay versus No. of
vehicles
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Fig. 5 Throughput versus
No. of vehicles
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Fig. 6 Jitter versus No. of
vehicles
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deadline of message and speed of vehicle which ensures more no. of packets being
transmitted and reduced number of packets dropped which in turn increases the
throughput.

Figure 6 shows comparison of simulation results of jitter with increasing no.
of vehicles. The jitter decreases with increasing number of vehicles. The proposed
algorithm shows better results in comparison to Taherkhani et al.

6 Conclusion

In this paper, a scheduling algorithm is proposed to schedule the messages according
to the deadline, size, and static factor of message and speed of the vehicle which
is sending the message. The messages are first dequeued from service and control
channels and then after rescheduling them according to the proposed algorithm,
enqueued back to service and control channels. Simulation is carried out to compare
the results of the proposed algorithm with Taherkhani et al. Better scheduling results
are obtained owing to prioritizing the messages with short deadline and faster speed
of vehicles first. The parameters like packet delivery ratio, throughput are increased
while jitter is reduced showing a better way of scheduling ofmessage requests. Hence
more reliable and efficient VANET system is implemented.
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Hardware Implementation of Simeck
Cipher as a Lightweight Hash Function

Prachin Bhoyar, Sanjay Dhok and Raghavendra Deshmukh

Abstract Internet of Things brings a galore of lightweight connected devices which
triggered a need for befitting security mechanisms. A lightweight hash function is
one of the major step taken to accomplish that requirement. In this paper, capabilities
of Simeck cipher for implementing hash function are explored. A novel architecture
is proposed that serve as a cipher as well as hash function. It nullifies the use of
two separate functions in power constrained devices where both the operations are
required. The preliminary requirements for power and area are ascertained by imple-
menting it on FPGA and developing an ASIC prototype. The hardware utilization
and a number of clocks required are compared with SHA and another hash function
and the proposed hash function performs better in these aspects. The basic security
analysis of the hash function is also performed.

Keywords Simeck · Simon · IoT · Security · Lightweight hash function

1 Introduction

The internet of things (IoT) is continuously expanding its boundaries and reaching
to the levels which are yet unexplored. In [4], various communication technologies
for IoT and their associated security challenges are presented. Growing use of low-
cost radio frequency identification (RFID) tags in IoT applications put forward many
security challenges to resolve [12]. Many hash functions have been proposed and
implemented in the literature. The cost of implementation of two popularly known
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hash families SHA and MD5 is over 8k gates equivalent (GE) [6] which takes a
significant area considering the limitations of RFID tags.

Lightweight hash function becomes a new paradigm in recent studies. Few
lightweight hash functions like QUARK, GLUON, SPONGENT, and PHOTON
have already been introduced [1, 5, 7, 10]. Researchers are still working on the
cryptanalysis of these functions and improvements in their software and hardware
architectures. Hardware implementation of these lightweight hash functions needs
around 1.5k GE.

The lightweight block cipher families, Simon, and Specks are proposed by the
National Security Agency of USA and their performances in terms of power, area,
throughput is better [2]. Moreover, Simeck family [15] combines the advantages of
both Simeck and Specks and shows improved performance in terms of hardware
implementation. Simeck cipher can be implemented in bit-serial or parallel architec-
ture. The GE required for the implementation of Simeck is very much less compared
to the other block ciphers and that makes it suitable for power constrained devices.

In this paper, it is proposed that Simeck cipher can be utilized to design a
lightweight hash function. It offers required security to the power constraineddevices.
In the paper, circuit implementation of Simeck32/64 is presented, however, the cir-
cuit implementation of all the remaining ciphers in the family can be realized in a
similar fashion.

2 Simeck Cipher

Simeck is symmetric, block cipher family. It is represented as Simeck 2n/mn, where
2n is plain text size and mn is key size. Three distinct sizes are made available for
word size (n) viz. 16, 24, and 32 while key words (m) may vary from two to four.
In the hardware architecture, it consists of two major blocks, round function and
key scheduling algorithm. The value of m and n decides the number of rounds to be
executed for the completion of operation. Number of rounds and key size according
to m and n is shown in Table 1.

Table 1 Simeck parameters

Word size (n) Key words (m) Key size (mn) Number of rounds

16 4 64 32

24 3, 4 72, 96 36, 36

32 3, 4 96, 128 42, 44

48 2, 3 96, 144 52, 54

64 2, 3, 4 128, 192, 256 68, 69, 72
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Here, plaintext is split into two equal sized words. Thereafter, round operation
is performed on these words. Let h0 represent the higher word and l0 represent the
lower words of plaintext. The round function is defined as:

R(hi , li ) = (li ⊕ f (hi )⊕ ki , hi ) (1)

where ki is the round key and function f is defined as

f (hi ) = (hi ∧ (hi � 5) ⊕ (hi � 1)) (2)

where ‘∧’ and ‘�’ are AND operator and left shift operator respectively.
Figure1 illustrates round function of Simeck cipher.Mainly, “XOR”, “AND”, and

“SHIFT” operations are performed on the words. Key expansion algorithm provides
a specific Round Key ki to each round. The main key (K) is parted into four words
(m2, m1, m0, k0). For updating key values, the round function gets executed.

ki+1 = mi

mi+3 = ki ⊕ f (mi ) ⊕ C ⊕ (Z j )i
(3)

where Zj is simeck constant and (Zj)i represent the i th bit of Zj while C = 2n − 4, is
a binary constant.

Fig. 1 Round function of
Simeck Cipher
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Fig. 2 Matyas-Meyer-Oseas
scheme

3 Simeck Hash Generator

The Matyas-Meyer-Oseas compression function is used in simeck hash generator.
The scheme takes plain text (xi ) and key (yi ) as inputs is shown in Fig. 2. A function
“g” is performed on the key. In this function, every eighth bit in the key is deleted
and at last eight zeroes are appended at MSB. Then second and last bit from last is
replaced by “10”. As Simeck32/64 is studied for this paper, function “g” for key size
64 is as follows:

Let key = y63y62y61y60 . . . y0 then

g(key) = 01000000y63y62y61y60y59y58y57y55 . . . y0 (4)

The output of “g” function is then given to Simeck cipher. The output of the
simeck cipher again XORed with the plain text to obtained the next hash value. The
final output yo is defined by the iterated formula

yi = Eg(yi1)(xi ) ⊕ xi (5)

for 1 ≤ i ≤ t and t represents a constant predefined initial value 4. After 4 cycles,
the final hash output is obtained.

3.1 Simeck Architecture

For encryption, Simeck32/64 with parallel architecture proposed in our previous
work [3] is used. In this system, as there is no use of decryption, it is removed from
the architecture. The remaining datapath of Simeck32/64 is same and shown in Fig. 3.

Various lightweight RFID authentication protocols can be used for IoT devices
[8, 13, 14]. A unique hash function has been generated for authentication of tag and
reader, and tag information is then correlated with the server database.
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Fig. 3 Data path for
Simeck32/64 encryption

4 Hardware Implementation

The proposed hash function is simulated on Xilinx Isim and then synthesized on
Kintex-7 KC705 evaluation board. The clock frequency of 1MHz is set for the
operation. The systemconsumes 420µWdynamic power at that frequency.Hardware
utilization summary for the proposed system is given in Table 2.

Application-specific integrated circuit (ASIC) prototype of the proposed system is
also designedusingSCL180nmCMOS librarywithCadence tool.As the systemuses
parallel architecture, 2148 GE is required while the dynamic power is 204.246 µW.

Table3 shows the comparison of the proposed hash with other hash architectures.
Being a lightweight, it requires lesser GE. The number can be further reduced by
employing bit serial architecture at the cost of additional clock cycles.

Table 2 Hardware utilization for the proposed hash function

No of clock cycles Slice registers Slice LUTS Dynamic Power in µW

68 237 165 420

Table 3 Comparision of the proposed system with other hash functions

Architecture GE Clock required

ν-Tav-160 [9] 5030 448

SHA-1 [11] 6122 344

SPONGENT-160 [5] 2406 90

PHOTON-160 [5] 2849 180

D-QUARK [5] 3695 88

The proposed hash 2148 68
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5 Security Analysis

5.1 Preimage Resistance

Preimage resistance gives the information difficulty the hash function impose while
recovering the original message from the hash output. As simeck cipher involve 32
rounds and it is already that out of those maximum 20 rounds can be attacked with
time and data complexity of 234 and 231.5 [15]. The function “g” introduced and
four outer rounds in Matyas-Meyer-Oseas Scheme increase the complexity multiple
times. Therefore, it is very difficult to recover the original message with brute force.

5.2 Second Preimage Resistance

The second preimage resistance represents the collision of two plain text messages
which generate the same hash output. Simeck cipher follows the avalanche crite-
ria and single bit change in input produce more than 50% changes in the output.
The criteria are tested in our previous work [3]. The modifications in the proposed
architecture further boost the claim.

5.3 Collision Attack

In a collision attack, two inputs produce the same hash value. Covariance and his-
togram analysis has been performed on simeck and it shows that bit patterning in
simeck is stirred, therefore chances of two input producing same output are nullified.
Furthermore, the four outer rounds in Matyas-Meyer-Oseas Scheme improves the
resistivity against such attacks.

6 Conclusion

A hash function is derived from Simeck cipher which is smaller, faster and can be
used as an alternative to SHA-X. It has low GE count, lesser complexity and offers
a required security measure, therefore it is a viable option for IoT applications such
as RFID. Furthermore, it can be used along with the encryption block, that needs
only few changes in the architecture. A control mux can be used to use select Simeck
as a hash function or encryption or to deselect the entire block. The behavior of
the proposed hash function along with application layer protocols such as MQTT
or CoAP can also be explored further. A study of the entire simeck family and
various architectural strategies for implementing a more efficient hash function can
be performed.
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Comparative Study of PSO-Based
Hybrid Clustering Algorithms
for Wireless Sensor Networks

Ghanshyam Singh, Shashank Gavel and Ajay Singh Raghuvanshi

Abstract Clustering is a task which creates groups depending upon the presence
of similarity between the data objects. Many clustering algorithms exist, which are
capable of creating well-defined clusters. One of the popular algorithms is K-means,
which is generally used for data clusteringwhere performance is dependable on initial
state of centroid but have limitation of trapping in local optima. Besides K-means,
K-harmonic means, and Fuzzy C-means are also popular algorithms used for data
clustering but again they have the same limitation of trapping in local optima. So this
creates problemwhile handling anomaly existing dataset in wireless sensor network.
In this paper, an analysis of best suitable hybrid clustering algorithm is brought for
a congregation of normal and anomalous dataset by using a stochastic tool Particle
Swarm Optimization (PSO) by utilizing different sensor datasets. The results are
encouraging in terms of best suitable fitness function and low computational time.

Keywords Wireless sensor network · K-Means · K-Harmonic means · Fuzzy
C-Means · Particle swarm optimization

1 Introduction

Presently, Wireless Sensor Networks (WSN) are widely used for many applications
such as healthcare, military, industrial monitoring, and Internet of Things where
nodes are deployed in large numbers to gather information by which large number
of datasets generated. In a complete system different type of datasets are produced
by different node architectures. Anomaly is one of the major issues which some
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time occurs in WSN dataset in the form of noise. For proper handling of anomalous
data present in WSN, clustering plays an important role. Clustering algorithms help
the system in grouping the normal and anomalous data separately [1]. To extract
efficient information and knowledge from these large number of datasets data mining
technique is used. In datamining, a task is required to categorize same type of datasets
in a particular group, so that suitable processing techniques are applied on similar
type of datasets to overcome the limitations of large processing time and complexity
[2].

Clustering is a popular task in data mining to group the same type of data objects
in a manner that the similarity between data objects of same cluster is maximum but
quite dissimilar from data objects of different clusters [3]. In clustering, there is no
requirement of any supervision to recognize and find the patterns and trends in large
sum of data that is why it is also called unsupervised learning. Clustering algorithms
are used in different applications such as image processing [4], data compaction [5],
medicine [6], marketing [7], and anomaly detection[8].

There are a large number of algorithms available to perform clustering, which
is further distinguished as hierarchical and partitioning algorithms. In hierarchical
algorithms, structure of data is created by splitting and merging data based on par-
allel criterion whereas in partitioning algorithms clustering criterion is optimized
by proper shuffling of data among clusters [9]. It has been observed that partition-
ing algorithms have upper hand on hierarchical algorithms in terms of efficiency
and popularity [10]. Due to a wide range of available applications, data types and
objectives, a single algorithm cannot serve all the requirements.

The widely used partitioning algorithm is K-means algorithm due to its ease of
implementation, simplicity, and fast processing with linear time complexity. How-
ever, it has limitation due to high dependence on cluster centroid initial selection
which further directed to get stuck in local minima during the process of minimizing
the objective function [11].

An improved version of K-means, K-harmonic means algorithm was proposed
which have the same partition mechanism of data objects into K different clusters
depending on application purposes. K-harmonic mean algorithm overcomes the lim-
itation of sensitivity toward initial cluster centers but cannot resolve the limitation
of trapping into local minima [12].

After the fuzzy theory introduced, researchers applied fuzzy theory in clustering
through which data objects partially assigned to multiple clusters. Fuzzy C-means
is one of the most popular and effective fuzzy clustering algorithms but it applied
center point selection in randommannerwhich further results falling into local optima
through iterative process [13].

Particle Swarm Optimization (PSO) is a popular optimization tool based on pop-
ulation. Various function optimization problems can be easily solved by applying
PSO. A Fuzzy version of Particle Swarm Optimization (FPSO) is also described in
[14].

In this paper, we have optimized the different clustering techniques, i.e., K-means,
K-harmonic means, and fuzzy C-means algorithm using PSO. For analyzing the
compatibility of PSO with different clustering algorithms, different sensor datasets



Comparative Study of PSO-Based Hybrid Clustering Algorithms … 135

from various standard laboratories are used. Manual anomalies are inserted to these
datasets for better clustering in the form of normal and anomalous data and fitness
cost is calculated with computational time. The rest of the paper is organized in a
manner as in Sect. 2 we investigate the related background of clustering algorithms
and Sect. 3 introduces results and discussion on proposed work. Finally, Sect. 4
concludes this work.

2 Background on Clustering Algorithms

This paper focuses basically on three of the most popular and efficient clustering
algorithms named as K-means algorithm, K-harmonic means algorithm, and fuzzy
C-means algorithm. PSO as a tool is used to calculate the Euclidian distance based
on the output of previously mentioned clustering algorithms which provide a com-
parative analysis on best suitable hybrid clustering algorithm to cluster the normal
and anomalous dataset. So, in this section a brief description of these clustering
algorithms is mentioned for understanding the mechanism of clustering algorithms.

2.1 K-Means (KM) [5]

In K-means clustering, each of the objects represents a value in an individual cluster.
This cluster is formed depending upon the data objects close to one another. The
cluster centroid is obtained by calculating themean for the data objects for a particular
cluster. The distance between data objects and cluster centroid is found using the
Euclidean distance metrics. Let X = (x1, …, xn) be a set of data objects, C = (c1,
…, ck) be the cluster centers. The clustering algorithm aims to find a partition of k
clusters that includes the data within the similar group which are close to each other.
The objective function for K-mean clustering is given below:

f (X ,C) =
k∑

l=1

∑

Xi∈ci
d(Xi,Zl)

2 (1)

where d(Xi,Zl) is the variation between the data object and the cluster center C (Zl).
This variation is obtained using the mean value of different objects within the cluster.
In general Euclidean distance is used to find variation between data objects and the
cluster center, which is expressed as follows:

d
(
Xi,Xj

) =
√√√√

d∑

p=1

(
xpi − xpj

)2
(2)
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The K-means clustering algorithm is a popular and efficient clustering method
used inmany applications, butwhile handling large datasets, this algorithmgets stuck
to a local optimum value and is unable to find the global optimum. This problem
tends to local conjunction and convergence of algorithm. This problem can be solved
using an efficient optimization algorithm.

2.2 K-Harmonic Means (KHM) [15, 16]

K-harmonic means addresses the intrinsic problem of K-means by using harmonic
mean for finding the centroid that replaces the obtained minimum distance between
the data point to the centers. For each data point close to anyone center this harmonic
mean provides a good score, which is one of its properties. Using the value of
different data objects X and cluster centroid C as explained in K-means clustering,
the objective function representing K-harmonic means clustering algorithm is given
by

KHM (X ,C) =
n∑

i=1

k
∑k

j=1
1||xi−cj||p

(3)

where p is an input parameter (p ≥ 2).

2.3 Fuzzy C-Means (FCM) [13]

In fuzzy C-means algorithm, partition of n data objects is done in Rd dimensional
space into k fuzzy clusters. This fuzzy clustering of data objects is obtained using
fuzzy matrix denoted by µij where i signifies number of rows and j signifies number
of columns. The objective function of FCM algorithm is given by

Jm =
c∑

j=1

n∑

i=1

µm
ij dij (4)

where dij is the Euclidean distance and m is the weighting exponent which controls
the fuzziness of data object with respect to resulting cluster. Combining the data
object X and cluster center C, Euclidean distance is given by

dij = ∣∣∣∣Xi − Cj

∣∣∣∣ (5)

Cj =
∑n

i=1 µ
m
ij Xi∑n

i−1 µ
m
ij

(6)
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where Cj is the centroid for jth cluster.
FCM is very sensitive to the initial values of cluster centers which likely falls it

into local optima. To cluster large data using FCM, this problem is to be resolved.

2.4 Particle Swarm Optimization (PSO)

PSO is one of the popular metaheuristic population-based optimization technique
which is inspired by flocking of birds originally introduced and designed byKennedy
et al. [17]. The flow of this optimization algorithm depends upon the initial position
and velocity of the particle. These attributes are used for number of iterations for
which the pbest and gbest values are calculated which represent the personal best
and global best of the system. The values of velocity and position for an individual
particle is obtained using Eq. (7)

V (t + 1) = w.V (t) + c1r1(pbest(t) − X (t))

+ c2r2(gbest(t) − X (t)); k = 1, 2, . . .P (7)

X (t + 1) = X (t) + V (t + 1)

where X and V represent the position and velocity of a particle, w represents the
inertia weight whereas c1 and c2 are positive acceleration constant values [18]. P
represents the number of particle and r1 and r2 are the random values (r1, r2) ~ [0, 1].

3 Results and Discussion

For the analysis of best suitable hybrid clustering algorithm to cluster the normal
and anomalous dataset, we have used PSO as mentioned in Eq. (7). Different hybrid
clustering algorithms are obtained by optimizing the individual techniques using
PSO. For PSOKMeans Eq. (1) is optimized using Eq. (7), for PSOKHarm Eq. (3)
is optimized using Eq. (7), and for PSOFCM Eq. (4) is optimized using Eq. (7).
Data conditioning of different datasets is carried out by inserting different types
of anomalies to each and every node data. These datasets are taken from various
standard laboratories such as sensor dataset 1 is taken from [19], sensor dataset
2 is taken from [20], and sensor dataset 3 is taken from [21]. The detailed data
conditioning is explained below:

1. Sensor Dataset 1 [19]:
This dataset is obtained by deploying nodes in different manners, i.e., singlehop
and multihop network. For each of the network, a dataset is obtained which
contains both normal and anomalous data.
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2. Sensor Dataset 2 [20]:
The dataset was generated by well-known Intel Berkeley lab experiment, 54
sensor nodes were used for monitoring the environment. We have utilized two-
node data, i.e., node 7 and node 9 and have inserted manual anomalous data in
the form of random noise.

3. Sensor Dataset 3 [21]:
This dataset was taken from the chemical sensors deployed for continuous mon-
itoring of the environment. Depending upon the scenario we have managed to
take data from each environment such as background activity, banana, and wine.
In these datasets manual anomaly in the form of shot noise is inserted.

By utilizing the abovementioned datasets, analysis of fitness functions for dif-
ferent hybrid methods is carried out. These hybrid algorithms are PSOKMeans,
PSOKHarm, and PSOFCM. The results are compared in Tables 1, 2 and 3, in which
Table 1 shows the comparison of Sensor Dataset 1 and the results show better per-
formance for PSOFCM as compared to other hybrid algorithms. Similarly Table 2
shows the comparison of Sensor Dataset 2 and the results show better performance
for PSOKMeans as compared to other hybrid algorithms. Table 3 shows the com-
parison of Sensor Dataset 3 and the results show better performance for PSOKHarm
as compared to other hybrid algorithms. So by analyzing and comparing the dif-
ferent hybrid clustering algorithms it can be concluded that performance of these
algorithms varies while handling various kinds of anomalous datasets.

Table 1 Comparison of
fitness cost for Sensor Dataset
1 having regenerative
feedback noise

Dataset PSOKMeans PSOKHarm PSOFCM

Singlehop 1 5.0936 5.1163 5.1281

Singlehop 4 3.0470 3.1496 1.6589

Multihop 1 2.7901 2.7887 1.5153

Multihop 3 5.9375 6.0849 6.0180

Computational
time (in s)

6.014 5.7711 5.805

Table 2 Comparison of
fitness cost for Sensor Dataset
2 having random noise

Dataset PSOKMeans PSOKHarm PSOFCM

Node 7 2.3168 2.4810 2.3168

Node 9 8.3497 8.3474 8.3712

Computational
time (in s)

6.82 7.159 6.95
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Table 3 Comparison of
fitness cost for Sensor Dataset
3 having shot noise

Dataset PSOKMeans PSOKHarm PSOFCM

Background
activity

0.4014 0.3923 0.3951

Banana dataset 0.2566 0.2568 0.2566

Wine dataset 0.0808 0.0808 0.0807

Computational
time (in s)

6.11 5.6723 5.8622

4 Conclusion

Different individual clustering algorithms face problem of local sticking at initial
value.Although for handling large noisy datasets inWSN, these clustering algorithms
limits their performance which degrades the overall performance of the system. On
the other hand, PSO, an optimization algorithm helps this clustering algorithm to
resolve their problems and in finding the best possible global optimum values. In
this paper, we have analyzed three hybrid algorithms PSOKMeans, PSOKHarm, and
PSOFCM in terms of fitness function and computational time. These algorithms are
tested using different anomalous WSN datasets. The results show variation in fitness
cost and computational time for different types of anomalies present in these datasets.
This paper also compares the performance in presence of different types of noisy
datasets for WSN and also suggests the best suitable hybrid clustering method. In
future, this work can be extended for designing entropy-based correlative system for
identification of anomaly.
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Modified Cluster Head Election
Scheme Based on LEACH Protocol
for MI-Driven UGWSNs

A. Laxmi Prasanna and Vinay Kumar

Abstract To enlarge the lifetime of any microsensor network the factors like
energy consumption rate, efficient routing protocols, and media access plays an
important role. In this article, we incorporated the concept of low-energy adaptive
clustering hierarchy (LEACH) protocol in homogeneous magnetic induction (MI)
communication-based underground wireless sensor network (UGWSN), i.e., in dry
soil medium. Furthermore, we extended our study to its heterogeneous counterpart.
Herein, a distinct energy model is used for energy calculations. Apart from this, we
developed an energy-efficient threshold-based cluster head (CH) election technique
which considers the initial energy of every sensor node in each round. The simulation
results show that there is a consistent performance in prolonging the wireless sensor
network lifetime which is expressed in terms of energy dissipation of network and
the number of alive nodes.

Keywords Underground wireless sensor networks (UGWSNs) ·MI
communication · LEACH protocol and energy heterogeneity

1 Introduction

MI-based communication is currently traversed approach in nonconventional media.
For nonconventional media like underground and underwater, electromagnetic (EM)
wave system is not suitable due to few problems like high path loss, large antenna
size, and dynamic channel nature. Hence, MI waveguide-based approach for com-
munication is proposed to rectify these effects in nonconventional media (soil, rocks,
and water) [1]. This MI waveguide approach for communication is implemented to
convey the effect of high attenuation in MI waves across the soil (dry or wet). MI
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approach uses the near field of magnetic field in low frequency to initiate wire-
less communication. In MI-based communication, primary and secondary coils of
a transformer act as transmitter and receiver, respectively. Various parameters such
as frequency of operation, number of turns, length of coils, and medium (properties
of soil) play a key role in MI communication. In MI communication, magnetic field
is generated by a time-varying current-carrying coil [2, 3]. In terrestrial environ-
ment, MI waves attenuate rapidly and can attain a good range in nonconventional
media. In WSNs, powered batteries are required for sustaining the sensor nodes to
some more extent. Since the transmission circuitry in the network consumes more
amount of energy, an energy-efficient protocol needed to be designed to reduce the
energy dissipation of the whole sensor network and to increase the network lifetime
[4–6]. Hence, an energy-efficient protocol named as low-energy adaptive clustering
hierarchy (LEACH) [7] is implemented in homogeneous environment.

As yet, there is no related work on classical routing protocols such as direct
transmission, minimum transmission energy (MTE), and LEACH in the era of MI
communication. Hence this paper explains about LEACH protocol (homogeneous
and heterogeneous) in MI era. In the following sections, related work on LEACH
protocol, contributions, and implementation of this protocol in homogeneous and
heterogeneous model followed by new proposed LEACH heterogeneous model in
MI perspective are shown.

1.1 Motivation

Wehave effectively implemented theLEACHprotocol basedon energyheterogeneity
in MI communication in dry soil medium. In this module, the related work in MI-
based communication is discussed.

Sharma et al. [8] developed a review on magnetic induction-based nonconven-
tional media communications. This paper mainly explains various applications in
MI-based approach and also discussed qualitative analysis on widely used commu-
nication techniques in nonconventional media.

Sun andAkyildiz [9] proposed amodel that characterizes the two important factors
of MI system, namely, bandwidth and path loss. In this paper, MI-based waveguide
technique is developed to reduce the high path loss of EM wave system and also
a comparative analysis is made on traditional EM wave system, MI system and
developed MI waveguide system in nonconventional media.

Kumar [10] explains about the design of MI-based energy-efficient WSNs for
nonconventional media using multilayer transmitter enabled novel energy model.
In this paper, four feasible compensation circuits and multilayer coil structure are
developed for the layout ofMI transceiver. A novel energymodelwhich illustrates the
dissipation energy in the transceiver circuit on MI-based in nonconventional media
is proposed.

Heinzelman et al. [7] implemented an application-specific protocol architecture
for wireless microsensor networks in which an energy-efficient protocol is designed
known as low-energy adaptive clustering hierarchy (LEACH). This paper aims at
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analyzing the protocol architecture that explains efficient routing and media access
to acquire the better network lifetime. Also this protocol explains a new distributed
cluster formation technique and algorithms for adapting clusters efficiently.

Zhou et al. [11] proposed a stable election protocol based on energy heterogeneity
in wireless sensor networks (WSNs) and also a new energy-efficient routing tech-
nique, i.e., energy dissipation forecast method (EDFM) is proposed for the efficient
election of cluster heads. In this article, amathematicalmodel on energy consumption
in heterogeneous WSNs is observed in detail.

1.2 Contributions

In this paper, the notion of energy-efficient LEACH protocol onMI-based communi-
cation is introduced to prolong the microsensor network lifetime in terms of energy
consumption, media access, and efficient routing in underground wireless sensor
network (dry soil medium).

The principal contributions of this paper are as follows:

1. Mathematical analysis of energy formulation of LEACH homogeneous and het-
erogeneous environment in MI perspective.

2. Evaluation of the election of cluster head probability per round in heterogeneous
WSN model.

3. Comparative analysis of LEACH protocol among the three models (homoge-
neous, heterogeneous, and proposed heterogeneous) on MI-based approach in
terms of average energy of each node and number of alive nodes.

2 LEACH Protocol

Several energy-efficient routing protocols and clustering techniques are proposed to
increase the sensor network lifetime, to improve low-energymedia access control and
to reduce the dissipation energy ofwhole system.Therefore, one of the basic primitive
protocol known as LEACH in homogeneous model explains the abovementioned
requirements. LEACH protocol has some assumptions such as sensor nodes having
enough transmit power, computational ability, and equal initial energy which maybe
possible due to modern advancement in technology [12]. This protocol action is
segregated into rounds, each round consists of setup phase and steady-state phase.
Setup phase comprises cluster head (CH) election and cluster formation mechanisms
while, steady-state phase explains about the data transmission. In the election of CH,
the probability of each node i to become a CH per round r in homogeneous model is
given as

Pi = P

1− Pmod(r, round(
1

P
))

(1)

where P is the average CH election probability
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Table 1 Parameters used in
the paper and it’s definition

Parameter Defination

N Total MI nodes in the network

K Number of clusters

M Side of sensing region (m)

l Number of bits

ETx−elec Tx electronics energy

ERx−elec Rx electronics energy

d6
toCH Distance from non-CH to CH

d6
toBS Distance from CH to BS

I Current in transmitter coil (A)

a Radius of coil (m)

n Number of turns of transceiver coils

d Distance between the Tx and Rx (m)

G Attenuation factor

δ Skin depth

P Avg CH election probability

m Fraction of advanced nodes (0.1)

After the election of CHs, each CH node gives an acknowledgement through an
advertisement message (ADV) to all non-CHs using nonpersistent carrier sense mul-
tiple access (CSMA) MAC protocol. Also each non-CH sends a message request to
the selected cluster head using this protocol and now each CH establishes a TDMA
schedule for the data transmission within the cluster. This TDMA schedule reduces
the energy consumption in non-CHs and collisions among the messages. Next in
steady-state phase, few assumptions are made like nodes are perfectly synchronized
in time and start the setup phase at equal times. Using TDMA schedule, data from
non-CHs is transmitted toCHs in allocated time intervals. To reduce the effect of inter-
cluster interference, every cluster convey the information employing direct sequence
spread spectrum (DSSS) and uses a unique spreading code [13]. Now the data is sent
from CHs to sink or base station (BS) using CSMA and a fixed spreading code. The
following table represents the various parameters that are considered in this paper
and their definitions (Table 1).

2.1 Proposed Heterogeneous WSN on MI-Based Approach

In this segment, we discuss the energy formulation on magnetic induction (MI)-
based heterogeneous WSN model in underground medium (dry soil). In general,
unlike homogeneous WSNs, heterogeneous WSNs with MI sensor nodes are having
different sensing power, computational ability, and various energy levels.
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We assume that WSN deploy the sensor nodes uniformly over the square sensing
region of side M. This network model comprises two types of sensor nodes, namely,
normal nodes and “m” fraction of advanced nodes and assuming the position of sink
or base station at the center of square sensing region. Let the normal nodes has initial
energy as E0 and advanced nodes has (1+ λ)E0, where advanced nodes have λ times
more the initial energy. P be the optimal election probability of a node to become
a cluster head and N be the total number of sensors in the network. The election
probabilities of two types of nodes are as follows:

Pn = P

1+ λm
(2)

Pa = P(1+ λ)

1+ λm
(3)

According to the traditional LEACH protocol (homogeneous model), initially
all the sensor nodes have equal energy and enough transmission and computational
power. Let K be the number of clusters (K < N ). In this protocol, nodes categorize

into clusters and there will be
N

K
number of nodes in a cluster with one cluster head

(CH), while (
N

K
)− 1 number of non-cluster head nodes. Non-cluster head nodes

assemble the data and send to cluster head then, CH nodes further broadcast the
information to sink or base station (BS) for processing through MI waveguide.

In general, WSNs in MI communication are restricted to the amount of energy.
These battery operated sensor nodes have no source for recharging and can not
survive for long time. This shows an impact on the sensor nodes to minimize the
dissipation energy. Hence an energymodel is required in governing some aspects like
efficient routing, clustering, and MAC protocols. As stated by radio energy model,
the dissipation energies of cluster heads and non-cluster heads per round to transmit
l bits of data in MI perspective [10] are represented as

ECH = l(
N

K
− 1)ERx−elect + lETx−elect + lαEMI (d

6
toBS) (4)

ENonCH = lEelect + lαEMI (d
6
toCH ) (5)

Here,ETx−elect andERx−elect are the electronics energies at transmitter and receiver,
respectively, which depends on digital modulation and coding approach, EMI is the
dissipation energy in a current-carrying coil and α is a factor that depends merely
on skin depth (δ) of medium which is inversely proportional to the frequency of
operation and mutual inductance (MI) between transmitter and receiver coils. The
value of magnetic permeability remains almost constant in nonconventional media
(soil,water and rocks).

EMI = μI2a4n2

8d6
(6)
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MI = μπn2a4

2d3
G (7)

G = e−
d

δ
(8)

where μ is magnetic permeability, d6
toCH is the distance from sensor node to cluster

head, and d6
toBS is the distance from cluster head to the sink. We assumed that each

cluster is in circular shape and the position of base station (BS) is at center of square
sensing region. Hence, the expected values of these distances are shown below,

E[d6
toCH ] = 0.008

M 6

K3
(9)

E[d6
toBS ] = 0.011M 6 (10)

Our proposed technique is similar to the heterogeneous LEACH protocol except
in case of cluster head selection of two types nodes. Equation1 is the generalized
expression of any MI sensor node that represents the probability of each MI node to
become a cluster head and is referred from [7]. The following two equations represent
the probabilities of each normal and advanced node to become a cluster head at rth
round multiplied by a term which is the initial energy of respective nodes (normal
and advanced). Where the parameters λ and m are constants.

Pnrm(i) = Pn

1− Pnmod(r, round(
1

Pn
))

(
E(i)

1+ λm
) (11)

Padv(i) = Pa

1− Pamod(r, round(
1

Pa
))

(
E(i)(1+ λ)

1+ λm
) (12)

whereE(i) is the initial energy of ith sensor node (normal or advanced node) in round
r. Excluding the CH election in proposed heterogeneous model, cluster formation
algorithm, and steady-state phase mechanism resembles with the traditional LEACH
protocol.

3 Results and Analysis

In this segment, the evaluations of standard LEACH protocol (homogeneous and
heterogeneous models) and proposed model are performed through MATLAB. The
following results (Figs. 1 and 2) show that at 1KHz frequency of operation, proposed,
and heterogeneous models exhibit better performances than homogeneous model in
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Fig. 1 Number of alive
nodes versus number of
rounds in dry soil medium at
1KHz of frequency

Fig. 2 Average energy of
each sensor node versus
number of rounds in dry soil
medium at 1KHz of
frequency

terms of number of alive nodes and average energy of each node. In performing the
simulations through MATLAB, Eqs. 2, 3, 11, and 12 are used to evaluate the number
of dead nodes and alive nodes per round in the sensor network. Similarly, Eqs. 2, 3,
4, 5, 11, and 12 are used to calculate the average energy of each MI sensor node per
round which also depends on the factors like EMI , M, G, d6

toCH , and d6
toBS .

From Fig. 3 it is inferred that as the frequency of operation increases, the energy
needed for the transmission decreases and hence the first sensor node dies early in
the network. Therefore, this leads to the decrease in the number of alive nodes as
the frequency of operation increases. Also, the dissipation energy at transmitter side
depends on the coil and circuit parameters such as number of turns of transceiver
coils, radius of coil, and distance between the transceivers.
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Fig. 3 Number of alive
nodes versus number of
rounds in dry soil medium at
1 and 3KHz of frequency

4 Conclusion

In this paper, we have incorporated the concept of traditional LEACH proto-
col in homogeneous and heterogeneous environment in magnetic induction (MI)
communication-based underground wireless sensor network (UGWSN). We devel-
oped an energy-efficient threshold-based cluster head (CH) election technique which
considers the initial energy of every sensor node in each round. The simulation shows
that, as compared to homogeneous energymodel, the heterogeneous counterpart pro-
vides a consistent sensor network lifetime (in terms of number of alive nodes) and
energy efficiency (in terms of residual energy of each sensor per round).
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Stable Energy-Efficient Routing
Algorithm for Dynamic Heterogeneous
Wireless Sensor Networks

Akshay Verma , Sunil Kumar , Prateek Raj Gautam
and Arvind Kumar

Abstract The advancement in recent research in the field of dynamicwireless sensor
networks opens the major challenges in terms of Qos (Quality of Service), connec-
tivity, reliability, and many more. The work that is being presented in this literature
overcomes such issues by implementing a Stable Energy-Efficient Routing Algo-
rithm (SERA) for Dynamic Heterogeneous Wireless Sensor Networks (DHWSNs).
The SERA protocol dynamically selects the cluster heads (CHs) and also provides
the re-rotation of such selected CHs at the proper time for sync energy consumption
in the network. In SERA, the normalized concept of distance and energy is used for
selecting the CHs and the connectivity of such CHs with its neighbors is provided
on the basis of threshold distance do, thereby, increasing the reliability, QoS, and
connectivity in the network. The simulation results justified that the SERA protocol
withstands for DHWSNs in terms of QoS, connectivity, reliability, and stability.

Keywords Wireless sensor network · QoS · Reliability · Connectivity

1 Introduction

In recent research, dynamic wireless sensor networks (DWSNs) are the major focus
for routing developers. A number of users are utilizing the DWSNs to extract their
interested purposes. The major challenges in the DWSNs are mobility and connec-
tivity with the users. SinceWSN is made up of sensor nodes which are equipped with
intelligent but limited-power microcontrollers that can sense, process, receive and/or
transmit, and store the data, reliable energy-efficient routing algorithms should be
designed. The goal of the routing algorithm is to forward the desired data efficiently
to destination/base station (BS). A number of routing algorithms have been designed
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on the basis of proactive and reactive topology basis to serve such purposes [8]. Since
the reactive topology provides on-demand response to the users/mobile sinks (MSs),
it is more popular than that of proactive approaches [8]. But it has the issues related
to QoS, reliability, and connectivity among the nodes. Since the sensor’s power is
limited, sensor nodes are intelligently connected together to form a reliable and
energy-efficient routing path so that the overall network performance is enhanced.
The broad application areas of WSNs are in military operations, pollution control,
vehicle motion smart cities, etc. [13].

A number of cluster-based routing protocols are designed which work on the ran-
domly distributed immobile sensor nodes [2, 6, 7, 9, 14]. But there are very few
clustering protocols which work on the routing and connectivity of mobile sensor
nodes. These are AODV [10], PUMA [12], and SLMRP [1]. The PUMA protocol
routes the data by flooding the data in the network and forming themeshwith the help
of a connectivity list and assigning a core to the network. The limitation of this is that
the protocol periodically floods the data in the mesh regardless of the interest of the
nodes which increases the overhead in the network. To overcome such issue, Abdul-
wahid et al. developed SLMRP which uses the multicast routing activation timer
(MRAT) and path timeout timer (PTT) for load distribution. The discussed protocols
[1, 10, 12] have applied the randomway point mobility model and applied the partial
mobility in the network to the (MSs). Further, in recent research, a Clustering-based
Optimized HEED protocols for WSNs using bacterial foraging optimization and
fuzzy logic system [4], and designing of energy-efficient stable clustering protocols
based on BFOA for WSNs [3] are implemented. These protocols also focus on the
partial mobility of nodes but the work is remarkable as far as stable clustering is
concerned.

The proposed protocol SERA also applied the random way point mobility model
to all the sensor nodes which remove the partial mobility in the network and then we
discussed the novel clustering method which routes the data to BS and provides the
proper re-rotation of CHs at the proper time which improves the QoS, connectivity,
and reliability issue of the network. The protocol is more dynamic than that of the
existing protocols and can withstand in a dynamically changing environment of
WSNs.

The organization of the paper is as follows: Sect. 2 provides the details of SERA
protocol. Section3 presents the simulation results. Finally, the conclusion is con-
cluded in Sect. 4.

2 SERA Protocol

Since in SERA protocol, all the sensor nodes are mobile and have limited battery
power, there should be a dynamic clustering approach which selects the proper CHs
and provides the proper route toward BS when the position of mobile nodes changes
with time. The proposed protocol utilizes the concept of normalized node distance
di j
norm(t) and energy Ei

norm(t) in proportion manner that can be evaluated by
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di j
norm(t) = di (t)

d j
max

(1)

Ei
norm(t) = Ei (t)

Emax(t)
(2)

where di j
norm(t) denotes the normalized distance for a node i to center/BS j at time

t , di (t) is the node i distance from BS j , d j
max = 50

√
2 m is the maximum possible

distance from the BS j which depends on network filed, Ei
norm(t) represents the

normalized energy at time t , Emax(t) is the maximum residual energy present in the
network at time t , and Ei (t) denotes the residual energy of sensor node i .

The Eqs. (1), (2) represents the cost function in proportion manner which can be
evaluated as

Cost − fi (t) = Ei
norm(t)

di j
norm(t)

(3)

The proposed cost function as shown in Eq. (3) selects the proper CHs when the
location and energy of sensor nodes change. The cost function selects the CHs until
optimum number of CHs kopt are selected which can be identified from Eq. (4) as
given by [5, 11]

kopt =
⎧
⎨

⎩

√ n
2π . M

davg−toBS
= √ n

2∗π
. 2
0.765 , f or d ≤ do

√ n
2π .

√
ε f s

εmp
. M
d2
avg−toBS

, f or d ≥ do
(4)

where n denotes the total number of nodes deployed in M × M region, ε f s or εmp

is the power amplifier energy consumption, and davg−toBS represents the average
distance from CHs to BS which can be evaluated as [11]

davg−toBS = 0.765
M

2

The proposed cost function tries to minimize the energy consumption in the net-
work by normalizing the energy and distance factors in proportional manner so that
there would be sync energy consumption in the network. Thereby, it maintains the
CHs distribution effect in the network and make the lifetime of network longer due
to di j

norm(t) factor.
For network performance analysis, we have adopted the radio energy model as

provided by Heinzelman et al. [5]. As per [5], the energy expended by the radio over
a distance d for transmitting and/or receiving an l-bit message can be evaluated as

ET x (t) =
{
l.Eelec + l.ε f s .d2 d < do
l.Eelec + l.εmp.d4 d ≥ do

(5)
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where ET x (t) is the transceiver energy dissipation at time t , d denotes the distance
between the sender and receiver, Eelec denotes the transmitter/receiver circuit energy
dissipation per bit, ε f s .d2 or εmp.d4 is the amplifier energy that depends on acceptable

bit error rate, the distance to the receiver and the do =
√

ε f s

εmp
denotes the threshold

distance.
Since the network is heterogeneous, the n sensor nodes occupying with different

energies in between [Eo 2Eo] are dispersed uniformly within an M × M region
initially. Thus, the total initial energy Etotal of the HWSN can be obtained by

Etotal =
n∑

i=1

Eo(1 + βi ) (6)

where Eo is the initial energy in the nodes, β is the incremental energy factor.
In addition, connectivity with the mobile nodes is also a major issue which is intro-
duce in the proposed protocol to figure out the network connectivity performance.
Since the mobile nodes keep changing its direction and location with time, beyond
the distance do such nodes would lose the linkwithwhich they are connected and lose
the information. The transmission of data is only for the distance d < do. Moreover,
the proposed protocol also maintain the re-rotation of CHs with time t with the help
of sub-epoch as shown in Eq. (7). The nodes once selected as CHs will not take
part in the CH selection process untill sub-epoch Eq. (7)is satisfied. Equation (7)
also helps in sync energy consumption of sensor nodes during the data processing. It
increases the network lifetime, minimizes the energy consumption, and increases the
network throughput. Consequently, it improves the QoS with reliable connectivity
in the dynamic network.

sub-epochi (t) =

⎧
⎪⎨

⎪⎩

mod

(

r, round

(
1

Cost− fi (t)

))

= 0, i ∈ Gc

Otherwise, i /∈ Gc

(7)

where Gc is the group of nodes that take part in the CHs selection process at time t .
In the SERA protocol, with prior knowledge of deployed sensor nodes energies

and their locations, BS estimates the Cost − fi (t) and relatively selects CHs as
per higher values of the Cost − fi (t) until kopt nodes are selected. This process is
followed in every round until the end of the network lifetime.

3 Simulation Results

This section describes the performance of the SERA protocol using DHWSN. The
parameters used in the proposed protocol are tabulated inTable 1 and then the network
performance analysis is done by using MATLAB. We consider a network in which
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Table 1 Simulation parameters

Symbol Description Value

Eelec Transmitter/receiver electronics 5 nJ/bit/m2

Eo Sensor node energy 0.1 J

n Nodes 100

β Incremental energy factor 1

l Packet size 500 bytes

ε f s Transmit amplifier (d < do) 10 pJ/bit/m2

εmp Transmit amplifier (d ≥ do) 0.0013 pJ/bit/m4

EDA Data aggregation energy 5 nJ/bit/message

Time 20 s
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Fig. 1 Snapshot of mobile nodes at 20 s in 100 m × 100 m network field

n = 100 mobile sensor nodes are distributed randomly in 100 m × 100 m field at
time 0 s with BS located at the center of the sensing region as shown in Fig. 1.

From Eq. (6), the simulation results are presented for β = [0.1 1] which provides
the energy heterogeneity to the nodes. In the SERA protocol, the CHs selection is
independent of popt and pi (r) as used by [5]. The presented experiment model is
simulated for dynamically changing mobile nodes. However, [1, 10, 12] protocols
are simulated for partial mobile nodes, i.e., most of the nodes are stationary and fewer
are mobile. Therefore, the comparative analysis of the proposed SERA protocol with
[1, 10, 12] protocols is not possible. Alive nodes versus rounds and network energy
surviving versus rounds for DHWSNs are plotted in Fig. 2 and Fig. 3, respectively.
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Fig. 3 Nodes energy surviving versus rounds

Figure2 indicates that the die-up of alive nodes starts sharply with time which main-
tains the network coverage as long as possible and there is a sharp cutoff in alive
nodes after 90% die-up of nodes because of sync energy consumption as plotted in
Fig. 3. Figures 4, 5, and 6 represent the successful packet received at BS, CHs, and
cumulative network energy surviving with variation in incremental energy factor β.
Figure7 represents the individual node energy status at different time which implies
that the energy consumption of nodes is almost in sync. Figures8 and 9 represent the
packet received at BS and CHs respectively which is almost in an equal pattern, i.e.,
the proposed protocol also maintains the equal load distribution at CHs and BS of
the network. Figure10 describes the stack flow of nodes surviving from a stability
period to 100% die-up of nodes. It indicates that with increase in β, the lifetime of
network increases because of increase in network energy. Also, each stack (from
bottom to top) at particular β represents the stability period, 10, 20 , 30, 40, 50, 60,
70, 80, 90, and 100% die-up of nodes. It is clear from the discussed figures that the
overall performance of the network in terms of QoS, connectivity, reliability, and
stability period can withstand within the constrained region for a completely mobile
network.
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4 Conclusion

In this paper, the SERA (Stable and Energy-Efficient) protocol is proposed a pro-
portional approach for analyzing the network performance of the dynamic Hetero-
geneous WSNs (MHWSNs). It provides a generalized cost function for DHWSNs.
The SEAR protocol focuses on the normalized distance and energy factor in the
network for finding the optimum number of cluster heads (CHs) and also provides
proper re-rotation of such CHs at the proper time with the help of sub-epoch. It
maintains the CHs distribution in the network which provides sync energy consump-
tion in the network and makes the network lifetime longer. Simulation results justify
that the SERA protocol is reliable and efficient for DHWSNs. The SERA protocol
maintains the QoS in the network by increasing the throughput, network lifetime and
decreasing the energy consumption of sensor nodes. Thus, the overall performance
of the network is well-balanced in the proposed SERA protocol. In future, the pro-
posed protocol also focuses on the large-scale dynamically changing WSNs with
completely mobile sensor nodes and then analyzes the overall network performance
on different environmental factors.
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Comparative Study of Different Routing
Protocols for IEEE 802.15.4-Enabled
Mobile Sink Wireless Sensor Network

Pallavi Joshi, Ghanshyam Singh and A. S. Raghuvanshi

Abstract Routing protocols play a very significant role in Wireless Sensor Net-
works (WSN). Routing is responsible for establishing an optimal path between the
source and sink node. WSN are self-organized networks of spatially distributed ded-
icated sensors which collect the data and send it to the base station. IEEE 802.15.4
is an IEEE standard developed for Low Rate-Wireless Personal Area Network (LR-
WPAN). Most real-time WSN applications use IEEE 802.15.4 standard for Media
Access Control (MAC) and Physical layers in order to enhance the functionality
of the nodes. This paper aims to provide a comparative performance evaluation of
four chosen routing protocols most suited for WSN applications, which are, Ad-hoc
On-demand Distance Vector routing (AODV), Dynamic MANET On-demand rout-
ing (DYMO), Bellman–Ford and Optimized Link State Routing (OLSR) protocols.
The performance of each protocol is compared using standard Quality of Service
metrics (QoS) like average throughput, average end-to-end delay, average energy
consumption, etc. The developed scenario is studied for both stationary and mobile
sink condition. Simulation results presented show that DYMOperforms best in terms
of average throughput, average energy consumption, and total packet received at sink.

Keywords Wireless sensor networks · Ad-hoc networks · AODV · DYMO ·
Bellman–Ford · OLSR · IEEE 802.15.4 · Routing protocols

1 Introduction

Sensor networks are basically the networks consisting of different or same types
of nodes. WSNs are very similar to wireless Ad-hoc networks. These nodes are
sensor nodes which sense the parameters like pollutants in the air, temperature,
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vibration. etc.; these parameters are transmitted to the base station via a path called
Route. The algorithms used to find the paths from the source to sink are called
Routing Algorithms. Data-Centric Routing is generally implemented in wireless
sensor networks [1]. WSN does not need any infrastructure. According to the need
of the application, it can configure itself into any topology [2].

Routing is the term which refers to the technique of finding the best path between
the source and destination in very less time and also by utilizing very less energy.
Delay and energy consumption are the main constraints in wireless sensor networks.
Routing is simply relaying of data, but to do it efficiently and in an optimizedmanner,
we have different routing protocols. These protocols are basically algorithms which
handle the task of finding the path very efficiently [3].

Mobility is a profound feature in wireless networks. Mobility may avoid unneces-
sary delays and errors in wireless sensor networks [4]. Mobility in wireless networks
can solve many problems:

• Plenty of applications can be implemented withmobile nodes likemilitary surveil-
lance, cattle and habitat monitoring, etc. [5].

• If the mobile nodes are present in a network, then there is hardly any chance of
link breakage; also, it gives relief from traffic congestion [4].

• Since there will be no link break, it will solve the problem of network connectivity
with a few nodes moving and the other nodes in their fixed location [6]. The
moving nodes act as full-function devices and have the ability to collect data from
the stationary nodes.

Comparison study of four protocols is done by simulation in Exata/Cyber soft-
ware. Thiswill help other researchers to select the appropriate protocol for a particular
QoS parameter in which the protocol gives best results.

The paper organizes five sections: Sect. 1 is the Introduction of wireless sensor
networks and Ad-hoc wireless network. Section 2 explains ZigBee/IEEE 802.15.4
technology is MAC and PHY protocol which is used in the scenario. Section 3
discusses the routing protocols implemented in the WSN scenario which enable
IEEE 802.15.4. Section 4 contributes to the proposed work. Section 5 deals with the
simulation and parameters analysis. Section 6 manifests results and discussions and
in Sect. 7, the study is concluded.

2 IEEE 802.15.4

It is LR-WPANwhich works at low cost, transfers data efficiently for upper layers of
the protocol stack, and efficiently uses energy [7]. It is defined in both the Physical
as well as the MAC layer of the network. At the Physical layer, it uses the modula-
tion scheme as Offset-QPSK and Radio type as 802.15.4 Radio. The Physical layer
has three frequency bands of 868 MHz (1 channel), 915 MHz (10 channels), and
2400 MHz (16 channels) [8].
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For the MAC layer, the IEEE 802.15.4 standard employs two types of devices
that are FFD (full-function device) which act as a network coordinator. FFD can
synchronize, establish communication, and join in the network by sending beacons.
The RFDs (reduced function devices) can sense and detect the parameters and are
called end devices. RFD can interact with one FFD. The PAN coordinator sends a
beacon which has a super frame structure as shown in Fig. 1. The frame beacon has
two periods—Active and Inactive period (sleep period). The Active period has 16
slots out of which 9 slots are allotted for contention access period and 7 slots are for
contention-free period. The whole beacon period (consisting of Active and Inactive
periods) is called Beacon Interval and this structure regulates the sending of beacon
by a PAN coordinator.

3 Routing Protocols

Routing protocols are used with respect to the nature and topology of the sensor
networks, so they can be categorized as

• Static and Dynamic
• Reactive (On-demand), proactive (Table-driven), and hybrid
• Link state and Distance vector

The reactive routing protocols like AODV, DYMO are on-demand routing proto-
cols. For these, the routes are found only when the source node desires to transmit
the message to the sink node. Reactive protocols make routes on demand. Proactive
protocols like OLSR are Table-Driven protocols make use of routing tables. The
hybrid protocols like ZRP characterizes both reactive and proactive protocols [3, 9].

AODV—AODV (Ad-hoc On-demand Distance Vector) is designed specifically
for Ad-hoc networks for establishing routes to sink nodes when the source demands
it, hence the name “On-Demand”. It finds routes only when a source node requests
thereby avoiding extra traffic [10]. It is suitable for both multicast and uni-cast rout-
ing. As long as the source node needs the routes, they are maintained otherwise
discarded. Initially, the source node which wants to transmit initiates route discovery
and transmits route request packet to the neighbors thereby avoiding unnecessary
broadcasts [11]. When it reaches the sink, the sink sends a reply message toward a

Fig. 1 IEEE 802.15.4 super frame for MAC
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reverse path to the source. Error is handled by sending RERR packets. Thus, AODV
avoids looping and unnecessary long routes.

DYMO—DYMO (Dynamic MANET On-demand) is a modified version of
AODV. Both go well with MAC IEEE 802.15.4 [12, 13]. DYMO is a simple but
fast reactive protocol, basically for multi-hop wireless networks. DYMO constitutes
two operations—Route discovery and Route maintenance. It repeats the Route dis-
covery process for avoiding congestion in the network [14]. Unless the suitable route
path is obtained, it continues to send beacon messages and waits until the route is
discovered. This protocol saves memory to a larger extent because only the routing
information of the concerned source and destination nodes are maintained by every
node [15]. In case of a link breakage, RERR is issued and the route is discarded;
again the same process starts and a new route is established.

BELLMAN–FORD—This protocol overestimates the length of the path from
the first vertex to other vertices. Iteratively, the same process continues and replaces
the new shorter paths by previous overestimated paths thereby getting the optimized
paths as a result.

It is similar to Dijkstra’s shortest path algorithm. It searches the shortest path
between the given source and sink in the graph by means of the shortest branches
in the graph. Bellman–Ford is suitable for both weighted and non-weighted graphs.
It handles negative weights in the graph and they are discarded in the search of the
shortest distance.

OLSR—OLSR (Optimized Link State Routing) is a link-state protocol specifi-
cally designed forMANETSwith high density of nodes. This protocol has the ability
to control random traffic. It goes well with mobile networks and can exchange topol-
ogywith different nodes in the network. It is a proactive protocolwhich has some data
forwarding and traffic control nodes called MPRs (multipoint relays). These MPRs
are efficient in flooding mechanism and can reduce the unnecessary transmissions in
the network.

4 Proposed Work

The random mobility model which is popular for measuring the performance of the
routing protocol of Ad-hoc networks was proposed by Johnson and Maltz. In our
scenario, we are introducing five ground vehicles which possess random waypoint
mobility and collect the sensed data from other stationary nodes. The 100 stationary
nodes are randomly deployed and some nodes (source nodes) are connected via a
CBR link to the base station. We are basically focusing on how reactive and proac-
tive protocols behave for an IEEE 802.15.4-enabledwireless sensor network scenario
with large number of nodes. Four protocols are implemented: AODV, DYMO, Bell-
man–Ford, and OLSR and the QoS metrics are analyzed.
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5 Simulation and Parameter Analysis

Exata/Cyber network simulator is used for generating a random scenario of 100 sen-
sor nodes and five unmanned ground vehicles which have random waypoint mobil-
ity [16]. These vehicles are acting as temporary base stations for collecting data
from other nodes. A destination station is placed in the scenario which is connected
through CBR link with 10 nodes acting as source nodes. Figure 2 shows the scenario
in Exata/Cyber. Now the scenario is saved and the simulation is started with all four
protocols implemented each time. Some 10–15 simulations were done with different
SEED values.

SEED is the parameter which regulates the initialization of the location of the
nodes. Since the nodes are randomly distributed, for every simulation the location
of the node will get slightly changed (Table 1).

Fig. 2 A model scenario with 100 stationary and 5 mobile nodes
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Table 1 Simulation
parameters

Parameters Values

Scenario dimensions (m) 500 m × 500 m

No. of nodes 105

No. of mobile nodes 5

MAC protocol MAC 802.15.4

Routing protocol AODV, DYMO, Bellman–Ford,
OLSR

Mobility model Random waypoint

Simulation time (s) 800

Bandwidth (Mbps) 2

Traffic type CBR

Data packet size (bytes) 512

6 Results and Discussions

The scenario implements the following technologies in Exata/Cyber

• The wireless standard IEEE 802.15.4 for MAC and Physical layers.
• The random waypoint mobility.
• AODV,DYMO,Bellman–Ford, andOLSR routing protocols for the same scenario.

The same scenario with different parameters is run in Exata/Cyber and the results
of different performance metrics which are obtained in the analyzer of Exata/Cyber
have been observed for two different protocols. The paper compares QoS metrics for
all four protocols [17]. The results are as follows.

Throughput is the division of the total data collected by sink node from the source
by the time taken by the sink to get the final packet. Its unit is bit/sec. The higher the
mobility of the nodes, the more will be the throughput and is high in case of DYMO
as shown in the graph. Figure 3 shows the graph for average throughput.

Due to some reasons like queuing and various routing paths, a packet may experi-
ence delay in reaching to the sink node. The average end-to-end delay is the total time
interval taken by a data packet that started from the source to be received entirely by
the sink. Its unit is seconds. Formobile nodes, Bellman–Ford gives negligible end-to-
end delay. For reactive protocols like AODV and DYMO, the delay is approximately
the same. Figure 4 demonstrates the graph for the average end-to-end delay.

The jitter is the term used for the variations of time in between the incoming of
packets. Due to drift in time, congestion, and change in route paths in the network,
this factor comes into the picture. The lower the value of jitter, the better it is for the
network. For mobility model, proactive protocols behave excellently for this QoS
metric whereas DYMO shows comparatively less jitter in a dense network scenario.
Figure 5 shows the graph for Average Jitter.
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Fig. 3 Average throughput
at the sink node

Fig. 4 Average end-to-end
delay

Fig. 5 Average jitter
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The scenario is equippedwith both stationary andmobile nodes.Mobile nodes are
prone to more consumption of energy. The main constraint of any Ad-hoc network is
the energy consumption by the nodes, which should be less. We can easily observe
that DYMO protocol saves much energy than the rest of the protocols. It can be
noticed that the consumption of energy increases with the density of nodes in the
WSN. Figure 6 is the graph for average energy consumption.

The packets sent from all sources may get dropped in the way due to delay, traffic,
etc. The highest number of packets received at the sink node is for the scenario
implementing DYMO. Figure 7 shows the graph for total packets received at the
sink node (Table 2).

DYMO is the fast routing protocol and is able to search unicast routes thereby
serving best for on-demand and dynamic topology-based scenarios. It has to main-
tain little routing state by only taking care of the information of active sources and

Fig. 6 Average energy
consumed

Fig. 7 Total packets
received
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Table 2 For the same scenario with 105 nodes, the comparison for four different protocols for
different performance parameters is done

S No. Utilized
protocols

Avg.
throughput
(bits/sec)

Avg.
end-to-end
delay (s)

Avg. jitter
(s)

Avg.
energy
consumed
(mJ)

Total
packets
received

1 AODV 112 12.14 24.87 0.498 130

2 Bellman–Ford 0.231 0.02737 0.135 0.452 0.125

3 DYMO 222 11.39 16.31 0.432 220

4 OLSR 57 0.11124 0.0381 0.604 21.34

destinations making it resource and memory constrained. This is the reason why
DYMO outperforms the AODV, Bellman–Ford, and OLSR protocols in the case of
average throughput, energy consumption and total packets received.

7 Conclusion

The paper demonstrates the example for analyzing IEEE 802.15.4 network per-
formance for reactive and proactive protocols. Delay and energy consumption are
the main constraints in wireless sensor networks. After analyzing the results, it is
observed that for a scenario of mobile nodes, the average throughput, average energy
consumption, and total packets received is excellent for DYMO but at the cost of
average jitter and average end-to-end delay [18]. It can be concluded that Bellman–
Ford and OLSR protocols gives very less jitter and delay but their throughput is very
less which is not idle for the wireless network [19].

The energy consumed in the scenario when DYMO was implemented is much
less as compared to that of other protocols [20]. So it can be concluded that DYMO
is the leading reactive protocol when IEEE 802.15.4-enabled sensor networks are
employed with high density of nodes.
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Cooperative Communications
Framework for Industrial Applications

Mudit Agrawal, Nandkishor Joshi and Neetesh Purohit

Abstract The communication network of any industry plays very crucial role in its
efficient operations and hence there is an increasing demand for building a dedicated
wireless network which should be used within the industry by various entities. In
this work, a cooperative communication-based unified framework has been devel-
oped that allows the spectrum sharing among the employees, machines, operators,
managers, etc. Using the concepts of cognitive and cooperative communications with
relays, all communications are carried over the same spectrum in very efficient way.
Simulation is carried out by deploying both stationary as well as mobile nodes and
the overall performance is analyzed in terms of the outage characteristics and channel
capacities of both primary (fixed nodes) and secondary (mobile nodes) communica-
tions. A protocol stack with three layers has been proposed at the end for supporting
the prototype development.

Keywords Cognitive radio (CR) · Cooperative communication (CC) · DF relaying
protocol · Rayleigh fading channels · Outage probability · Channel capacity

1 Introduction

Industrial areas rely on human interaction and large-scale wired infrastructures for
communication between various devices and sectors. However, there are several lim-
itations like terrain, area of coverage, etc., associated with landline communications.
Using the concept of maximum frequency reuse and the capabilities of small evolved
NodeBs (SeNB) as described in [1], a pervasive wireless infrastructure can be devel-
oped to cater to both wireless sensor network (WSN) and human communication
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traffic. Since we propose dealing with both machine to machine (M2M) and human
to human (H2H) communications over long-term evolution (LTE), the various traf-
fic issues attributed to varying loads of uplink and downlink, periodic and bursty
nature and mobility of the nodes was studied as in [2], while considering cooperative
communications for improved performance, efficiency and simplified deployment
(as compared to MIMO systems) as in [3].

The essence of this paper is how primary and secondary flows will take place
concurrently under the framework of cooperative cognitive communications. In this
paper, the author has studied the performance of the system, expressing the per-
spective of the underlay in the context that knowledge of interactive channels is
important for implementing underlay theory in hardware [5]. The concept of decode-
and-forward (DF) relaying in case of mobile terminals and no direct line-of-sight is
studied as in [6] while [7] studies the behaviour of outage of various such protocols
used to tackle multipath fading. Formulae for estimating the outage, the capacity of
the channel employed by the secondary user and the scheme for controlling power of
the secondary users are also inspired by this literature. The papers [8–10] discuss the
marvels of Internet of Things (IoT), the various technologies required to implement
the solution as a whole (e.g. cloud computing, M2M andWSN) and various present-
day cognitive IoT frameworks studied across various literature but also highlight
several real-world scenarios.

The objective of this paper is to design and develop a communications scheme
which caters to both the primary (M2M) and secondary (H2H/M2H) communications
while maximizing the use of the available resources under the constraint of the
underlaymode of operation of cognitive radio. It involves designing a layout of nodes
with proper channel modelling and power allocation for CR operation, supporting
cooperative relaying protocols. The main purpose of performing these tasks is to
study the metrics of performances of such a network and understand the feasibility
of deployment of such a set-up and view it with the perspective of an IoT inspired
solution. The wonderful thing about IoT is the sheer amount of flexibility it provides
in terms of making a solution application-specific.

Section 2 explains the proposed framework; simulation results and discussion are
presented in Sect. 3 and Sect. 4 presents the conclusion and future scope of this paper.

2 The Proposed Framework

As shown in Fig. 1, the machines are considered as the primary users and the
human/vehicle are considered as secondary users. Both primary and secondary com-
munications follow DF relaying protocol in which nodes of similar nature act as
relays between the source and destination. The secondary communication runs in
parallel with primary communication. It is communicated by correcting the power
used by the primary relay without obstructing the total power available in the system.
Now, the system can be called tolerant for a particular interference level. Thus, the
power of the secondary transmitter is calculated with respect to this constraint.
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Fig. 1 The schematic diagram of the communication system

Power available for secondary relay is obtained from three powers, primary trans-
mitter power, primary relay and secondary transmitter. In this paper, entities of the
primary network are fixed in nature. Hence the fading channels between the source
and relays and the relays and destinations are modelled according to the Rayleigh
fading distribution. Since, the entities of the secondary network are movable, the
fading channels are modelled according to the double Rayleigh fading distribution.

The total power available for the system is denoted by-

PTotal = Ptr + Pr + PStr + PSr (1)

where Ptr is the power available at the primary transmitter, Pr is the power available
at the primary relay, PStr is the power available at the secondary transmitter and PSr
is the power available at the secondary relay.

Figures 2 and 3 represent the primary and secondary relaying infrastructures,
respectively. Pt and Pd are the primary transmitter and receiver, respectively. PRi
represents the relays in the primary network with M relays. dPt,PRi and hPt;PRi depict
the distance and channel coefficients (modelled by flat Rayleigh fading distribution)
between the primary transmitter and the ith relay and i= 0, 1, 2,…,M.All units in the
secondary network are mobile and there is no direct line-of-sight for communication
to the primary receiver, secondary transmitter and secondary receiver.

The channel coefficients between the secondary transmitter and secondary relay
and those between the relay and the destination, i.e. hSt,SRj and hSRj,Sd, respectively
are modelled by the double Rayleigh fading distribution. hSj,P and hP,SRj are the inter-
ference channels between the primary and secondary networks and are modelled as
flat Rayleigh fading channels due to stationary nature of P.dSt;SRj and dSRj;Sd are the
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Fig. 2 Primary relay network model

Fig. 3 Secondary relay network model

distances between the transmitter and relay and relay and destination, respectively,
while dSt,P and dP,SRj are the distances between the primary transmitter and the sec-
ondary transmitter and secondary relay, respectively. If the system has m relays then
j = 0, 1, 2, …, m.

In the first hop, the transmitter transmits messages to the relay and in the second
hop, after the partial relay selection by the DF protocol, the message is sent to the
destination.Outage (Pout,primary) is calculatedwhen the received signal to noise ratio at
the destination falls below a predefined threshold. Channel capacity (CP) is estimated
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by the formula [4].

Cp = B × log2
(
1 + Υe2e,primary

)
(2)

where B is the bandwidth and Ue2e;primary is the end-to-end SNR for primary commu-
nication and is determined by the following equation[5]:

Υe2e,primary = min
(
Υpt;PRi ;ΥPRi;Pd

)
(3)

UPt;PRi and UPRi;Pd are the instantaneous SNR at the ith relay and Pd, respectively
[5].

Pout;Primary = Pr [Υe2e,primary < Υth] (4)

where Uth is the threshold of SNR for outage of primary communication.
If Ith is the interference tolerable at the primary communications, then the power

of the secondary transmitter can be modelled as

Pst = Ith/
∣∣hPr;St

∣∣2 (5)

where hPr;St is the channel coefficient between the primary receiver and the secondary
transmitter. Apart from this interference power constraint, the SU transmitter must
also transmit at a powerless than its peak power, so as to maintain the peak power
constraint aswell. The power for the secondary relay is the remaining power available
in the system.

Now, DF relaying is employed through partial relay selection to determine the
end-to-end SNR for the secondary flow [5].

Υe2e,primary = min
(
Υpt;PRi ;ΥPRi;Pd

)
(6)

where USt;SRj and USRj;Sd are instantaneous signal to noise ratios at the relay and
the destination, respectively. Now, outage (Pout;Secondary) is calculated whenever the
end-to-end SNR degrades below the desired level or the interference at the primary
receiver (IPr) exceeds Ith [6].

IPr = ∣∣hPr;St
∣∣2x Pst (7)

Pout;Primary = Pr
[
Υe2e,primary〈Υth ∩ IPr 〉Ith

]
(8)

Channel capacity of secondary is calculated by using the end-to-end SNR as well
as the interference caused by the primary transmission at the secondary relay (ISr)
[5].

ISr = ∣
∣hP;SR j

∣
∣2x Pt (9)
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Cp = B × log2
(
1 + Υe2e,primary

)

ISr + σ 2
(10)

where σ 2 is the variance of AWGN.

3 Simulation Results and Discussion

By Monte Carlo simulation of the system using MATLAB, there are able to give
graphical results for the channel capacities and outage probabilities of both the pri-
mary and secondary networks. The parameters for simulation are also provided in
this section. Figure 1 also depicts the system model deployed in the software. The
primary relays (three nodes) are assumed to be at equal distances (0.4, 0.6, 0.8 units)
from the receiver and transmitter. The secondary relays (five nodes) are at a distance
of dSt;Srj and (1− dSt;Srj) from the secondary transmitter and the receiver, respectively.
(xPri,yPri) and (xSrj,ySrj) are the coordinates of the ith primary and jth secondary relays,
respectively. The power of the primary transmitter is taken as a fraction of the total
power available, which takes the values 0.5, 0.6, 0.7, 0.8 and the power of the primary
relays is fixed as 0.1 of the total power. The transmission powers of the secondary
transmitter and relays are calculated according to the Eqs. (1) and (5), respectively.
The model is simulated for 105 times and the values of outage probabilities for both
the systems were calculated according to Eqs. (4) and (8).

Graphs of Figs. 4 and 5 compare the outage probabilities and channel capacities
of both primary and secondary communications concurrently. It is seen that the
outage probability of the secondary network improves when the total power at the
primary transmitter is less as this allows for higher power allocation to the secondary
entities. There is a steep decline in the outage probability of the primary networkwith
increased power being distributed to the primary transmitter. This, in turn, increases
the power at the disposal of primary relays, allowing for better decoding of incoming
messages and thus higher probability of correct retransmission to the destination.
Power constraints say that the secondary will be less than 0.01with current allocation
and five relays. This can be further improvedwhen scaled to a larger number of relays.
Channel capacity in case of primary is directly proportional to the end-to-end SNR
of primary communications while in case of secondary is inversely proportional to
the interference caused at the secondary transmitter by the primary communication.
Simply put, as power at the primary transmitter’s disposal increases, the interference
at the secondary nodes adversely affects the channel capacity. Also, when it comes
to the primary network, there is a trade-off between the number of relay nodes and
the end-to-end SNR as in any partial DF relaying system, and provides better results
when scaled to a larger number of nodes.

The respective capacities of the channels of both primary and secondary nature are
calculated by the Eqs. (2) and (10). With increase in the effective power available at
the disposal of the primary transmitter, the channel capacity of the secondary channel
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Fig. 4 Comparison of outage probabilities

Fig. 5 Comparison of channel capacities
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reduces because of the violation of the condition of keeping the interference at the
primary receiver in check. Also noteworthy is that in the graph of channel capacity
of the primary user, the interpolations overlap at higher values of power. This can be
increased by increasing the total number of relays (Table 1).

Since the fundamentals of cognitive and cooperative communication define how
the nodes will communicate among themselves, the operation of the solution can
be envisioned as a three-layer stack in which the physical and the application layers
are joined together by a session layer that manages the interconnections between the
referred nodes shown in Fig. 6. It is to take note here thatwe do notwish to replace any
existing communications framework but rather deploy a system that will go hand in
hand in the wireless frequency spectrum, in harmony with the existing technologies.
Through the application interface available via the application layer protocol, the
users can request a countless number of services like data query, visualizations,
location services, configuration services, etc. The devices in communicating among
each other for the execution of the required service will be informed via the sessions

Table 1 Summary of the
simulation parameters

Parameter Value

Number of simulations 105

Ptotal 0:5:50 dB

Pt eff × Ptotal

eff {0.5, 0.6, 0.7, 0.8}

Pr 0.1 × Ptotal

Ith 10 dBm

B 1

N0 1

Uth 3

σ 2 −110 dBm

Fig. 6 The proposed three-layer protocol stack
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layer about their enquiry and then data is shared according to the schemes of the
underlying layer.

4 Conclusion and Future Scope

Acooperative communication-based unified framework has been presented consider-
ing all machines to be fixed nodes and human/vehicle as mobile nodes. Furthermore,
a protocol stack perspective of the solution was given in which the overall stack was
simplified to three layers with the unique physical layer proposals and highly flex-
ible application layer(s) available in the market. Many open issues and challenges
are present at each layer, which leave many hurdles (scheduling design, increased
overhead in cooperative M2M communications, varying interference between M2M
and H2H users, increased latency between the end nodes and channel estimation and
interference calculation techniques, etc.) to be crossed before reaching to a prolific
and comprehensive solution. More features may be added to this framework towards
making it intelligent and self-sustaining ecosystem for industrial applications and
development.
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p-Cycles as Their Own m-Cycles
for Fault Detection and Localization
in Elastic Optical Networks

Deo Chandra Jaiswal and Rachna Asthana

Abstract In the newgeneration, the requirement of transmission of information is an
unavoidable need for an exponentially growing traffic demand which is provided by
elastic optical networks. A small disruption in these networks interrupts an enormous
amount of transferring of data among common as well as prime users. Network
survivability has, therefore, become a necessity for uninterrupted network services.
In order to achieve the network survivability, preconfigured protection cycle (p-cycle)
structures due to their fast restoration speed as well as the capacity efficiency are
utilized with additional resources to cater the backup protection. p-Cycles protect
span, with the presumption of having the knowledge of failed span in real time. In
case of failed span is not known the fault detection and localization is required before
providing protectionwhich is done bymonitoring cycles (m-cycles). It is investigated
that p-cycle structures which are used for protection can also bemade able to function
as m-cycles for fault detection and localization. An Integer Linear Programming
(ILP) model is developed to minimize total spare capacity considering p-cycles also
performing the function of m-cycles. Numerical results reveal that there is no or
fewer extra cost required in case of combined p-cycles with m-cycles compared to
pure p-cycles. The reason for no extra cost in combined p-cycles withm-cycles is that
here some p-cycles are performing the dual role of protection as well as detection
and localization of failed span of the network.

Keywords Elastic optical network · Fault detection and localization · m-Cycles ·
p-Cycles · Survivability
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1 Introduction

In order to fulfill the rapidly increasing traffic demand, the elastic optical networks
(EONs) are indispensable. This is due to its many desirable properties including flex-
ible data rate, flexible spectrum allocation and efficient spectrum utilization [1–3].
The conventional method of working of wavelength division multiplexing (WDM)
networks are fixed spectral band, i.e., International TelecommunicationUnion (ITU)-
T grid, the capacity of a fixed spectral band (e.g., 50 GHz) is underused as traffic
demand is lesser, leading to a large amount of capacity wastage [4]. The optical
transmission and networking technologies become more flexible, efficient, and scal-
able with an advanced utilization of capacity wastage [3]. Migration from the fixed
ITU-T grid to flexible grid technique and division of 50 GHz spectral band into
multiple 12.5 GHz spectral bands enhances the elasticity of WDM optical networks
category [5]. 12.5 GHz spectral band referred to as frequency slots. The EONs are
based on the OFDM modulation technique [6]. OFDM is a multiplexing technique
which is used to transmit high-speed single carrier data stream by dividing several
orthogonal low speed multi-carriers subdata streams [2]. Fixed bandwidth channel
exists which is the limitation of WDM, can be split into multiple subchannels. By
combining these two properties of OFDM multiplexing and migration from fixed
bandwidth to flexible bandwidth, a flexible bandwidth channel can be formed as
per the requirement of transmitted data rate in EONs [7]. Increasing traffic demand,
efficient spectrum utilization resolves the issue of capacity efficient solutions. In
EONs, the constraints of the requirement of the same group of frequency slots must
be used on all the links crossed by the route of demand pair is referred as spec-
trum continuity and the requirement that all frequency slots allocated to the route
of demand pair must be adjacent is referred as spectrum contiguousness [5]. Due to
fine granularity, there is an increase in the number of the channel in EONs that was
left as capacity wastage in WDM networking [8, 9]. They (EONs) are beneficial due
to their better spectrum utilization, flexibility in bandwidth assignment, and increase
the number of channels [1]. In EONs, the channel with the desired spectral band is
formed by combining a group of contiguous slots in the state of using the channel
of a preset fixed spectral band. It improves the elasticity of spectral band allocation
which reduces capacity wastage resulting in improved overall spectrum frequency
usage [10]. Network failures for a small-time duration affect the tremendous data
loss in affording service of data transmission. Survivability is an imperative require-
ment against network failures though requires additional resources [11, 12]. For the
abovementioned improved EONs, survivability is the main consideration for reliable
communication [13]. When survivability is on focus, more redundant resources are
needed for providing backup protection. Preconfigured protection cycles (p-cycles)
structure are deployed with additional redundant resources to achieve survivability
requirement. Fault detection and localization by monitoring cycles (m-cycles) are
needed before providing p-cycle protection. Them-Cycle concept was studied in the
Ph.D. thesis by Hongquing Zeng [14]. Here p-cycles have been used as m-cycles for
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self-fault detection and localization in elastic optical networks [15]. p-Cycle struc-
ture of a network with properties of m-cycle without significant added cost is not
initially obvious. m-Cycles must cover all the spans of the network as only the on
cycle span while p-cycles also protect straddling links which makes it more efficient
[16–18]. Straddling span relationship increases the efficiency of p-cycle as it pro-
tects on cycle spans as well as straddling spans. The feature of p-cycle to protect both
on cycle spans and straddling spans make it more beneficial, but the basic issue of
reconciliation of two concepts full span protection and failure localization under the
same design model arises while considering the minimization of the total cost. Self-
failure isolating survivable network is found as the modern classification when the
above concept becomes feasible and practical which may make p-cycle protection in
elastic optical networks more advantageous. The basic structure of EONmainly con-
sists of bandwidth variable transponders (BVTs), bandwidth variable cross connects
(BV-WXCs) and erbium-doped fiber amplifiers (EDFAs) [19].

The rest of the paper is prepared as follows. Section 2 discusses the p-cycle
concept inEONs. Section 3 explains p-cycles function as their ownm-cycle. Section 4
provides an ILP optimization model for optimized spare capacity considering p-
cycles combined withm-cycle in EONs. In Sect. 5 simulations and results are shown.
Finally, the conclusions are summarized in Sect. 6.

2 p-Cycle Concept in Elastic Optical Networks

p-Cycle concept in elastic optical networks is discussed in this section presented in
Fig. 1. Three p-cycles (1-2-3-4-1), (1-6-7-4-1) and (1-2-3-4-7-6-1) are shown here.

Fig. 1 p-Cycle protection
concept [20]
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The span (1-4) is traversed by threeworking flows. The allotted FSs for theseworking
flows are (FS 2-3, Flow 1), (FS 4-6, Flow 2), and (FS 8-9, Flow 3) respectively.

If a failure occurs in span (1-4) three p-cyclesmentioned above collectively protect
working flow through it [21]. The span (1-4) is an on cycle span of two p-cycles (1-6-
7-4-1) and (1-2-3-4-1). Particularly the p-cycles (1-6-7-4-1) and (1-2-3-4-1) protect
working flows (FS 2-3, Flow 1) and (FS 4-6, Flow 2) of span (1-4) as an on cycle span
respectively. The span (1-4) is also straddling(chord) span of the p-cycle (1-2-3-4-7-
6-1). The p-cycle (1-2-3-4-7-6-1) protects the working flow (FS 8-9, Flow 3) of span
(1-4) as straddling span providing two protection path (1-2-3-4) and (1-6-7-4). Due
to spectrum contiguity constraint, only one protection path can be used to protect the
working flow (FS 8-9, Flow 3) of span (1-4) because working flow cannot be split
into different routes [20]. The spectrum contiguity requirement creates a difference
between these p-cycles and the orthodox p-cycles.

3 m-Cycle Concept in Elastic Optical Networks

Monitoring cycles (m-cycles) are those cycles in which all nodes and links of the
given network are covered at least by one cycle. In each monitoring cycle, one node
is allotted with a transceiver thus a supervisory channel for dedicated loop is formed.

The m-cycles are those cycles which are covering all the spans with no one span
in the network can be left uncovered by at least one cycle and the same set of cycles
cannot be used for two different spans. If any span fails then it can be uniquely
identified by abovementioned properties. The unique identification of failed spans
can be recognized by the different set of cycles by displaying an alarm state. The
assumption about this is anyone node of each cycle has one monitor signal. The m-
cycle is used for fault detection and localization which is needed before protection
and restoration [14, 15, 22]. m-Cycle concept is introduced in this section presented
in Fig. 2. Here four m-cycles i.e. (1-2-3-1), (1-3-4-1), (1-4-5-1) and (2-3-4-5-2) are
required for monitoring five node and eight span network. With them-cycle concept,
the combination of four cycles can monitor the eight spans. Specifically, we use

Fig. 2 Network covering
m-cycles

1–2
1–3
1–4
1–5   
2–3  
2–5
3–4
4–5

Links m-cycles 
1 2 3 4
1 0 0 0
1 1 0 0
0 1 1 0
0 0 1 0
1 0 0 1
0 0 0 1
0 1 0 1
0 0 1 1
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cycle (1-2-3-1), cycles (1-2-3-1) and (1-3-4-1), cycles (1-3-4-1) and (1-4-5-1), cycle
(1-4-5-1), cycles (1-2-3-1) and (2-3-4-5-2), cycle (2-3-4-5-2), cycles (1-3-4-1) and
(2-3-4-5-2), and cycles (1-4-5-1) and (2-3-4-5-2) to monitor the span 1-2, 1-3, 1-4,
1-5, 2-3, 2-5, 3-4, and 4-5 respectively.Monitoring cycle set for each span is uniquely
identified that can be used for fault detection and localization.

4 ILP Optimization Model

An ILP model can be used for the optimization of network design. In this section,
an ILP model is developed to minimize total spare capacity in elastic optical net-
works considering p-cycles combined withm-cycles. Following sets, parameters and
variables are used by such an ILP model.

Sets:
S: Set of network spans indexed by j.
N: Set of network nodes indexed by n.
D: Set of network demand pairs indexed by r.
P: Set of network p-cycles indexed by p.
Pi: Set of eligible p-cycles for ith link failure recovery.
Di: Set of demand pairs whose working paths include link i.
Parameters:
dr : The number of frequency slots (demand) required for demand pair r.
π

p
j : A binary data that equals 1 if p-cycle p crosses span j; 0 otherwise.

α: A weight factor
Variables:
x p,r
i : equal to 1 if failure of any link i of working path between demand pair r can

be recovered by an eligible ring of that link; 0, otherwise.
np: Number of spare capacity for ring p.
s j : Spare capacity reserved on span j.
c: The maximum index of frequency slots assigned on network links.
The objective of ILP is to Minimize:

∑

j∈S
s j + α · c (1)

Constraints:

∑

p∈Pi

x p,r
i = 1 ∀ j ∈ S, ∀r ∈ Di (2)

∑

∀r∈Di

dr · x p,r
i = np ∀ j ∈ S, ∀p ∈ Pi (3)
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s j =
∑

p∈P

π
p
j · np ∀ j ∈ S (4)

∑

p∈P:π p
i =1 and π

p
j =1

np ≥ 1, ∀{i, j} ∈ S2, i �= j (5)

∑

p∈P:π p
j =1

np ≥ 1, ∀ j ∈ S (6)

s j <= c ∀ j ∈ S (7)

∑

r∈Di

dr <= c ∀ j ∈ S (8)

Objective (1) is tominimize the total spare capacity required for p-cycle formation
in the entire network. Constraint (2) ensures that failure of any link i of working
path between demand pair r can be recovered by only one eligible p-cycle due to
the requirement of spectrum contiguouity. Constraint (3) ensures that cycle p has
sufficient capacity for protection that can restore the working path between demand
pair r upon failure of any link i. Constraint (4) calculates the total number of frequency
slots on the links are reserved for making all the p-cycles. Constraints (5) and (6)
ensures that the requirement ofm-cycle cover that the same set of cover cycles cannot
be used for two different spans and that at least one cycle covers each span. Constraint
(7) says that the total number of frequency slots on any link j should always be lesser
than the maximal FS index. Constraint (8) ensures that total working demands on
link j by eligible demand pair should always be lesser than the maximal FS index.

5 Simulations and Results

The simulations for optimized results have been performed on IBM ILOG CPLEX
OPTIMIZATIONSTUDIO12.6.3.0 simulation software on an IntelCore i5 equipped
with 2.4 GHz CPU and 4 GB RAM. Performance is evaluated with pure p-cycle
and combined p-cycle with m-cycle by running simulations for three test networks,
including (1) the 6 node 8 span network shown in Fig. 3a, (2) the 8 node 11 span
network shown in Fig. 3b and (3) the 14 node 21 span network shown in Fig. 3c.
Simulation results are presented in Table 1.

Comparing the total spare capacity with pure p-cycle and combined p-cycle with
m-cycle, performance indicates there is no extra cost is needed for fault detection and
localization due to p-cycles are selected for protection includem-cycles in case of full
as well as some partial transmission. It makes sense of monotonic increment of total
spare capacity with increasing network demands whereas cycle cover for monitoring
is purely network topology dependent. The main benefaction of this work gives the
answer of the feasibility of integrating m-cycle functionality into p-cycle design.
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Fig. 3 Test networks used in simulations, a 6 node 8 span network, b 8 node 11 span network, c 14
node 21 span network

Table 1 Combined
p-cycle/m-cycle simulations
for 3 different networks

Networks
topology

Total spare capacity

Pure p-cycle
design

Combined
design cost

% Increase

6n9s 46 50 8.69%

8n11s 54 54 0%

14n19s 66 66 0%

6 Conclusion

In elastic optical networks, fault detection and localization is done by monitoring
cycles (m-cycles). We applied m-cycle to elastic optical networks with p-cycle pro-
tection and developed ILP optimization models to minimize total spare capacity.
Numerical results indicate that without or some extra cost the combined p-cycles
with m-cycles can be used for fault diagnosis (detection and localization) and pro-
tection both. Some p-cycle structures can be assigned the task of monitoring any loss
of light for various fault localization as an m-cycles and also used for protection. It
opens a new class of survivability scheme in elastic optical networks that combine
p/m-cycles.
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Analysis of Modified Swastika Shaped
Slotted (MSSS) Microstrip Antenna
for Multiband and Ultra-wideband
Applications

Devesh Tiwari, Mohd. Gulman Siddiqui, A. K. Saroj, J. A. Ansari,
Neelesh Agrawal and Mukesh Kumar

Abstract In this paper, a modified swastika shaped slotted (MSSS) microstrip
antenna is designed formultiband and ultra-wideband (UWB) applications. The anal-
ysis of the proposed microstrip antenna has been analyzed using HFSS simulation
software. The multiband behavior of antenna has been achieved for UWB, Ku-band,
and K-band applications. The proposed antenna covers almost entire UWB band
(3.1–10.6 GHz) useful for commercial purposes such as Wi-Fi (2.4 GHz), WiMAX
(3.3–3.8 GHz), and WLAN (5.15–5.825 GHz) and also useful for Ku-band (12–
18 GHz) and K-band (18–27 GHz) applications. The antenna resonates at different
frequencies 6.65 GHz, 13.87 GHz, 16.99 GHz, 19.52 GHz, and 27.91 GHz having
return loss of−33.785 dB,−12.401 dB,−17.869 dB,−19.313 dB, and−13.267 dB,
respectively. Its radiation characteristics show that it has better UWB and multiband
performances for wireless applications.

Keywords Swastika shape ·Microstrip antenna ·Multiband antenna · UWB
antenna · Ku-band and K-band ·Wireless applications

1 Introduction

Thevarious advantages of themicrostrip patch antenna include small size, lowprofile,
conformal to any shapes, and ease of fabrication which is compatible for numerous
applications [1]. The attractive features of microstrip antennas for wireless applica-
tions have got the attention of researchers and scientists [2]. For wireless commu-
nication systems, the antenna should have high gain, compact in size multiband [3,
4], and Ultra-wideband [5] frequency along with better radiation characteristics. In
2002, the frequency spectrum from 3.1 to 10.6 GHz was allocated for UWB appli-
cations by the Federal Communication Commission (FCC) [5]. UWB antenna is
a key component of UWB wireless communication system. UWB communication
system provides a huge frequency band, the permitted power spectral density of the
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UWB signal is rather limited to avoid interference with other systems [6]. The evolu-
tion of UWB systems has been attracted much attention for wireless communication
systems. The UWB systems have several advantages such as high data rates, low
power level, low cost, and ease of fabrication. Various shapes of monopole antennas
rectangular or circular printed monopole [6] have been reported for a compact UWB
antenna. The microstrip antennas have drawn attention in recent years for their large
bandwidths, simple topologies, omnidirectional radiation patterns, low cost, and ease
of fabrication [2]. But there are some narrow bands which are used for other com-
munication systems such as Wi-Fi (2.4 GHz), WiMAX (3.3–3.8 GHz), and WLAN
(5.15–5.825 GHz) which cause interference with the UWB systems [7–9].

Multiband behavior of antenna can be achieved by loading of slots [3] and notches
[4] on the patch or by using fractals. The loading of slots or notches on the ground
plane ofMSA is known defected ground structure (DGS). DGS on the patch is useful
forWLAN/WiMAX applications [7, 8]. Recently various types of fractal geometries
have been introduced to modify the MSA structure. The main feature of fractal
geometries is to reduce the overall geometrical size and increase its effective length.
Fractal structures are uneven shapes which can be separated into subparts and every
subpart is a small copy of the overall shape [10, 11]. Some popular fractal geome-
tries are—Sierpinski carpet, Sierpinski gasket (triangle), Koch curve, Minkowski
curve, Cohen-Minkowski curve, etc. Miniaturization and space filling are the two
main characteristics of fractal antennas, provide multiband performance along with
improved gain and directivity.

In this paper, a modified swastika shaped slot loaded microstrip antenna is pro-
posed and analyzed using HFSS simulation software. The antenna is mainly com-
posed of a metallic patch with good radiation performance for wireless applications.

2 Basic Microstrip Antenna

A simple microstrip antenna has two radiating metallic (copper) structure one is on
the top side (patch) of the substrate and other on the bottom side (ground) as shown
in Fig. 1a. The patch can be of any shape, but generally, the regular shape is preferred

Fig. 1 Simple microstrip antenna. a Primary structure. b Equivalent circuit
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(a) (b) (c)

Fig. 2 The stepwise analysis of the proposed modified swastika shaped slotted antenna: a Design
1, b Design 2, c Design 3

for simplified analysis of microstrip antenna. In this design, FR4 dielectric substrate
is used having dielectric constant of 4.4 and loss tangent of 0.02.

Figure 1, shows a behavior simple microstrip antenna and its equivalent circuit.
A simple microstrip antenna behaves as a parallel RLC circuit.

The equivalent circuit of MSA consists of a parallel combination of resistance
(R1), inductance(L1), and capacitance (C1) which is shown in Fig. 1b.

Since

C1 = LWε0εe

2h
cos2(πY0/L) (1)

R1 = Q/ω2
r C1 (2)

L1 = 1/ω2
r C1 (3)

The stepwise analysis of proposed swastika antenna is shown in Fig. 2. In the first
step, a simple swastika shaped slot is loaded microstrip antenna. Further, in the next
step, every four arms of swastika additionally added and finally circular slot of fixed
radius in every four arms is loaded on the patch.

3 Description of MSSS Microstrip Antenna

In this microstrip antenna, a square dielectric substrate is sandwiched by two square
metallic plates, one patch and another ground plane. Here a metallic patch of dimen-
sion 30 × 30 × 1.6 mm2 is placed on FR4 glass epoxy substrate with dielectric
constant 4.4 and loss tangent 0.02. Further, a metallic ground plane of dimension 50
× 50 mm2 is placed on the bottom of the dielectric substrate. The detailed analysis
of antenna dimensions is explained in Table 1. The analysis of the proposed modified
swastika shaped slotted antenna is shown in Fig. 2 has the first step a simple swastika
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Table 1 Dimensions of the proposed MSSS antenna

Symbols Parameters Dimensions (mm)

LP Length and width of the patch 30

WP Length and width of the patch 30

L1 Length of slots (plus shaped) loaded on a patch 24

L2 Length of slots (swastika arm) loaded on a patch 11

L3 Length of slots (rotated swastika arm) loaded on a patch 7

R Radius of the circular slot 1.5

LF Length of the feed line 10

WF Width of the feed line 2

t Width of slots and feed line 2

LS Length of the dielectric substrate 50

WS Width of the dielectric substrate 50

h Thickness of substrate 1.6

LG Length of the ground plane 50

WG Width of the ground plane 50

shaped slot is loaded on the patch. The pulse-shaped slot of length 24 mm and the
arm of the swastika is 11mm is initially loaded on the patch. Further in second design
additional rotated arm of swastika slot of length 7 mm is loaded. Finally, the circular
slot of radius 1.5 mm is loaded on the center of each four side swastika arm. Here
the width of swastika arm is taken as 2 mm. A simple microstrip line feeding is used
of dimension 10 × 2 mm2 on the top of the substrate.

Figure 3 shows the current distribution of the proposed MSS slotted antenna. It
shows the current is maximum at the edges of the patch and the corner of slots.

Fig. 3 The current distribution plot of the proposed microstrip antenna. a Vector electric field,
b magnitude electric field
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Figure 4, shows the top view, side view, and bottom view of proposed MSSS
microstrip antenna.

Fig. 4 Top, side, and bottom view of proposed MSSS microstrip antenna
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4 Results and Discussion

In this design, a modified swastika shaped antenna is simulated by ANSOFT HFSS
software using finite element method (FEM) solver. The result obtained from this
antenna can be used for multiband operation at 6.655, 13.88, 16.99, and 27.91 GHz
and ultra-wideband at 6.655 GHz resonant frequency. It is observed that the UWB
application is obtained from 1.97 to 10.16 GHz frequency band which is near the
range provided by FCC for UWB, i.e., 3.1 to 10.6 GHz and for Ku-band [12–18GHz]
and K-band [18–27 GHz] application. Hence obtained results are best suited for the
commercial purpose.

Figure 5, shows the S11 parameter versus frequency plot of the proposed antenna.
Table 2, described the comparative analysis of S11 parameter (Return Loss) at a
different resonant frequency of the antenna. Initially, there are four bands available
at different resonant frequencies but after modification in the pattern, the number of
the frequency bands is increased with better return loss and bandwidth. Figure 6,
shows the comparative VSWR versus frequency plot of the designed microstrip
antenna. The antenna is properly matched for VSWR value which lies between 1
and 2. Figure 7 shows the radiation pattern of the proposed microstrip antenna. It is
observed that at lower frequency range better radiation pattern is obtained. As the
frequency increases higher number of modes are generated which creates back lobes
in radiation pattern.

Fig. 5 Comparative plot of the S11 parameter versus frequency plot
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Table 2 Comparative analysis of S11 parameter of the antenna at a different resonant frequencies

Design Design 1 Design 2 Design 3

Parameters Resonant
frequency
(GHz)

Maximum
return loss
(dB)

Resonant
frequency
(GHz)

Maximum
return loss
(dB)

Resonant
frequency
(GHz)

Maximum
return loss
(dB)

fr1 7.435 −39.553 6.85 −24.447 6.65 −33.785

fr2 13.870 −15.583 14.07 −14.121 13.87 −12.401

fr3 – – 16.99 −17.489 16.99 −17.869

fr4 19.330 −17.310 22.25 −25.271 19.52 −19.313

fr5 28.100 −15.911 27.91 −18.396 27.91 −13.267

Fig. 6 Comparative VSWR versus frequency plot for a different configuration

Figure 8 shows gain versus frequency plot of the proposed antenna. It shows the
gain at each frequency from 2 to 32 GHz. Table 3 shows the gain of the proposed
antenna as 6.39 dB, 5.68 dB, 5.53 dB, 5.97 dB, and 5.15 dB at the frequency of
6.74 GHz, 14.34 GHz, 17.01 GHz, 18.85 GHz, and 27.88 GHz, respectively. The
achieved radiation efficiency is approximately 72%.
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Fig. 7 Radiation pattern of proposed MSSS antenna at a 6.65 GHz, b 13.87 GHz, c 16.99 GHz,
d 19.52 GHz, e 27.91 GHz
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Fig. 8 Gain versus frequency plot of proposed MSSS antenna

Table 3 Analysis of gain of
the proposed MSSS antenna
at different frequencies

Frequency (GHz) Gain (dB) of proposed antenna

6.74 6.39

14.34 5.68

17.01 5.53

18.85 5.97

27.88 5.15

5 Conclusions

The modified swastika shaped slotted (MSSS) microstrip antenna is designed for
multiband and ultra-wideband applications which covers entire UWB band (3.1–
10.6 GHz) useful for commercial purposes such as Wi-Fi (2.4 GHz), WiMAX (3.3–
3.8 GHz), and WLAN (5.15–5.825 GHz) as well as Ku-band (12–18 GHz) and
K-band (18–27 GHz) applications. The multiband performance of antenna at differ-
ent frequencies 6.65, 13.87, 16.99, 19.52, and 27.91 GHz is achieved. Its radiation
characteristics are simulated by HFSS simulation software and the results show that
it has better UWB and multiband performances.
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A Compact Star Shaped Fractal Antenna
for Multiband Applications

Shweta Sharma and Som Pal Gangwar

Abstract In this paper, the design and analysis of a fractal-based patch antenna is
described for the multiband applications. The proposed structure is designed on a
single substrate. On one side of the substrate, star shaped fractal geometry is printed
and on the other side of the substrate, a defected ground structure is created. The
antenna is simulated usingHFSS software. Toverify the simulated results, a prototype
of the structure is fabricated usingFR4 substrate. The proposed antenna exhibits triple
band characteristics. It has three resonant frequencies at 2.25 GHz, 3.61 GHz, and
5.16 GHz with the return loss of−12.25 dB,−32.5 dB, and−35.75 dB respectively.
The simulated and measured results are compared and these are close enough. The
proposed antenna can be used for triple band applications in S-band (2–4 GHz) and
C-band (4–8 GHz).

Keywords Star shape · Fractal antenna · Triple band · S-band · C-band · Self
similarity

1 Introduction

In the last few decades, with the development of wireless communication, multiband
antennas with small size and stable far field characteristics are in great demand [1,
2]. Currently, a lot of research is going on to get multiband features in a single
antenna. Multiband antennas have two important advantages: (i) multiple frequency
bands can be obtained in a single antenna; (ii) good signal to noise ratio can achieve
[3]. Many techniques have been used in the past to get dual-band characteristics in
antenna. One of them is to use different types of slot like cross slot, a circular slot, a
square slot, and an offset circular slot [4–7]. The word fractal has derived from the
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Latin word “fractus” which means any uneven, extremely irregular curves or design
that repeat themselves. The geometry of fractal is important because the effective
length of the fractal antenna can be increased while keeping the shape same. The
fractal antenna can be designed by an iterative mathematical process called iterative
function scheme (IFS). There are many features of fractal antennas whichmake them
useful for many applications. Some of them are: self similarity, never ending pattern,
small dimension, and space-filling ability. There are numerous applications of fractal
antennas [8–10].

This article presents the star shaped fractal antenna with defected ground structure
(DGS) for triple band applications.Microstrip line has been used to feed the proposed
antenna. This antenna structure is designed for three frequency bands. It also provides
a stable far field characteristics. For better representation, present article is divided
into four different sections: (i) introduction; (ii) antenna geometry; (iii) results and
discussion; and (iv) conclusion.

2 Design of Antenna Geometry

The geometry of the proposed fractal antenna is shown in Fig. 1. The substrate
used for fabrication of proposed structure is of FR4 epoxy material having dielectric
constant 4.4 and height 1.6 mm. Figure 1 shows the designed fractal geometry with
three iterations of star shape. The dumbbell shapedmicrostrip line is used for feeding
the structure. The advantageofmicrostrip line feeding is that it eliminates the spurious
feed radiation. DGS is used for miniaturization of structure and also to enhance its

Fig. 1 Geometry of the
proposed antenna

L

W
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performance. The simulation analysis has been done using HFSS software which is
a finite element method based solver for electromagnetic structures.

The basic or first iteration of the designed antenna structure consists of a single
star shape with microstrip feedline. Insertion of star structure at the center of first
iterated structure resulted into second iteration of the antenna structure. This central
star is scaled down by a ratio of 0.33. Then, addition of another star structure at the
center of second iteration structure derives the third iterative structure (Fig. 2 and
Table 1).

(a) Top view (b) Bottom view

Fig. 2 Fabricated antenna

Table 1 Various parameters
of the proposed antenna

Parameter Symbol Value (in mm)

Length of substrate L 31.6

Width of substrate W 45.4

Width of feed Wt 3

Thickness of substrate t 1.6
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3 Results and Discussion

3.1 First Iteration Structure

The simulation analysis of star shaped fractal antenna with three iterations has been
studied by using HFSS software. The simulated results have been verified practically
by using VNA. The geometry of the first iteration of the designed antenna (the star
shape antenna with microstrip line feeding) is shown in Fig. 3.

The simulated results, i.e., return loss versus frequency curve, VSWR versus
frequency curve and radiation pattern are demonstrated in Fig. 4a–c respectively.
First iterated antenna resonates at frequency 4.78 GHz. Figure 4a shows that return
loss of first iteration is -12.75 dB at resonant frequency 4.78 GHz. At this resonant
frequency, VSWR is 1.59 as shown in Fig. 4b. VSWR value is less than 2 which
essentially mean that the S11 plot (return loss) is more negative than −10 dB at this
frequency. Figure 4c shows the radiation pattern at resonant frequency 4.78 GHz.
The radiation pattern is almost omnidirectional with one null at 150°.

3.2 Second Iteration Structure

The geometry of the second iteration of designed antenna is shown in Fig. 5. The
second iteration includes two-star structures, one same as first iteration and other
added at the center of first iterative star.

Fig. 3 First iteration
structure (top view)
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Fig. 4 Simulated results of first iteration structure (a–c)
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Fig. 5 Second iteration
structure (top view)

Second iterated design of antenna resonates at 2.27 GHz and 3.61 GHz frequency
with a return loss of −10.35 dB and −21.89 dB respectively as shown in Fig. 6a.
VSWR is in between 1 and 2 at these two resonant frequencies as shown in Fig. 6b.
The radiation pattern for second iteration at 2.27 and 3.61 GHz frequencies is shown
in Fig. 6c. There are two colored plots one is red and other is blue. The red color plot
gives the radiation information at frequency 2.27 GHz and blue color plot gives the
same at 3.61 GHz.

3.3 Third Iteration Structure

The top view of the third iteration geometry of proposed antenna is shown in Fig. 1
and bottom view of the same is shown in Fig. 7. This final (third) design of antenna
resonates at 2.25 GHz, 3.63 GHz, and 5.16 GHz frequencies with return loss of −
12.55 dB, −32.69 dB, and −37.628 dB respectively as shown in Fig. 8a.

VSWR is in between 1 and 2 as shown in Fig. 8b. Radiation patterns at these three
frequencies are shown in Fig. 8c.

The comparison of resonant frequency, return loss and VSWR of all three iter-
ations are shown in Table 2. Figure 9 shows a comparison between simulated and
measured values of return loss of proposed antenna.
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Fig. 6 Simulated results of
second iteration structure
(a–c)
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Fig. 7 Bottom view of a
third iteration structure

4 Conclusion

The design and radiation performance of a compact star shaped fractal antenna with
the defected ground structure for multiband applications is accounted for in this arti-
cle. The simulation analysis is completed by utilizing HFSS software and measure-
ments are completed by using VNA. The proposed antenna is designed on low-cost
and effectively accessible glass epoxy FR-4 substrate. The antenna utilizes a simple
rectangular metal strip as a feed element to accomplish impedance matching for star
shaped fractal geometry without any external matching circuitry. It is a triple band
antenna with three resonant frequencies at 2.25, 3.63, and 5.16 GHz, also provides
the stable far field characteristics. The simulated and measured results are compared,
these are in great understanding. The antenna can be used in S-band (2–4 GHz) and
C-band (4–8 GHz) for triple band applications.
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Fig. 8 Simulated result of
third iteration structure (a–c)
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Table 2 Comparison of
iterative structures

Iteration Resonant
frequency
(GHz)

Return loss
(dB)

VSWR

First iteration 4.78 −12.75 1 ≤ VSWR
≤ 2

Second
iteration

2.27, 3.61 −10.35, −
21.89

1 ≤ VSWR
≤ 2

Third
iteration

2.25, 3.63,
5.16

−12.55, −
32.69, −
37.628

1 ≤ VSWR
≤ 2

Fig. 9 Comparison between
simulated and measured
return loss of the proposed
antenna
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Dual-Band Modified U-Shaped Slot
Antenna with Defected Ground Structure
for S-Band Applications

Anuradha Gupta and Som Pal Gangwar

Abstract In this article, design and investigation of a modified U-shaped slot
antenna for dual-band applications is reported through simulation analysis and mea-
sured results. The proposed structure is designed using a single substrate. On one
side of the substrate, first a rectangular patch is printed and then modified U-shaped
slot is etched. On the other side of the substrate, a defected ground structure is created
to enhance the gain. The antenna is simulated using HFSS software. To verify the
simulated results, a prototype of the structure is fabricated using FR4 substrate. The
proposed antenna exhibits dual-band characteristics. It has two resonant frequencies
at 2.59 GHz and 3.76 GHz with return loss of 27.4 dB and 16.9 dB respectively. The
difference in simulated and measured results are negligible. The proposed antenna
can be used for dual-band applications in S-band (2–4 GHz).

Keywords Microstrip line feed ·Modified U-shaped slot · Dual-band · Single
substrate · S-band

1 Introduction

In this age of wireless communication, miniaturized, lightweight, low-cost, and easy
to fabricate antennas are required. Microstrip patch antennas and slot antennas can
be used to fulfill these requirements. However, both these antennas have a low value
of gain and narrow bandwidth [1]. A slot antenna provides nearly omnidirectional
pattern in at least one of its planes. The defected ground structure provides moderate
value of gain. Therefore, slot antenna with defected ground structure (DGS) can pro-
vide omnidirectional radiation pattern with high gain in comparison to conventional
microstrip antenna [2].
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Currently, a lot of research is going on to get multiband features in antennas.
Multiband antennas have two important advantages: (i) multiple frequency bands can
be obtained in a single antenna; (ii) good signal to interference ratio can be achieved
[3]. Many techniques have been used in the past to get dual-band characteristics in
antenna. One of them is to use different types of slot like cross slot, a circular slot, a
square slot, and an offset circular slot [4–7]. A dual-band antenna was obtained by
employing an offset microstrip-fed line and a strip close to the radiating edges in the
circular slot patch. But its size is large [8]. A helix shaped slot radiator was proposed
for dual-band applications, but its size is also large [9]. A cavity-backed slot antenna
was proposed for dual-band applications but its design is more complex [10].

This article presents the modified U-shaped slot antenna with DGS for dual-
frequency applications [11]. Microstrip line has been used to feed the proposed
antenna. This antenna structure is designed for two frequency bands, i.e., 2.52–
2.63GHzand3.715–3.791GHz. It provides the stable far field characteristicswith the
average gain of 3.0 dBi and 1.5 dBi in lower and upper frequency bands, respectively.

Even with a single feed point, the slot antenna can radiate significantly at a differ-
ent range of frequencies. This concept is utilized in the design of proposed antenna.
For better representation, present article is divided into five different sections: (i)
introduction; (ii) antenna geometry; (iii) parametric analysis; (iv) results and discus-
sion; and (v) conclusion.

2 Design of Antenna Geometry

Initially, a simple U-shaped slot structure is designed and then modified U-shaped
structure has been fabricated. The optimized parameters of both antennas are obtained
by parametric analysis. A comparative study has also been performed.

2.1 Simple U-Shaped Slot Antenna

The geometry of simple U-Shaped structure is shown in Fig. 1.

2.2 Modified U-Shaped Slot Antenna

The top and bottom view of the geometry of modified U-shaped structure is shown
in Figs. 2 and 3 respectively [12]. The top and bottom view of the fabricated antenna
are shown in Figs. 4 and 5 respectively. The structure is designed and fabricated
on glass epoxy FR-4 substrate having thickness h, relative permittivity εr, and loss
tangent tanδ. The optimized parameters of simple U-shaped slot antenna are shown
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Fig. 1 Simple U-shaped
microstrip patch antenna

Fig. 2 Top view of modified
U-shaped structure

in Table 1. The optimized parameters of modified U-shaped slot antenna are shown
in Table 2.
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Fig. 3 Bottom view of
modified U-shaped structure

Fig. 4 Top view of the
fabricated (proposed)
antenna

2.3 Fabricated Antenna

Here PCB Prototype Machine is used for design and fabrication of Patch Antenna
with high accuracy, speed, and ease.
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Fig. 5 Bottom view of the
fabricated (proposed)
antenna

Table 1 Optimised parameters of simple U-shaped slot antenna and modified U-Shaped slot
antenna

Antenna parameter Dimensions

A. For simple U-shaped slot antenna

Substrate material FR4

Substrate width (Ws) 41.6 mm

Substrate length (Ls) 38.1 mm

Height of the substrate (h) 1.6 mm

Patch width (Wp) 32 mm

Patch length (Lp) 28.5 mm

Material of the patch Copper

Feed line (Lm, Wm) 4.8 mm, 2 mm

L1 (l1, w1) 15 mm, 3 mm

L2 (l2, w2) 15 mm, 3 mm

W2 (l, w) 0.7 mm, 17.18 mm

B. For modified U-shaped slot antenna

S1 (l, w) 2 mm, 4 mm

S2 (l, w) 0.5 mm, 4 mm

S3 (l, w) 1.5 mm, 4 mm

S4 (l, w) 0.5 mm, 4 mm

S5 (l, w) 2 mm, 4 mm

(continued)
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Table 1 (continued)

Antenna parameter Dimensions

S6 (l, w) 1.4 mm, 4 mm

S7 (l, w) 0.5 mm, 4 mm

D1 (l, w) 8 mm, 5 mm

D2 (l, w) 6 mm, 17 mm

D3 (l, w) 8 mm, 6 mm

Table 2 Table for the comparative study of simple U shape and modify U shape

Antenna name Return loss Resonant freq Gain VSWR

Simple U Shape
microstrip patch
antenna

−18.69 at
2.8 GHz,
−10.5 at 3.9 GHz

2.8 GHz,
3.9 GHz

1.6 dB,
0.59 dB

1.2,
1.8

Modify U Shape
microstrip patch
antenna

−27.43 at
2.59 GHz,
−16.90 at
3.76 GHz

2.59 GHz,
3.76 GHz

3.2 dB,
1.57 dB

1.088,
1.33

2.3.1 Parametric Analysis

A parametric analysis has been performed to get optimized dimensions. Return loss
(S11) versus frequency curve for different values of length of patch (Lp) is shown in
Fig. 6. It is clearly seen that for Lp = 28.5 mm, better results are obtained in terms
of return loss. Return loss should be greater than −10 dB at resonant frequencies.
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Fig. 6 Return loss with variation in Lp
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Antenna structure with Lp = 28.5 mm has two resonant frequencies at 2.59 GHz and
3.76 GHz with return loss of −27.4 dB and −16.9 dB respectively.

The VSWR versus frequency curve for different values of length of feed (Lp) is
shown in Fig. 7. VSWR should be in between 1 and 2. VSWR is 1.088 at 2.59 GHz
and 1.33 at 3.76 GHz i.e. it is in the permissible limit which indicates that there is
proper matching between antenna and microstrip feed line.

3 Results and Discussion

3.1 Comparison of Results of Simple U-Shaped and Modified
U-Shaped Slot Antenna

Return loss versus frequency graph for simple U-shaped slot antenna and modified
U-shaped slot antenna is shown in Fig. 8. For simple U shape structure, return loss
is −18.6 dB at 2.8 GHz and −10.59 at 3.9 GHz and for modify U-shaped structure,
return loss is −27.4 dB at 2.59 GHz and −16.9 dB at 3.76 GHz.

VSWR (voltage standing wave ratio) versus frequency graph for simple U-shaped
slot antenna and modified U-shaped slot antenna is shown in Fig. 9. For simple U-
shaped slot antenna, VSWR is 1.2 at 2.8 GHz and 1.8 at 3.9 GHz, and for modify
U-shaped slot antenna, VSWR is 1.088 at 2.59 GHz and 1.33 at 3.76 GHz.

Gain versus frequency curve of simple U-shaped slot antenna and modified U-
shaped slot antenna is shown in Fig. 10. The gain for simple U-shaped slot antenna
is 1.67 dB at 2.8 GHz and for the proposed antenna, i.e., modified U-shaped slot
antenna it is 3.07 dB at 2.59 GHz and 1.57 dB at 3.76 GHz. The gain is positive at
both resonant frequencies. It is observed fromFig. 10 that the gain has been enhanced
for modified U-shaped slot antenna with DGS.
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The term radiation pattern refers to the angular dependence of the strength of the
electric field of the antenna. Here the value of outer most of the circle is shown to
theta value and inside the circle shows to radiation intensity value. Phi value basically
shows to E and H plane, when phi is 0° then it shows to E plane and when phi is 90°
then it shows to H plane. The radiation pattern is drawn at both resonant frequencies,
i.e., at 2.59 GHz and 3.76 GHz frequency in E and H plane shows in Figs. 11 and
12. The radiation pattern is highly directional at both resonant frequencies.
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Fig. 11 Radiation pattern at
2.59 GHz
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Radiation efficiency versus frequency curve for the proposed antenna is shown in
Fig. 13. Radiation efficiency is 52% at 2.59 GHz and 35% at 3.76 GHz which is not
very promising.



218 A. Gupta and S. P. Gangwar

-16
-14
-12
-10
-8
-6
-4
-2
0
2

0

30

60

90

120

150
180

210

240

270

300

330

-16
-14
-12
-10
-8
-6
-4
-2
0
2

Frequency 3.76GHz, phi=0deg
Frequency 3.76GHz, phi=90deg

Fig. 12 Radiation pattern at 3.76 GHz

2 3 4
0.2

0.3

0.4

0.5

0.6

0.7

%
 R

ad
ia

tio
n 

Ef
fic

ie
nc

y

Frequency (GHz)

 modify U-Shaped

Fig. 13 Radiation efficiency versus frequency curve

3.1.1 Comparison of Simulated and Measured Results of Modified
U-Shaped Slot Antenna

To verify the simulated results, the proposed antenna is fabricated and various param-
eters are measured. Figure 14 shows return loss (simulated and measured) versus
frequency curve for the proposed antenna. The simulated and measured curves are
identical in nature which confirms the validity of the proposed work.
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For proposed antenna structure VSWR (simulated and measured) versus fre-
quency curve is shown in Fig. 15. The simulated and measured values are close
enough.
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Fig. 15 VSWR (simulated and measured) versus frequency curve
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4 Conclusion

The design and radiation performance of a compact modified U-shaped slot antenna
for dual-band applications is reported in this article. The simulation analysis is car-
ried out by using HFSS software and measurements are taken by using VNA. The
proposed antenna is designed on low-cost and easily available glass epoxy FR-4
substrate. This antenna structure has dual-band characteristics in frequency bands
2.52–2.63 GHz and 3.715–3.791 GHz. The proposed antenna is a dual-band antenna
with two resonant frequencies at 2.59 GHz and 3.76 GHz. It provides a stable far
field characteristics. The antenna utilizes only a simple rectangular metal strip as a
feed element to achieve impedance matching for modified U-shaped slot with DGS
without any external matching circuitry. The simulated and measured results are
compared and these are in good agreement. The antenna can be used for dual-band
applications in frequency range 2–4 GHz (S-band).
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Localization of Sensor Nodes in WSN
Using Area Between a Node and Two
Beacons

Prateek Raj Gautam , Sunil Kumar , Akshay Verma , Tarique Rashid
and Arvind Kumar

Abstract This paper presents a localization scheme for sensor nodes in Wireless
Sensor Networks (WSNs). The scheme is capable of localizing the nodes in the
region with the help of a few beacon nodes. The nodes don’t have to exchange
information among them, which saves time and reduce energy consumption at nodes.
Nodes determine their location only based on the information received by them from
three closest beacons nodes. The beacon nodes can vary transmit power Pt to increase
or decrease coverage radius.

Keywords Sensor localization · Area between nodes · Wireless sensor network
(WSN) · Area localization

1 Introduction

In the recent times, the use of Wireless Sensor Networks (WSNs) has touched many
areas such as industrial application [7, 12], biomedical [2, 15], and household appli-
cations [16] because of their ease and low-cost [14, 20]. WSN have been used for
IoT, gas leakage detection, fire detection, securitymonitoring, health care, and indoor
localization [4, 5, 13, 17, 18, 21]WSN uses hundreds of randomly deployed sensors
to gather information of various physical phenomenon like temperature, rain, humid-
ity; but the information gathered by WSN is useful only if the location of sensing
source is known, then only we can take necessary action in the desired region. Hence,
localization is a very important task in WSN and each node must know its location,
so that, the information conveyed by it can be used to take proper action.
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1.1 Related Work

Recent localization is based on received signal strength indicator (RSSI) [6, 19] to
estimate distance between receiver and transmitter, special antenna array and digital
compass can be used for angle estimation, time of arrival (TOA), angle of arrival
(AOA), time difference of arrival (TDOA), and triangulation to find the position of
unknown nodes with the help of GPS enabled nodes [1, 3, 9–11].

1.1.1 Ripple Localization Algorithm (RLA) [8]

In [8] (RLA), beacon nodes can vary their transmit power so that the radius of nodes
receiving beacons is changed. The beacon signal also contains the value of current
radius (Ri ), increment in radius (dr ), minimum radius (rmin), and maximum radius
(Rmax ). A typical beacon consists of six parameters

[Ri , Rmin, Rmax , dr , x, y]

(x, y) represents the location coordinate of beacon node transmitting. The beacon
transmission starts with Ri = Rmin and it is increased up to Rmax in steps of dr . As
shown in Fig. 1, any unknown node that receives a beacon signal can estimates its
radial distance Restimated can be given by (1) as

Restimated =
(
Ri − dr

2

)
. (1)

Maximum error in radial estimation is given by (2) as

εr ≤ ±dr
2

. (2)

1.2 Novelty

This paper presents a localization process that is capable of localizing sensor nodes
without increasing the cost of the node or the energy consumption at the nodes.
Localization is performedwith the help of three beacon nodes that know their location
with the help of GPS or manual deployment. Minimum of three nodes are required
for the accurate location of an unknown node but here we have not used centroid
calculation or applied linear algebra for estimation. In the proposed scheme any node
select two beacon nodes and area between these three nodes is calculated based on
our calculation two possible node points are determined, then any third beacon is
selected and distance of the node from the beacon is compared with the distance
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Fig. 1 Ripple of beacons
from beacon nodes [8]

of two determined node points, whose distance matches is selected as the estimated
node point. Nodes don’t have to transmit so its energy consumption is reduced as
compared to other localization processes and no special hardware addition is required
at the node thereby keeping cost and size of node same.

2 Proposed Scheme: Localization Using Area Between a
Node and Two Beacons

In the proposed scheme, assuming all nodes lie on same XY plane, beacon nodes
transmit beacon packets as in RLA [8], any node receiving beacons from at least three
beacon nodes can estimate its location. Beacon nodes know their location either by
GPS module (requires GPS module on nodes) or by manual placement and they may
also serve as regular nodes for sensing and routing. For our ease, the proposed scheme
will be refereed as AREA localization or simply AREA. First node select two closest
nodes, as shown in Fig. 2, node n1 select two beacon nodes b1 and b2. Node n1 can
estimate distance b1n1, b2n1 and also the distance between two beacons b1b2 from
the coordinate transmitted by them. The line connection b1b2 will be referred as
baseline from here. Now if we drop a perpendicular from n1 on this baseline (b1b2),
the perpendicular meets at point N. We can estimate the coordinate of n1 if we know
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Fig. 2 Schematic diagram of localization using the area between a node and two beacons

the distance n1-N, then after we can determine angle α and β. For this purpose area
of triangle, n1b1b2 is calculated as

area = 1

2
base × alti tude = 1

2
b1b2 × n1N . (3)

The area of triangle can also be estimated using heron’s formula, if all the sides
of the triangle are known as

√
s(s − a)(s − b)(s − c). (4)

where a, b, c represents sides of triangle and s = a+b+c
2 . In Fig. 2 a=b1n2, b=n1b2,

and c=b1b2. Let n1N=d so from (3) and (4)

n1N = 2 × √
s(s − a)(s − b)(s − c)

b1b2
. (5)
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d = 2 × √
s(s − a)(s − b)(s − c)

c
. (6)

Now α and β can be estimated as

α = sin−1

(
d

a

)
. (7)

β = sin−1

(
d

b

)
. (8)

and b1N and b2N and be determined as

b1N = a cosα. (9)

b2N = b cosβ. (10)

Now all the variables in this triangle b1n1b2 are known hence coordinate of n1 can
be determined using vector algebra by (11), where (xA, yA) represents coordinate of
b1 at point A,

−→
AN is vector in direction b1 to b2 with magnitude b1N and

−→
N B is

vector normal to direction of b1b2 with magnitude n1N. But this normal vector can
also be in direction

−−→
ND leading us to point D.

(xA, yA) + −→
AN + −→

N B (11)

Solving this we end up two possibilities in node n1 one at point B and another at
point D located equally opposite to the baseline.

So now, we select another beacon node, b3 in the region and distance of node
from b3 is compared with two node points say n1 and n2, the point whose distance
matches with the distance of beacon received is selected as estimated node point,
means |−→EB| and |−→

ED| is compared with distance estimated from node from beacon
b3 located at E to select one point as estimated location.

3 Results and Performance Analysis

A 100m×100m is selected and 100 nodes are deployed randomly, Minimum of
three beacon nodes are manually placed in the region at the location given in Table1.
However, optimumnumber of beacon nodes and their placement has not been studied
in this paper, this will be extended in future work. Simulation parameters are shown
in Table1.
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Table 1 Simulation
parameters

Parameter Symbols Value

Area (m2) A 100 × 100

Total nodes n 100

Ripple step dr 10

Starting ripple radius Rmin dr
Max ripple radius Rmax 100

Total number of beacon nodes 10%
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Fig. 3 Error distance in estimation via AREA and RLA

3.1 Simulation Results and Discussion

Figure3 shows the error distance of all the nodes in case of AREA localization and
RLA.

Figure4 shows a comparison between CDF of error distance between RLA and
AREA localization. Although the maximum error is approximately the same error
via AREA localization is less in comparison to RLA. Hence, AREA localization
gives better accuracy in comparison to RLA.



Localization of Sensor Nodes in WSN … 227

0 10 20 30 40 50 60 70 80

Error distance (m)

0

0.2

0.4

0.6

0.8

1

C
D

F

RLA
AREA

Fig. 4 Comparison via CDF of error distance

4 Conclusion and Future Scope

The simulation results verify the proposed scheme as the localization process have
been performed with accuracy better than RLA. The maximum error distance
observed in both the schemes is almost same but AREA localization performs much
better than RLA. The number of beacons and ripple transmission is exactly the same
as used in RLA [8] only beacon processing algorithm has been changed.

Future work will be extended in direction to reduce the number of beacon nodes
and their optimum placement so that minimum beacon nodes can localize the desired
region. Extended work will be published soon.
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A Compact Rectangular Patch Antenna
with Defected Ground Structure
for Multiband Applications

Yogesh Kumar Mishra and Som Pal Gangwar

Abstract This paper investigates the design and radiation performance of rectan-
gular patch antenna using a Defective Ground Structure (DGS) for multiband appli-
cations. The proposed structure is designed using FR-4 substrate. On one side of the
substrate, a rectangular patch is printed whereas, on the other side of the substrate,
dumbbell-shaped DGS is created. The antenna is simulated using HFSS software.
To verify the simulated results, a prototype of the structure is fabricated, and mea-
surements are taken. The multiband operation is achieved by introducing DGS of
dumbbell shape. The proposed design has five resonant frequencies at 2.638, 3.84,
6.72, 10.67, and 13.78 GHz. The proposed antenna can be used for multiband appli-
cations.

Keywords Multiband antenna · Defective ground structure · FR-4 epoxy · Patch
antenna

1 Introduction

The microstrip antennas have many unique and attractive properties which include
low profile, lightweight, compact, ease of fabrication and integration with solid-state
devices. These features attracted researchers to adapt the design of these antennas for
variouswireless applicationswhere size andweight are a constraint. These properties
contribute to the successful use of microstrip antennas not only in the military, such
as aircraft, missiles, and spacecraft, but also in the commercial areas, such as mobile
satellite system, terrestrial cellular communications, broadcast satellite system, and
global positioning system [1–3].
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Over the last two decades, mobile wireless service is increasing. Due to the
increase of wireless standards, multiband antenna designs have become very impor-
tant for wireless communications to fulfill the requirement of modern handheld com-
munication devices.Multiband antennas can integrate more than one communication
standard in a single compact module. Such an antenna can work at several frequen-
cies simultaneously [4–10]. DGS is one of the methods which is used to enhance the
bandwidth of the patch antennas and also reduces its size [11–14]. This paper presents
the design of multiband rectangular patch antenna using a defective ground struc-
ture. Simulated results of the multiband antenna have been compiled. The proposed
antenna is fabricated,and measurements are taken using Vector Network Analyzer
(VNA). For better representation, present article is divided into five different sec-
tions: (i) introduction): (ii) design of antenna geometry; (iii) design of DGS; (iv)
results and discussion; and (v) conclusion.

2 Design of Patch Antenna Geometry

A typical rectangular patch antenna is designed using FR-4 substrate having a dielec-
tric constant of 4.3 and height of 1.6 mm. The antenna has been designed using
standard design equation [1].

The effective dielectric constant is given by [1]:

∈re f f = ∈r +1

2
+ ∈r −1

2

[
1 + 12

h

W

] 1
2

(1)

Where

εr Dielectric constant of substrate
h Height of dielectric substrate
W Width of the patch

The dimensions of the patch along its length have to be extended on each end by
a distance �L due to fringing, which is given empirically [1] as

�L = 0.412h

(∈re f f + 0.3
)(

W
h + 0.264

)
(∈re f f − 0.258

)(
W
h + 0.8

) (2)

The effective length of the patch Leff now becomes

Leff = L + 2�L (3)

For a given resonant frequency f 0 the effective length is given by [1] as

Le f f = c

2 fo
√∈re f f

(4)
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For a rectangular microstrip patch antenna, the resonance frequency for any TMmn

mode is given by [1]

f0 = c

2
√∈re f f

[(m
L

)2 +
( n

W

)2
] 1

2

(5)

where m and n are modes along L and W, respectively.
For efficient radiation, the width W is given by [1]

W = c

2 fo
√

∈r+1
2

(6)

Probe feeding often referred to as a coaxial feeding is used to feed the antenna;
Fig. 1 shows the top and bottom views of the proposed antenna designed on HFSS
software. It shows two schematic views of the designed antenna. Table 1 shows all
the dimensions of the proposed antenna.

Fig. 1 Geometry of the
proposed antenna

(a) Top view (b) Bottom view

Table 1 Design parameters Dimensions Value (mm)

The radius of DGS circles 2.97

Dumbbell width 1.1

Length of the ground plane 50

Length of substrate 50

Length of patch 28.6

The width of the ground plane 50

Width of substrate 50

Width of patch 20.8

Feed location offset 4.77
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3 Design of Multiband Antenna Using DGS

The defective ground structure is a method in which the ground of patch is made
defected by different etching shapes of slots (of a specific dimension). In this method,
the ground plane metal of a microstrip (or stripline, or coplanar waveguide) circuit
is intentionally modified to enhance its performance. The DGS helps in shifting the
resonant frequency to get the desired frequency [11–14] (Table 2).

3.1 Patch Antenna with Dumbbell-Shaped DGS

Initially, four circular slots are etched on the ground plane to see the effect on the
resonant frequency and return loss. Then to introduce more resonant frequencies
slots are also etched between the upper two circles and lower two circles. Finally,
a dumbbell shape comes into existence. Figure 2 shows the top view and bottom
view of the fabricated structure. The antenna has been fabricated using standard
photolithography procedure.

Table 2 Comparison of simulated and measured return loss

S. no. Simulated Measured

Frequency (GHz) Return loss (dB) Frequency (GHz) Return loss (dB)

1 2.638 −26.40 2.68 −12.514

2 3.84 −15.94 3.94 −18.68

3 6.72 −14.36 7.02 −15.5

4 10.67 −29.14 11.01 −24.83

5 13.78 −30.94 14.3 −22.5

Fig. 2 A fabricated antenna
(proposed structure)

(a) Top view (b) Bottom view
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4 Results and Discussion

4.1 Return Loss

Figure 3 represents the comparison graph between themeasured and simulated return
loss (S11) of the proposed antenna. It is observed from the figure that the proposed
antenna provides multiband operation at resonance frequencies 2.638, 3.842, 6.72,
10.67, and 13.78 GHz.

It is observed from this figure that both the curves are closely matching. There is
little variation which may be due to several factors including fabrication error.

4.2 VSWR

Figure 4 represents the comparison graph between measured and simulated VSWR
of the proposed antenna. It is observed that both the results are closely matched.

Table 3 compares the simulated and measured VSWR values for the proposed
fabricated antenna.

It is observed from the results that the measured VSWR values for the resonant
frequencies are close to unity, which is much below the standard value of 2. So, it is
concluded that the proposed antenna is well suitable for the multiband applications
in the various areas.

Fig. 3 Comparison of
measured and simulated
return loss
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Fig. 4 Comparison of
measured and simulated
VSWR

Table 3 Comparison of measured and simulated VSWR

S. no. Simulated Measured

Frequency (GHz) VSWR Frequency (GHz) VSWR

1 2.638 1.1 2.68 1.62

2 3.84 1.3 3.94 1.26

3 6.72 1.4 7.02 1.4

4 10.67 1.07 11.01 1.12

5 13.78 1.05 14.3 1.16

4.3 Radiation Pattern

Figure 5 shows far-field radiation pattern of the proposed antenna at the frequency
of 2.638 GHz. The radiation pattern is bidirectional.

Figure 6 shows far-field radiation pattern of the proposed antenna at the frequency
of 3.84 GHz. It is shown that at 3.84 GHz, the main lobe occurs at 180°. The angular
width is 80.8° and side lobe level is −10.3 dB.

Figure 7 shows far-field radiation pattern of the proposed antenna at the frequency
of 6.73 GHz. It is shown that at 6.73 GHz, the main lobe occurs at 45°. The angular
width is 67.3° and side lobe level is −6.6 dB.

Figure 8 shows far-field radiation pattern of the proposed antenna at the frequency
of 10.674 GHz. It is shown that at 10.674 GHz, the main lobe occurs at 180°. The
angular width is 54.4° and side lobe level is −6.8 dB.

Figure 9 shows far-field radiation pattern of the proposed antenna at the frequency
of 13.782 GHz. It is shown here that the main lobe occurs at 31°. The angular width
is 35°, and the side lobe level is −7.6 dB.
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Fig. 5 Radiation pattern at 2.638 GHz

Fig. 6 Radiation pattern at 3.84 GHz

4.4 Gain

Figure 10 shows the gain of the proposed antenna. It is observed from the figure that
the gain of the antenna is varying between 1.4 and 6 dB.
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Fig. 7 Radiation pattern at 6.73 GHz

Fig. 8 Radiation pattern at 10.674 GHz

4.5 Efficiency

Figure 11 shows the radiation efficiency and total efficiency of the proposed antenna.
It is observed that the radiation efficiency is varying between 33 and 55%. The
efficiency is at its lowest at 2.638 GHz.
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Fig. 9 Radiation pattern at 13.782 GHz

Fig. 10 Gain of the
proposed antenna

Fig. 11 Radiation efficiency of the proposed antenna
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Table 4 Application area of resonating frequencies

S. no. Resonant frequency (GHz) Application area

1 2.638 Fixed mobile and aeronautical mobile communication

2 3.84 Amateur radio and mobile communication

3 6.72 Fixed satellite (Earth-to-satellite and satellite-to-earth)
communication

4 10.67 X-band Satellite Communication and Fixed satellite
(Earth-to-satellite and satellite-to-earth) communication

5 13.78 Space research and radio location

5 Conclusion

In this paper design and radiation performance of rectangular patch antenna using
dumbbell shape, DGS is reported through simulated analysis and measured results.
The proposed antenna is a multiband antenna and resonates at five different fre-
quencies, i.e., 2.638, 3.842, 6.72, 10.67, and 13.78 GHz. The return loss, VSWR,
radiation efficiency, gain and radiation patterns are described in detail. The results
show that the proposed antenna is quite suitable for multiband applications. Some
of these possible applications are summarized in Table 4.
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Optimizing Resource Allocation
of MIMO-OFDM in 4G and Beyond
Systems

Arun Kumar Singh, Neelam Srivastava and Saurabh Dixit

Abstract The blend of Multiple-Input–Multiple-Output (MIMO) and Orthogonal
Frequency-Division Multiplexing (OFDM) provides a formidable air interface for
fourth-generation (4G) technology. In beyond 4G standards, the derivative technolo-
gies of OFDM along with MIMO are poised to function as the air interface. The task
of optimizing the performance metrics for resource allocation in MIMO-OFDM is
a crucial aspect in 4G systems like Long Term Evolution (LTE) or LTE Advanced
(LTE-A). As the evolution of LTE-Advanced continues and opens the vistas to fifth-
generation (5G) standard, several performance metrics need to be optimized. The
prime metrics which characterize a wireless system are the ergodic capacity and
Spectral Efficiency (SE) of the system. There exists a precarious trade-off betweenSE
and Energy Efficiency (EE) which needs to be judiciously balanced. Other aspects of
resource optimization include enhancement of the throughput at the user end, reduc-
tion of cost per bit. This paper explores the critical aspects of potential enhancement
and discusses ways to optimize resource allocation. Specific attention is given to
the provisioning of the Cyclic Prefix (CP) in OFDM and use of Multiuser MIMO
(MU-MIMO). Although CP is an overhead, but it is required to overcome the effects
of Inter-Symbol Interference (ISI). However, adaptive CP length adjustment can
improve the spectral efficiency. It is demonstrated that MU-MIMO yields a higher
energy efficiency as compared to point-to-point MIMO. Therefore, MU-MIMO is
ideally suited to yield a higher throughput in 4G and beyond systems.

Keywords Cyclic prefix · LTE advanced · MIMO · MU-MIMO · OFDM
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1 Introduction

In the fourth-generation (4G) networks, there has been a ubiquitous proliferation
of Multiple-Input–Multiple-Output (MIMO) along with Orthogonal Frequency-
Division Multiplexing (OFDM) as the radio channel. In the upcoming fifth-
generation (5G) networks, MIMO is expected to be further scaled up to massive
MIMO. For the multiplexing technique, the derivative technologies of OFDM like
Filter-Bank-Multi-Carrier (FBMC) and Generalized Frequency-Division Multiplex-
ing (GFDM) are potential candidates. To elevate the performance of the wireless
network, it is imperative to deploy adaptive transmission and dynamic resource allo-
cation. TheBase Station (BS) dons the responsibility for choosing the bestmethod for
bit loading in MIMO-OFDMMultiple Access Control (MAC) scheme. The BS also
allocates the subcarrier to be used by the symbol. In [1] the author(s) opine that the
BS exploits the Channel State Information (CSI) to select the transmit antenna from
among the multiple users. In [2] the author(s) venture to design a robust technique
modeled around convex optimization theory. By means of this technique, they have
tried to minimize the total transmit power required for MIMO-OFDM communica-
tions. The author(s) have vigorouslyworked toward the analysis of the individual user
rate constraints. The merit of this strategy is that it can be applied to downlink as well
as uplink as it requires only linear transmit and receives processing. The complexity
of the system is deflated by dividing the entire process into M number of individ-
ual subprocess. The process of division is achieved by applying the Lagrangian dual
objective functionwhich is used for the sumpower. Thus, thewhole process of convex
optimization is accomplished by applying the Lagrangian dual function to chip the
problem into M number of individual subproblems. Here, M is equal to the number
of subcarriers. This approach drastically scales down the complexity of the system
to vary linearly with M instead of varying exponentially with M. As the number of
subcarriers is usually large for multi-carrier systems, savings can be augmented by
this approach. To dynamically harmonize the step sizes of the Lagrange multiplier,
super gradient of the dual function is used. The convergence such a manner style of
the step sizes dictates the process of dynamic adjustment. This adjustment is carried
out so that the convergence of the algorithm is hastened.

In [3] the author(s) have diagnosed the compatible energy-conserving schemes
for cellular networks for a realistic power model. They have attempted to realize their
objective by highlighting the issue of general overlay assumptions about the under-
lying hardware. There is a significant departure in their approach as the focus shifts
to diminish the supply power of the cellular BS instead of trying to disparage the
Radio Frequency (RF) transmission power. Hence, to furnish a tangible mechanism
for current cellular systems like 3rd Generation Partnership Project (3GPP) Long
Term Evolution (LTE), the author(s) present a new strategy. In their approach, they
attempt to achieve antenna adaptation by deploying power control and sleep modes
algorithm. The application of power control blended with sleep mode shrinks the
BS supply power consumption of MIMO-OFDM. This decrease in power is more
prominent for multiuser MIMO (MU-MIMO). In [4] the author(s) strongly promote
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the use of MU-MIMO scheme as they opine that it will boost the multiple access
capacity. The multiple access capacity varies directly to the number of BS antennas
employed. In contrast, MU-MIMO is more robust against most of the propagation
limitations which hinder single user (SU)MIMO communications. The loss in chan-
nel rank in SU-MIMO is successfully countered in MU-MIMO. Similarly, the issue
of antenna correlation is addressed aptly in MU-MIMO. In SU-MIMO, line-of-sight
(LOS) propagation causes harsh decline in the performance of Spatial Multiplexing
(SM) schemes. However, in MU-MIMO scheme, LOS propagation ceases to pose a
problem. Therefore, MU-MIMO facilitates the SM gain at the BS while at the same
time obliterates the need for multiple antenna terminals. In a nutshell, MU-MIMO
lays the foundation for the deployment of small and cost-effective terminals in a
way which allows the control of such that intelligence and cost on the infrastructure
side. In [5] the author(s) propose adaptive modulation and coding (AMC) to boost
the capacity of wireless network. Wireless and mobile communication systems are
characterized by time-varying channel conditions and time-varying system capacity.
To circumvent the ill-effects of such time-varying channel conditions, the wireless
systems should acquire a formidable degree of tractability to adapt on many levels to
achieve desired performance. The instances of such flexibility include information
rate adaption, power control, code adaptation, bandwidth adaptation, antenna adap-
tation, and protocol adaptation. AMC is a kind of information rate adaptation and is
used presently in High-Speed Downlink Packet Access (HSDPA) and IEEE 802.16
standard.

The rest of the paper is organized as follows: in Sect. 2 a survey of various schemes
for the design of Cyclic Prefix (CP) is put forth. Section 3 highlights the capacity
advantage and Energy Efficiency (EE) of MU-MIMO as compared to point-to-point
MIMO and results presented. Section 4 draws the conclusion and presents future
direction of the work.

2 Design of Cyclic Prefix

Figure 1 represents a generic OFDM scheme where Cyclic Prefix (CP) is inserted
at the beginning of the symbol to nullify the hazardous effects of Inter-Symbol
Interference (ISI). The CP in OFDM is used as a guard band to combat the ill-effects
of inter-OFDM symbol interference. To prevent Inter-Carrier Interference (ICI), it is
necessary to maintain orthogonality among subcarriers; hence, a CP is added at the
head of each symbol, and the length of CP is kept higher than the expected length
Of Channel Impulse Response (CIR). However, CP being an overhead decreases
the Spectral Efficiency (SE) of the system. It wastes channel resources for relatively
short channel impulse response. CP may not render itself as necessarily optimal to
eliminate interference. Hence, several approaches have been inculcated to cope up
with this problem.

In [6], the author(s) have addressed the problem of designing the CP length for
OFDM systems in a capacity-optimal way. The optimal and simplifiedmetrics which
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Fig. 1 An OFDM schematic

render themselves suitable to maximize capacity are highlighted. After applying
those metrics, the author(s) propose practical resource algorithms like bit loading
and OFDM sub-channel assignment along with CP-length adaptation. In [7], the
author(s) devise a technique for determining optimal windows that trade-off inter-
ference suppression with intercarrier and interframe interference. The technique pro-
posed by the author(s) assumes that channel statistics are known. Thus, this novel
technique optimized windows for various levels of interference, delay spreads, frame
length, and cyclic prefix lengths can be produced. In [8], the author(s) use a Discrete
Multi-tone (DMT) system where a cyclic prefix serves as a tool to divide the chan-
nels into independent, subcarriers. However, the duration of the cyclic prefix has to
be as long as the channel impulse response. In practical designs, the cyclic prefix is
usually fixed. As a result, distortion might occur at, the channel output, if the channel
impulse response is longer than the cyclic prefix. The distortion may be so severe
that it dominates other noise. A precoder is used at the transmitter to ensure that
distortion does not exist at the receiver. In [9], the author(s) deploy the approach of
Per-Tone Equalization (PTEQ) for MIMO-OFDM systems.

3 Capacity and Energy Efficiency in MU-MIMO

In a wireless fading channel, capacity serves as a standard performance metric [10].
The capacity of a wireless channel gives an estimate of maximum data rates that can
be transmitted with a small error rate. According to Shannon, capacity is defined as
themutual information of the channel maximized over all possible input distributions
[11]. It is expressed by the formula:

C = B log2(1 + γ) (1)
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whereB is the channel bandwidth, γ is the Signal-To-NoiseRatio (SNR). In Fig. 2 the
capacity ofMIMO is depicted over the 16QuadratureAmplitudeModulation (QAM)
for a two transmitter, two receiver scheme. The capacity is displayed formultiplexing,
Additive White Gaussian Noise (AWGN), and Rayleigh channel. With a higher
Degree of Freedom (DoF), there is a capacity advantage. In Fig. 3 the sum needed
power for different schemes are compared. It is seen that the sum needed power
for Zero forcing Dirty Paper coding (ZF-DPC) and Zero forcing Beamforming (ZF-
BF) are much less as compared to that of traditional Time Division Multiple Access
(TDMA). In a wireless fading channel, the capacity is calculated as a mean with
respect to time, as described by [12]. The capacity in a probabilistic fading channel
is calculated as an average over a distribution. Hence, it is known as the ergodic
capacity and is characterized by [13, Eq. 8], assuming independent and identically
distributed (i.i.d.) fading. It is expressed by (2) as

C
∧

�
∫ ∞

0
B log2(1 + γ)pγ(γ) (2)

where pγ(γ) is the Probability Density Function (Pdf) of SNR. To simplify Eq. (2),
we use the integral identity in [14, Eq. 4.337.2] such that

C
∧

= 1

2 loge 2
exp

(
1

4�LS

)

Ei

(
1

4�LS

)

(3)

where Ei(·) is the exponential integral function.
The expression for channel capacity in MU-MIMO channel can be expressed as

Fig. 2 The capacity of MIMO for 16 QAM
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Fig. 3 Sum needed power of different rates

C =
M∑

i=0

log2

(

1 + Esλi

MNo

)

(4)

Here, λ represents the channel power over the links. For achieving optimum
capacity, the channelmatrixH should be orthogonal. Hence, when the channelmatrix
is orthogonal, then the capacity is expressed as

C = Mlog2

(

1 + Es

No

)

(5)

Equation (5) provides a revealing insight into the capacity for a MIMO channel.
The key inference is that the capacity in an orthogonal MIMO channel is M times
the capacity of the SISO channel.

The capacity of a point-to-point MIMO channel is given as

C
∧

=
∫ ∞

0
log2(1 + γ)

γnrnd−1 exp
(

−x
γ

)

γnrndγ(nrnd)
dγ (6)

nr, nd are the number of transmitting and receive antennas. γ̄ is the average SNR,
�(·) is the gamma function, the PDF of (6) is provided by [15]. By employing (5) and
(6), the capacity in terms of EnergyEfficiency (EE) is plotted in Figs. 4 and 5. Figure 4
represents the capacity advantage and EE of higher number of independent links. As
the number of independent links increases, the capacity and EE are augmented. In
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Fig. 4 Energy efficiency in a MIMO system

Fig. 5 Energy efficiency in a MU-MIMO system
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Fig. 5 the results demonstrate that MU-MIMO yields higher throughput as compared
to point-to-point MIMO. Therefore, there is a significant improvement of capacity
and EE in MU-MIMO as compared to point-to-point MIMO. These results are the
manifestation of the orthogonal channel in MU-MIMO and the use of pre-coding to
mitigate the effect of interference.

4 Conclusion

This paper summarizes the various resources provisioning in MIMO-OFDM with
a particular emphasis on cyclic prefix and multiuser MIMO. It is inferred that the
length of cyclic prefix can be minimized while at the same time orthogonality of the
subcarriers be preserved by the use of adaptive algorithms and decoder. Thus, the
overhead of including CP can be minimized using algorithms which enable adaptive
adjustment of the CP length. The use of multiuser MIMO is imperative to improving
the capacity and energy efficiency.MU-MIMOexploits the principle of user diversity
and is instrumental in the realization of virtual MIMO system. The results presented
demonstrate the higher energy efficiency of MU-MIMO as compared to point-to-
point MIMO.
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Design and Development of 2.1 GHz
Horn Antenna

Indra Kumar Singh, Rajiv Kumar Singh and Radhey Lal

Abstract This paper describes the building and simulation of a 2.1 GHz horn
antenna which can be widely used in wireless communication systems, electromag-
netic sensing, microwave heating, and for calibration of other antennas. The antenna
was designed to have the highest gain of 15 dB at 2.1 GHz although it can be used
for frequency range in between 1.9 and 2.3 GHz which generally lies in L-band
and S-band. This paper describes the calculations and measurement of horn antenna
parameters in detail which includes waveguide parameters and flare dimensions.
Using the designed value horn antenna is fabricated of thickness 2 mm. The numer-
ical modeling was performed on CST software. The result showed that the highest
gain of 15 dB is obtained at 2.1 GHz.

Keywords Horn antenna · Antenna gain · Directivity · Radiation pattern · CST
simulation

1 Introduction

Horn antenna is a type of aperture antenna that finds its applications in the wide
areas of wireless communication, LAN extensions such as marine communication,
satellite communication,microwave heating, electromagnetic heating, phased arrays,
feed elements for reflector, and lens antennas. Horn antennas are also widely used
as calibration antenna for other antennas [1].

With the knowledge of the fields over the aperture, the radiation field from antenna
aperture can be determined. Horn antenna is very popular at higher frequencies
and UHF. From Maxwell equations theoretical analysis of the electromagnetic horn
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antenna is derived [2]. It is constructed by flaring of waveguide. The flaring is done
for impedance matching. The impedance of waveguide is nearly about 50–60 � and
that of free space is nearly 377 � [3]. It can provide high gain and increases the
directivity of antenna. It is a directional antenna and generally used for long-distance
communication and feed for large parabolic reflector antenna. There are several types
of horn antenna such as E-plane sectoral horn, H-plane sectoral horn, pyramidal horn,
conical horn, and corrugated horn antenna [3]. The directional pattern can be used
so that the power radiated is focused in desired direction. Today, there is wide range
of the antenna in the market but sometimes the commercial antennas do not suit the
user requirements, either the gain is too small or frequency range does not suit the
user requirements. So, only option is to build our own antenna. The advantages of
horn antenna are lowVSWR, wide bandwidth, robust design, simple in construction,
and easy to excite. To fulfill so many practical applications, they are constructed in
wide variety of shapes and sizes [4–9].

2 Horn Antenna Design

First step in designing the horn antenna is deciding the gain required for the desired
range of frequency for a particular operation. In electromagnetic theory, antenna gain
is defined as the ratio of power in the direction of peak radiation to average power in
all direction. In other words, antenna gain is the combination of both directivity and
efficiency. For a transmitting antenna, antenna gain is defined as howwell the antenna
is converting the power in the form of electromagnetic waves in desired direction.
Similarly, at receiving end, how well the receiving antenna converts the received
electromagnetic waves into the electrical power. The gain of antenna is generally
expressed in dB. The dipole antenna has a gain which is very less as compared to
the horn antenna. So, the aim of this paper is to achieve the gain of 15 dB at 2.1 GHz
which is generally used for communication purpose.

The dimensions of waveguide are determined depending on the frequency of use
for particular purpose. The rectangular waveguide shown in Fig. 1 has parameters
width (a), height (b), and length (l) of the waveguide. Since 2.1 GHz frequency
generally lies in S-band, we use WR-430 standard waveguides. For 2.1 GHz horn

Fig. 1 Waveguide
dimensions

b

a 
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antenna, width has been taken as a= 4.3′′ = 10.922 cm, height as b= a/2= 5.46 cm,
and depth (l) of thewaveguide equal to the half of the cutoffwavelength ofwaveguide.

Waveguide wavelength is given by

λg = 1√
1
λ2

0
− 1

λ2
c

(1)

where λC is the cutoff frequency wavelength for the mode of transmission.
Cutoff wavelength of waveguide in different modes is calculated by

(λc)mn = 1√(
m
a

)2 + (
n
b

)2 (2)

where m and n are integer numbers.
The mode of transmission has been taken as TE10 mode (m = 1, n = 0). Thus

(λc)10 = 2a = 2(10.922) = 21.844 cm. Wavelength in free space λ0 is calculated by

λ0 = c

f
(3)

Thus,

λ0 = 3 × 1010

2.1 × 109
cm = 14.2857 cm

After determining the aperture of waveguide, we have to determine the position
and height of the feed antenna. Position of feed antenna is equal to the one-fourth
of the waveguide wavelength from the edge of the antenna (λg

4 ) and the height of
feed antenna is equal to the one-fourth of the wavelength in free space (λ0

4 ) (Fig. 2).

So, position of feed antenna is λg

4 = 4.721125 cm and height of feed antenna is
λ0
4 = 14.2857

4 = 3.5714 cm.

Fig. 2 Waveguide design

a

b
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Fig. 3 Pyramidal horn
antenna design

A b 

B

a

For a pyramidal horn antenna, the gain in terms of aperture area is calculated as

G = εap.
4π

λ2
0

.Aab (4)

where εap = effective aperture coefficient (0.51 for copper material), and Aab = area
of the aperture (A × B).

For the desired gain of 15 dB (=31.622) and free space wavelength λ0 =
14.285 cm = 0.142857(m), the area of aperture Aap (A × B) is 0.100696 (m2).

Figure 3 shows the flare dimensions and parameters of pyramidal horn antenna.
For this antenna following are the design equations:

A.B = 0.100696 (m2) (5)

ρH

(
1 − a

A

)
= ρE

(
1 − b

B

)
= RH = RE (6)

A = √
3λ0ρH (7)

B = √
2λ0ρE (8)

Therefore, from four Eqs. (5), (6), (7), and (8) we can calculate the four unknown
values of A, B, ρH , and ρE . Other dimensions are calculated by the following equa-
tions:

ρH

RH
= A

A − a
(9)

ρE

RE
= B

B − b
(10)

lH =
√

ρ2
H + A2

4
(11)



Design and Development of 2.1 GHz … 255

Table 1 Antenna design

A(m) B(m) a(m) b(m) ρH (m) ρE (m) RE =
RH (m)

lH (m) lE (m)

0.37 0.27 0.10922 0.05461 0.32 0.26 0.21 0.37 0.29

lE =
√

ρ2
E + B2

4
(12)

For the pyramidal horn antenna, the calculated parameters are shown in Table 1.

3 Designing of Horn Antenna

3.1 Experimental Setup

The experimental parameter measurements were performed at the Microwave Lab-
oratory, Department of Electronics Engineering, Institute of Engineering and Tech-
nology, Lucknow, India. The fabricated horn antenna and its measurement setup are
shown in Fig. 4a, b. The distance between the generator and spectrum analyzer is
6.5 m for generator we have used Klystron power supply, (model no.: NV102), and
spectrum analyzer (LGmodel no.: RS132) has been also used formeasurement. Horn

Generator Spectrum analyzer6.5m

Horn antenna

(a)

(b)

Fig. 4 a Fabricated horn antenna, b Measurement setup
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Fig. 5 Pyramidal horn
antenna design using CST

antenna is made up of copper material which is 2 mm thick. The measurement was
performed in the frequency range of 1.9–2.3 GHz [1, 3].

3.2 Simulation Modeling

Horn antenna was simulated using the Computer Simulation Technology (CST) soft-
ware. CST software is very useful for 2D and 3D design and analysis of antenna
structures [6]. The pyramidal horn antenna is excited using a waveguide which is
fed by supply source. The horn antenna plates are of finite thickness (2 mm). Flare
dimensions are the most significant part of horn antenna designing (Fig. 5).

4 Result and Analysis

A horn antenna operating at 2.1 GHz has been fabricated, and simulations using CST
software have been done for this antenna. Figure 6 shows S-parameter analysis of
the designed antenna which is helpful in measurement of the dissimilarity between
impedance of load and metallic transmission line. Here, −10 to −15 dB and higher
value of S-parameter has been obtained for the desired operating frequency.

Figure 7 shows the VSWRgraph of the designed horn antenna which is associated
with impedance matching. Simulated value of VSWR is less than two and hence it
is good for signal transmission. Radiation pattern of the designed horn antenna is
shown in Fig. 8.

Measurement was performed in the frequency range of 1.6–2.7 GHz for power
density and antenna gain. The losses have been taken into account and have been
calculated using expression L = 20log(λ/4πd), where d is separation between the
transmitting antenna and receiving antenna.
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Fig. 6 S-Parameter of horn antenna

Fig. 7 VSWR of horn antenna

Fig. 8 Radiation pattern of horn antenna
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Table 2 Measurement data
for the designed horn antenna

Frequency
(Ghz)

Received
power Pr
(dBm)

Signal
attenuation L
(dB)

Antenna gain
Gt (dB)

1.6 −28.10 52.45 4.01

1.7 −29.13 53.95 4.07

1.8 −27.04 54.44 6.67

1.9 −27.58 54.91 6.59

2.0 −27.89 55.36 6.72

2.1 −27.72 56.94 8.48

2.2 −26.86 57.08 9.46

2.3 −27.99 56.57 7.84

2.4 −27.91 55.78 7.13

2.5 −29.48 56.19 5.96

2.6 −32.94 57.30 3.61

2.7 −36.89 57.64 0.00

Antenna gain can be calculated as Gt = Pr − Pt − Gr − L where Pt , Pr , Gr ,
and L are transmitted power, received power, receiver antenna gain, and transmission
loss, respectively. The transmitted power has been set at +15 dBm. Table 2 shows
measurement data for the designed horn antenna.

Close observation of Table 2 shows that the highest power density is obtained
at 2.1 GHz frequency. Received power (with Gr = 1 due to spectrum analyzer) is
calculated as Pr = (Pd/4π)

(
c2/ f 2

)
Gt , where Pd is received power density and c is

speed of light.
Transmission loss has been taken into account for the calculation of the antenna

gain. Cable losses (0.25 dB/m), indoor transmission losses (1 dB/m), and connector
losses (0.5 dB each) have been considered.

Figure 9 shows the gain–frequency response of the designed horn antenna. It is
observed that the highest gain is achieved near 2.1 GHz, i.e., near the operating
frequency. The difference is measured and calculated value of the antenna gain is
due to the measurement errors.

Fig. 9 Gain–frequency
response of designed horn
antenna
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5 Conclusion

The successful implementation and simulation of 2.1 GHz horn antenna are done
using CST software and by lab experimental setup. From the experimental and sim-
ulation studies, it is clear that signal integrity be intercepted or transmitted depend-
ing upon the design consideration of pyramidal horn antenna. The antenna gain of
approximately 9.4 dB has been achieved by the measurements. The desired gain of
15 dB could be achieved with precise building of horn antenna and by increasing
the thickness of copper metal sheet which is used for manufacturing of antenna.
Although antenna is mainly designed for 2.1 GHz, it can be used in the frequency
range of 1.9–2.3 GHz with high gain.

Acknowledgements Author would like to thank Department of Electronics Engineering, Thapar
University, Patiala for providing access to CST Microwave Studio.
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Full-Duplex Wireless Communication
in Cognitive Radio Networks: A Survey

Ashish Kumar Rao, Rajiv Kumar Singh and Neelam Srivastava

Abstract Since past few years, as the technology growing in the field of wireless
communicationwith their ubiquitous application, the demand for spectrum resources
is also increased. To exploit the demand for spectrum, Cognitive Radio Networks
(CRNs) became the most promising solution. Many works have been done in half-
duplex CRNs, where at a given time secondary user can only sense the spectrum
or transmit the data. Half-duplex CRN is unable to transmit the data during sensing
period. This is the major limitation of half-duplex CRN. On the other hand, full-
duplex CRNs can simultaneously sense and transmit the data at a given time, which
improves the throughput of system as compared to half-duplex CRNs. This property
of full-duplex communication motivates for more research in field of energy effi-
ciency, energy harvesting, and throughput maximization in CRNs. In this paper, we
have presented the energy efficiency, energy harvesting, and throughput calculations
with open issues and challenges of full-duplex communication in cognitive radio
networks.
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1 Introduction

The tremendous growth in the field of wireless communication technologies in the
past few decades enhanced the connectivity between several electronic devices.With
the increasing demand of high data rate and better quality of service, service providers
move to next-generation technology to provide data-intensive applications. The basic
requirements of the consumers are to gain high throughput data communication with
better energy efficiency. The subscriptions of wireless services such as television,
cellular, broadband, and navigation are increasing day by day. Therefore, it is pre-
dicted that global wireless data traffic will increase ten times up to the year 2019,
in comparison to the year 2014 [1]. The demand of uninterrupted connectivity and
higher data rates motivates the extravagant development in the field of wireless com-
munication and the growth toward next-generation technologies such as femtocells
[2, 3], millimeter-wave spectrum technology [4], Multiple-Input–Multiple-Output
(MIMO) technology [5, 6], and cognitive radio technology [7–9].

Capacity demand can be achieved with the help of increasing spectral efficiency,
spreading of spectrum, and densification of network with increasing small cell in
future wireless communication technology. A full-duplex communication system
has the potential to double the spectral efficiency by sending and receiving data at the
same time and with same frequency resources. However, the transmit antenna and
receive antenna introduce the strong self-interference by its transmission process,
which makes the decoding of signal difficult. This is the main reason for nonac-
ceptance of FD technology widely until recently. In recent years, the growth of
self-interference reduction technique made the FD wireless communication widely
acceptable [10].Manyworks have been done in the field of FD communicationwhich
shows the FD technique can achieve better spectral efficiency in comparison to HD
technique [11]. This interesting feature needs more attention to research in the field
of FD communication in CRNs. In this paper, our main attention is to present the
energy efficiency, energy harvesting, and throughput analysis and discussing research
challenges in FD communication.

1.1 Need for Full-Duplex Communication in CRN

Most of the Cognitive Radio Networks (CRNs) exploit the white spaces with half-
duplex (HD) radios. The Half-Duplex Cognitive Radios (HD-CRs) perform data
communication in two stages. In the first stage, it senses the licensed spectrum and
then transmits the data in second stage. In spectrum sensing stage, secondary user
(SU) senses the white spaces in license band. The sensing result can be false which
results harmful interference to primary user (PU). Therefore, HD-CR user takes
a long portion of time for sensing the spectrum and very less portion of time for
data communication. One of the big challenges for HD-CR user is, during the data
transmission stage, it is unable to detect PU transmission which greatly affects PU
activity.
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Data transmission and reception are performed in two different orthogonal chan-
nels in HD-CR. This two-channel operation requires more bandwidth in comparison
to single-channel operation. It also increases the latencies, as two channels need to
be sensed for white space exploitation.

On the other hand, full-duplex cognitive radio (FD-CR) significantly mitigated
the drawback of HD-CR [12–15]. Full-duplex cognitive radio simultaneously senses
and transmits the data. The data transmission and reception occur simultaneously
over the same channel during a given period of time.

1.2 Contributions of This Survey Article

Many researchers have already given an overview article on selected aspects of Full-
Duplex Cognitive Radio Network (FD-CRN). In this paper, we provide the compre-
hensive state-of-art of FD-CRN along with energy efficiency, energy harvesting, and
throughput approach. Introduction and need for full-duplex CRN are discussed in
first section. Comparison between half-duplex and full-duplex cognitive radio com-
munication is discussed in second section. In third section, we have discussed the
energy efficiency and energy harvesting in FD-CRN. Throughput analysis has been
carried out in fourth section. In last section, we discussed the open issue, challenges,
and future research direction.

2 Cognitive Radio and Full-Duplex (FD) Communication

2.1 Cognitive Radio Networks (CRNs)

The wireless radio spectrum, ranging from 9 kHz to 3 THz, is divided into chunks
of frequency bands. This range of frequency can be divided into two parts: licensed
frequency band and unlicensed frequency band. Licensed frequency band is utilized
on the basis of licensing and a certain license fee has to be paid to the government
regularity authority. It is insured that there will be no other wireless entity using same
frequency. Unlicensed frequency band is not sold nationally or internationally and
can be utilized for low-cost communication. Due to the limited number of unlicensed
bands and large number of users, there are more chances of interferences to occur.
International or national regulatory authorities provide the licensed band by static
spectrum management policies. According to this polices, fixed spectrum band is
provided to licensed holders for long-term basis for a large geographical area. As per
the survey [16], it is noticed that utilization of spectrum is varying from 15 to 85%,
which shows the most of the spectrums are unused and underutilized.

Dynamic Spectrum Access (DSA): It is one of the enabling technologies of CR
[17] which is widely used for the exploitation of white spaces [7, 18]. CR devices
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can identify white spaces using DSA strategies. In this technology, CR devices can
sense the white spaces in license band and are able to reconfigure their parameters
to move to other white space, when primary user (PU) start communicating in that
particular band. During this process, CR user avoids the harmful interference to PU.
PUs are licensed users having the exclusive right to use set of licensed frequency
band without any interference. On the other hand, CR users or secondary users (SU)
are unlicensed users, who do not have the license to use license band. SU can use
unlicensed band whenever required without consideration of other user and can use
the licensed band opportunistically without causing the interference to primary use
(PU).

Spectrum Handoff: Spectrum handoff is one of the most important requirements
for uninterrupted communication. Mobility of spectrum depends on spectrum hand-
off which is directly related to the quality of service and link maintenance [19]. In
CRN, spectrum handoff provides resilient work for SUs. Many works have been
done in short-term and long-term handoff performance such as link maintenance
probability, number of spectrum handoff, etc. [20].

2.2 Half-Duplex Versus Full-Duplex Communication

Communication can be performed on the basis of data flow capability. The term
“duplex” means the two systems communicate with each other simultaneously. In
full-duplex (FD) communication, two systems have the capability to communicate
with each other simultaneously. The data transmission and reception are performed
simultaneously in both the duplex systems. Half-duplex (HD) communication is the
most commonly used data flow mode in wireless networks because of its simplicity.
The limitation of HD communication systems is that it cannot perform transmission
and reception simultaneously. Therefore, in half-duplex (HD), half of the time is
utilized for sensing and other half of the time is used for transmission. This process
greatly reduces the throughput of the HD system in comparison to FD systems.
Furthermore, HD systems are prone to hidden terminal problem [11].

2.3 Network Topology

In FD network, there are mainly three topologies: conventional bidirectional topol-
ogy, the relay topology, and the base station topology. In conventional bidirectional
topology, transmission and reception are performed simultaneouslywhichminimizes
the delay and improves the spectral efficiency in comparison toHDnetwork topology.
In relay-based topology, the FD relaying can receive and forward data in real time
simultaneously on a common carrier [21, 22]. In base station topology, base station
supports uplink and downlink data communication on a common carrier simultane-
ously. In each of these network topologies, multiple antennas are used in a system
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Table 1 Comparison between half-duplex CRN and full-duplex CRNs

Parameter Half-duplex cognitive radio
networks

Full-duplex cognitive radio
networks

Spectrum sensing (SS) The duration for spectrum
sensing is predefined. This is
not continuous in nature

In FD, duration for spectrum
sensing is not predefined.
This is continuous in nature

Self-interference suppression Not applicable in HD CRNs Different approaches are used
for self-interference
suppression in full-duplex
CRNs such as active and
passive approach

Secondary transmit power Increase in the power in
HD-CRN increases the
throughput also

In full-duplex CRN, there is a
trade-off between throughput
and power

PR activity PR activity in half-duplex
CRNs monitors primary user
with several models

In FD CRN, PU activity
becomes more reliable due to
continuous spectrum sensing

Security Less secure in comparison to
FD-CRNs

Anti-jamming antennas in
FD-CRNs mitigate the impact
of various eavesdroppers

and number of antennas can differ per system. The comparison between HD and
FD-CRNs is shown in Table 1.

3 Energy Efficiency and Energy Harvesting in FD-CRN

In this section, we find the false alarm probability and the probability of detection for
a given system model. We consider the system model used by Fan et al. [23]. In this
model of CRN, one primary user pair and one secondary user pair are considered.
Primary transmitter (PT) transmits the signal to primary receiver (PR) and secondary
transmitter (ST) transmits the signal to secondary receiver (SR) as presented in Fig. 1.

3.1 System Model

The given model presents the RF-Powered Full-Duplex Cognitive Radio Networks
(FD-CRNs). In this network model, secondary transmitter (ST) performs the spec-
trum sensing, and does data transmission when primary user is not active and harvest
energy simultaneously.

Antenna A1 performs sensing with time duration τ. After sensing, it decides
the presence and absence of primary user; antenna A2 simultaneously transmits
the data when primary user is not present, otherwise maintain the silence. Antenna
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Fig. 1 System model [23]

A3 harvests energy either from primary transmitter, when it is busy or secondary
transmitter, when it transmits the data. Antenna A3 also recycles the energy from ST
itself. Hence, this harvested energy is again used for secondary transmitter sensing
and transmitting.

3.2 Analysis of False Alarm Probability and Detection
Probability

To determine the false alarm probability and the probability of detection, it is neces-
sary to know the status of ST. Hence, we use the detection threshold ε0, ε1 to decide
ST status, whether it is silent or active, respectively.

Secondary Transmitter (ST) is silent: If ST is silent or no data is being transmitted,
there are two possible cases. It is possible that PT is active or PT is not active. Due
to noise, ST may sense that PT is active, which is known as false alarm. We can
formulate the PT detection with the help of two hypotheses H00 and H01, where
H00 presents waste of spectrum due to false alarm. The received signal at ST can be
written as

y =
{
hp sp + w, H01,

w, H00,
(1)

Here, the Rayleigh channel gain with variance σ 2
hp from PT to ST is denoted

by hp, the PT’s signal with variance σ 2
p is denoted by sp. ω is the Gaussian noise

with zero mean and variance σ 2
ω . The probability of detection p0d(ε0) and false alarm

probability p0f (ε0) at ST [24] can be calculated as
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p0d(ε0) = Q

((
ε0

(1 + γs)σ 2
ω

− 1

)√
fsτ

)
, (2)

p0f (ε0) = Q

((
ε0

σ 2
ω

− 1

)√
fsτ

)
, (3)

Here, in this equation the SNR of sensing is denoted as γs = σ 2
hpσ

2
p

σ 2
ω

. fs is the
sampling frequency and complementary cumulative distribution function of standard

Gaussian denoted as Q(.), which is Q(x) = 1√
2π

∫ ∞
x exp

(
− t2

2

)
dt .

ST is active: When ST is active or data is transmitted, we use the hypothesis
H10 and H11 to present the PT state, either idle or busy. If the PT is active and ST
is unable to detect the presence of primary signal due to miss detection, state of
collision occurs. This is denoted by H11. In such case, the received signal can be
presented as

y =
{
hp sp + hi st + w, H11,

hi st + w, H10,
(4)

where self-interference channel gain from antenna A2 to antenna A1 is hi, st is
the signal of the secondary transmitter. The variance of st is σ 2

s . The term hi st
can be modeled as Rayleigh distribution with zero mean and variance χ2σ 2

s . Self-
interference suppression (SIS) factor χ2 (0 < χ2 < 1) can be defined as the ratio of
power received at self-interference signal to secondary transmitters transmit power.
The probability of detection p1d(ε1) and false alarm probability p1f (ε1) in this case
can be written as [4]:

p1d(ε1) = Q

((
ε1

(1 + γs + γi )σ 2
ω

− 1

)√
fsτ

)
(5)

p1f (ε1) = Q

((
ε1

(1 + γi )σ 2
ω

− 1

)√
fsτ

)
(6)

where γi = χ2σ 2
s

σ 2
ω

denotes the interference to noise ratio.
From the above equations, the detection probability and false alarm probability

can be found as

Pd(ε0 ε1) = P1
d (ε1)

1 − P0
d (ε0) + P1

d (ε1)
, (7)

Pf (ε0 ε1) = P1
f (ε1)

1 − P0
f (ε0) + P1

f (ε1)
, (8)

Tooptimize the energy efficiency and energyharvesting,weneed to understand the
energy consumption and harvesting process in FD-CRN scenario. Here, we assume
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that the secondary transmitter always has data to transmit. Hence, four cases arise as
discussed below.

H00 denotes that the primary transmitter is not transmitting the data and secondary
transmitter not detecting the status of PT. Hence, ST gives a false alarm and does not
transmit the data. Therefore, the secondary transmitter is unable to harvest energy
even it consumes for spectrum sensing.

H01 denotes that the primary transmitter is active and the secondary transmitter
is silent. Hence, in this case, secondary transmitter harvests energy from primary
transmitter and also consumes energy for spectrum sensing.

H10 denotes that the secondary transmitter transmits data along with harvesting
energy from itself. Hence, in this case, the consumed energy is utilized to perform
sensing and transmitting of data.

H11 denotes the primary transmitter and secondary transmitter both active at a
same time due to miss detection. Hence, secondary transmitter consumes energy for
sensing and transmission of data. Energy harvesting is also continuing from radio
frequency signals of primary transmitter and secondary transmitter.

Here, we are assuming sensing duration, τ � T0, T1, where T0 represents the
time duration when primary transmitter is not transmitting any data or is idle. T1
represents the time duration when primary transmitter is transmitting the data or is
busy. Here, the time duration is too short and can be neglected. Spectrumwastes time
due to false alarm and miss detection can also be neglected. Therefore, we can find
the consumed energy Ec and harvested energy Eh .

Ec = Ps(T0 + T1) + σ 2
s

[
(T0 − τ)

(
1 − P0

f (ε0)
) + τ

]
, (9)

Eh = Prsρ(Prs)
[
(T0 − τ)

(
1 − P0

f (ε0)
) + τ

] + T1Prpρ
(
Prp

)
, (10)

where Ps represents the sensing power, Prs = σ 2
s σ 2

hs2
denotes the power of secondary

transmitter’s signal at the energy harvester, channel gain variance from the secondary
transmitter’s antenna to harvesting antenna, is σ 2

hs2
, Prp = σ 2

pσ
2
hp denotes the power

of PT’s signal at the energy harvester, and efficiency of energy harvester is denoted
by ρ (·).

The energy efficiency ηEE (bits/Joule/Hz) and harvesting efficiency ηHE can be
defined as

ηEE (ε0, ε1) = R

Ec/T
= T log2(1 + γt )

(
1 − p f (ε0, ε1)

)
Ps(T0 + T1) + σ 2

s α
(11)

ηHE (ε0, ε1) = Eh

Ec
= Prsρ(Prs)2α + T1Prpρ

(
Prp

)
Ps(T0 + T1) + σ 2

s α
(12)

where γt = σ 2
hs1

σ 2
s

σ 2
ω

denotes the SNR in transmission, α = α =
(T0 − τ)

(
1 − p0f (ε0)

)
+ τ .
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Therefore, from Eqs. (11) and (12), we can calculate the energy efficiency and
energy harvesting in full-duplex CRNs.

4 Throughput in Full-Duplex Cognitive Radio Network

4.1 Non-cooperative Spectrum Sensing System Model

System model for non-cooperative spectrum sensing is shown in Fig. 2 [25]. Here,
SU receiver operates in the range of PU and this operation is performed in time-
slotted manner with duration of T. SU uses one transmit antenna Tx for transmission
and one receive antenna Rx for the sensing during the time T. It has the capability of
self-interference suppression (SIS) which allows sensing and transmitting the data
at the same time and frequency.

In thismodel, we assume that SUuses energy detectionmethod to perform sensing
of the signal. If the Ls is the total number of samples taken and Y is the received
signal then the hypothesis testing can be written as

Y = 1

Ls

∑Ls

l=1
|r(l)|2, (13)

where number of samples Ls = fsT with fs sampling rate. If r(l) is the lth sample of
the received signal then it is presented as

Rx Tx

SU

Rx Tx

Receiver

Transmission 

Primary User

Sensing

Self-interference

Fig. 2 Full-duplex CRN with non-cooperative system model [25]
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r(l) =

⎧⎪⎪⎨
⎪⎪⎩

ω(l), H00

s(l) + ω(l), H10

χ p(l) + ω(l), H01

s(l) + χ p(l) + ω(l), H11

, (14)

where ω(l) is the AWGN with variance σ 2
ω, s(l) is the received primary user (PU)

signal with SNR γ , χ is the signal to interference suppression (SIS) factor at SU
receiver with p(l) self-interference signal having zero mean σ 2

SU variance. The inter-
ference to noise ratio will be as γSU = (

χ2σ 2
SU/σ 2

ω

)
. H00, H10, H01, H11 are already

discussed in Sect. 3.2 in detail.

Analysis of false alarm probability and detection probability

The false alarm probability and detection probability for FD-CRN can be calcu-
lated as given in equation in [24], based on signal to noise ratio (SNR) of PU and
transmission power of secondary user.

Case 1: When the SU is not transmitting the data (idle state), the probability of
false alarm p0f and probability of detection p0d will be as follows:

p0f = Q

((
ε0

σ 2
ω

− 1

)√
Ls

)
, (15)

p0d = Q

((
ε0

(1 + γPU )σ 2
ω

− 1

)√
Ls

)
. (16)

Case 2: When the SU is transmitting the data (active state) the probability of false
alarm p1f and probability of detection p1d will be as follows:

p1f = Q

((
ε1

(1 + γSU )σ 2
ω

− 1

)√
Ls

)
, (17)

p1d = Q

((
ε0

(1 + γPU + γSU )σ 2
ω

− 1

)√
Ls

)
. (18)

Case 3: For the system, the probability of false alarm p f and probability of
detection pd will be as follows:

p f = p1f
1 − p0f + p1f

, (19)

pd = p1d
1 − p0d + p1d

, (20)
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where complementary distribution function of standard Gaussian variable is defined

as Q(x) = 1√
2π

∫ ∞
x exp

(
− t2

2

)
dt , pd and p f is the probability of detection and

probability of false alarm.

4.2 Cooperative Spectrum Sensing System Model

System model for cooperative spectrum sensing is shown in Fig. 3 [25]. Figure 3
shows that the SU1 is assisted for spectrum sensing by (N − 1) SUs (SU2, SU3, …,
SUN). Each SUN with n= 1,…,N locally sense the spectrum by its receiver antenna
within the single time slot of duration T and send their sensing result to Fusion Centre
(FC). FC receives the decision of all the SUn and makes a cooperative decision on
presence of PU on the basis of OR fusion rule. In OR fusion rule, the FC decides the
presence of PU if PU detected by any one of SU.

For n = 1, the spectrum sensing is equivalent to non-CSS. On the other hand, if n
< 1, the SU1 transmitted data is assumed to interfere with SUn where n = 2, 3, …,
N. The first sample of received SUn is given as rn(l)

Primary User

Sensing

x 

SU1 Receiver

Transmission

Self-Int.

Rx T Rx Tx

Rx Tx

SUk
Interference

Sensing

Fig. 3 Full-duplex CRN with cooperative system model [25]
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rn(l) =

⎧⎪⎪⎨
⎪⎪⎩

ωn(l), H00

sn(l) + ωn(l), H10

h1,n p(l) + ωn(l), H01

sn(l) + h1,n p(l) + ωn(l), H11

(21)

where ωn(l) is AWGN channel with variance σ 2
ω , the received PU signal is sn(l)with

signal to noise ratio γPU,n , and the Rayleigh channel gain from SU1 to SUn is h1n(l)
with zero mean σ 2

1,n , variance. The transmitted signal at SU1 is denoted by p(l).

Analysis of probability of detection and probability of false alarm

The probability of detection and probability of false alarm can be calculated from
[26], as the two detection thresholds, ε0,n and ε1,n , are used, which determines the
sensing results using energy detector scheme to decide the state of PU.

Case 1: When the SU is not transmitting the data (idle state), the probability of
false alarm p0f and probability of detection p0d will be as follows:

p0f,n = Q

((
ε0,n

σ 2
ω

− 1

)√
Ls

)
, (22)

p0d,n = Q

((
ε0,n(

1 + γPU,n
)
σ 2

ω

− 1

)√
Ls

)
. (23)

Case 2: When the SU in transmitting the data (active state) the probability of false
alarm p1f and probability of detection p1d will be as follows:

p1f,n = Q

((
ε1,n(

1 + γSU1,n
)
σ 2

ω

− 1

)√
Ls

)
, (24)

p1d,n = Q

((
ε0.n(

1 + γPU,n + γSU1,n
)
σ 2

ω

− 1

)√
Ls

)
, (25)

where notations are as described in previous section. Hence, on the basis of the above
analysis, we can calculate the probability of detection and probability of false alarm
in both the cases of non-cooperative spectrum sensing and cooperative spectrum
sensing in FD-CR networks.
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5 Research Challenges and Issues

5.1 Spectrum-Related Issues and Research Directions

(1) Spectrum Sensing: Energy detection-based spectrum sensing is the most widely
used spectrum sensing technique for FD-CRN.On the other hand, matched filter
and cyclostationary-based spectrum sensing needmore attention for various SIS
and security aspects.Many spectrum sensing techniques have been proposed for
FD-CRNs where frequency, time, and space dimensions are taken into account.
Code and angle dimensions aspects are also needed to explore for spectrum
sensing in FD-CRN [27].

(2) Spectrum Sharing: The key principle of spectrum sharing in CRNs is the
dynamic spectrum sharing. Due to simultaneous spectrum sensing and data
transmission, the efficiency of spectrum sensing greatly improves in FD-CRN
in comparison to HD-CRN [28, 29]. In most of the existing work, the relay
network is considered for spectrum sharing in FD-CRNs. However, overlay
networks, multi-hop networks, and fading environments are also needed to be
an explorer for spectrum sharing in FD-CRN.

(3) Spectrum Mobility and handoff: The spectrum mobility where SUs can use
licensed spectrum band when PU is not active and SUs vacate the licensed
band when PUs are active in licensed band, is widely explored for HD-CRN.
However, the challenges arising from spectrum mobility for FD-CRNs need
more attention for open research direction. For instance, PU node mobility and
SU node mobility may be important issues for research in the direction of CR
spectrum mobility.

Spectrum mobility is the major challenge in cognitive radio technology which is
associated with spectrum handoff. Hence, spectrum handoff need more research to
maintain the link performance and quality of service [19].

5.2 PU Activity

PUs follow different activity patterns like high, low, intermittent, and long [30,
31]. CRNs can operate in various PU activity patterns. SIS and spectrum sensing
approaches become more effective when we consider different PU activity patterns.
However, most of the current FD-CRNwork focuses on ON/OFFmodel of PU activ-
ity [32–34]. In [35], FD spectrum sensing considering unknown PU activity has been
focused. Data collected from real spectrummeasurement for PU activity can be basis
for further studies to enhance the underlying performance of FD-CRN.
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5.3 Energy Harvesting and Green Communications

For energy-efficient wireless communication, harvesting approaches are very use-
ful. Energy harvesting approaches, as simultaneous wireless information and power
transfer (SWIPT) are widely used in FD-CRN [36]. FD-CRNs requires more energy
for sensing and transmitting antenna in compared to HD systems. Hence, energy
harvesting is one of the promising solutions for energy efficiency in FD-CRNs [37,
38].

Conservation of energy is also an interesting research area in wireless commu-
nications [39, 40]. Green communication is one of the innovative ideas to research
while exploiting the licensed band in FD-CRN.

5.4 Self-interference Suppression (SIS)

Channel state information (CSI) can also be used forminimizing the self-interference
in FD wireless communication as well as resource allocation [41]. Self-interference
in FD-CRN occurs because of leakage due to the transmit chain impairments [42].
Therefore, it is required to suppress the self-interference happened due to different
transmit chain leakages in FD-CRNs.

6 Conclusion

Ful-duplex CRN can improve the throughput by simultaneous sensing and transmis-
sion of data. Due to advancement in self-interference suppression (SIS) technology,
FD-CRN made the more promising solution for licensed band exploitation. In this
article, we have done extensive comparison of half-duplex (HD) and full-duplex (FD)
communication and also covered energy efficiency analysis, energy harvesting analy-
sis, and throughput calculations. After analyzing these parameters, we concluded that
the probability of detection increased and probability of false alarm decreased sig-
nificantly in FD cognitive radio networks. Analysis presented the improved energy
efficiency, energy harvesting, and throughput in FD-CRNs in comparison to HD-
CRN. This article gives direction to future researchers to limit the leakage due to
the transmit chain impairments. Green communication is also more innovative idea
to research FD-CRN. Different spectrum sensing techniques such as matched filter,
cyclostationary-based sensing, code, and angle dimension need more attention.
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Interaction of Electromagnetic Fields
(100 KHz–300 GHz) Exposure
with Respect to Human Body Model
and Methods for SAR Measurement

Rashid Jamal, Rajiv Kumar Singh and Ekta Singh

Abstract In the present paper, near- and far-field interactionmechanism of EMfield
and measurement of SAR over human body model for both near- and far-field from
the electromagnetic source are described. For themodeling of equivalent human body
part phantommodel usingMaxwell equations, parameters, like complex permittivity,
polarization, internal dose, skin effect, etc., are considered. These parameters make
SAR measurement easier. Further, the techniques and instruments that are used to
measure the SAR for both far-field and near-field region are described. Thermal and
electric probes used to measure the SAR have their remarkable boundaries while
dealingwith themeasurement of low and high power levels. It has been identified that
electric probes are used for both low- and high-power transceiver, whereas thermal
probe is restricted only to high-power transceiver. Further, idea about the analysis
of electromagnetic fields induced in biological tissues by thermographic camera is
included.

Keywords Specific absorption rate · RF transparent temperature sensor · Electric
field probe · Thermographic camera

1 Introduction

Electromagnetic field exposure causes some significant changes in physical param-
eter such as temperature and conductivity of biological tissues. Under the exposure
condition of electromagnetic field, tissues store energy because tissues are a kind
of equivalent lossy material. The stored energy inside tissue makes changes in their
own physical parameters such as conductivity and temperature. Biological tissues
store and dissipate the EM energy due to presence of complex permittivity [1]. Res-
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onance conditions are also associated with complex permittivity in tissues. Energy
storing or dissipation characteristic of tissues cannot correlate directly tomass, there-
fore in 1981 National Council on Radiation Protection and Measurements [NCRP]
has introduced a new dosimetry parameter called Specific Absorption Rate (SAR).
Since 1981, SAR has been accepted widely as the quantification unit by scientific
community to research over biological effects and medical applications of EM fields
[2]. SAR calculation regarding far-field zone is comparatively easier than near-field
because in near-field, SAR is the strong function of exposure source geometry, size,
frequency, and exposure intensity. SAR measurement in near-field is very complex
because significant gradient in spatial distribution of energy is possible in biological
object. Probes are used to measure the SAR in field approach, but several numerical
simulation methods are also available for SAR calculation such as FDTD.

2 Definition of SAR

The SAR is formally defined as the time derivative of the incremental energy (W)
absorbed by (dissipated in) an incremental mass (m) contained in a volume (V) of a
given density (ρ) [2, 3].

SAR = d

dt

(
dW

dm

)
= d

dt

(
dW

ρdV

)
(1)

SAR is expressed in units of watts per kilogram (W/kg). SAR definition is applied
to electromagnetic fields, magnetic fields, or only to electric fields. In maximum
cases, electric field dominates to magnetic field; hence, we only include the electric
field in SAR calculation. SAR can be used to relate the electric field at a point for
steady-state sinusoidal, as

SAR = σ

ρ
E2
int

W

kg
(2)

where

ρ is the mass density of the body ( kgm3 ),
σ is the conductivity

(
S
m

)
,

Eint is the rms electric field strength in V/m at a point in the body.

(The subscript “int” used to emphasize the fact that the field inside the body is
not the same as the external field strength surrounding an exposed object.)

SAR can be also related to define the temperature gradient at a point given, as

SAR = C
�T

�t
(3)
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where

�T is the change in temperature (°C),
�t is the duration of exposure (seconds),
C is the specific heat capacity (J/kg °C).

Here, it is assumed thatmeasurements aremadeunder “ideal” non-thermodynamic
circumstances, i.e., no heat loss by thermal diffusion, heat radiation, or thermoregu-
lation (blood flow, sweating, etc.).

3 Related Quantity to SAR Measurement

3.1 Dielectric Property

3.1.1 Complex Permittivity

Measurement of SAR is ethically not permissible over human body under RF expo-
sure. So, we create a phantommodel of human body. Permittivity and permeability of
phantom must have same value as of human body. The permeability of human body
is equivalent to air permeability so, we do not bother about permeability. Main issue
is permittivity; human tissues are somewhere more aqueous and somewhere less
aqueous in body. Therefore, we can not introduce a single permittivity constant, that
is why we introduce the complex relative permittivity represented by the equation

ε = ε0
(
ε′ − jε′′) (4)

where ε is the complex permittivity, ε0 is air permittivity that is equal to 8.854×10−12

farads per meter, ε′ is the real part of the complex permittivity, ε′′ is the imaginary
part of the complex permittivity [4].

Here, we introduce a term named loss tangent, used to measure how “lossy” or
energy absorbing a material is. Loss tangent can be represented as

tan δ = ε′′

ε′ (5)

Materials are divided into four categories on the basis of their own loss tangent
[5].

(i) Free space
(ii) Lossless material (σ � ωε)

(iii) Lossy material
(iv) Conductor (σ � ωε).

If the angle of loss tangent is small, the material is said to be lossy and stores
more energy in RF exposure field. Angle of loss tangent of the conductor is large
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Region 1(Bone)

Region 2(Muscle)

Fig. 1 Electric field boundary condition for two different dielectric layers of human body [1]

that means storing capacity of conductor is very small. Our interest lies in only to
the lossy objects but not about conducting objects because our body equivalent is a
lossy dielectric.

3.1.2 Boundary Condition

Appropriate boundary conditions have to be considered while dealing with the mea-
surement of fields in a human body because of multilayered structure of human
body. EM energy transfer from one layer to another (bone to muscle) is considered
as energy transfer from one dielectric to another dielectric of different dielectric
constants. The energy transfer mechanism must satisfy the Maxwell equations [1].
Boundary conditions for perfect dielectric are expressed as (Fig. 1).

Etan 2 = Etan 1 (6)

ε1Enormal1 = ε2Enormal2 (7)

Similarly, we can define the boundary condition for magnetic field [5]

μ1Hnormal1 = μ2Hnormal2 (8)

Htan1 = Htan2 (9)

3.1.3 Skin Effect

At low frequency, the wavelength of incident wave is greater than body dimension;
therefore, the interdependency of different part of body exists. At low frequency, one
part of the body strongly affects the other part of the body and field concentrations can
be altered by combinations of size, shape, and orientation of the body in the incident
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field. At intermediate frequency, field inside body is considered as propagating wave.
Presence ofmultilayer structure inside body causes partial reflection and transmission
of wave at boundaries. Also, at these intermediate frequencies, E and H cannot exist
separately and are strongly coupled together. At very high frequency, the wavelength
of incident wave is comparatively smaller than size of object (body part). Short
wavelength EM waves can be thought as rays [1, 2]. High-frequency incident wave
only produces skin effect to lossy object. At high frequency, the depth of penetration
decreases rapidly and produces only skin effect. Skin effect depends upon frequency
and conductivity both. Depth of penetration can be represented by

δ = 1√
(π f μσ)

(10)

where δ is depth of penetration,σ is conductivity,μ is permeability, and f is frequency
of incident wave [6].

3.2 Internal Dose

Dose (specific absorption) is defined as “total amount of energy stored by biological
object in EM field exposure per unit mass” [9]. Eincident is aligned with the long axis
of the object, strong electric fields are coupled into the object and thus stores more
amount of energy as shown in Fig. (2a). Where Eincident is normal to the long axis
of the object, weaker electric fields are coupled into the object and thus stores less
amount of energy as shown in Fig. (2b).

Lossy object (human muscle) behaves like a conductor at very low frequency
and circulates an eddy current in magnetic field coupling. Eddy currents circulate
in closed path around the incident magnetic field vector. Eddy current is used to
represent the energy transfer mechanism from magnetic field vector to the object.

In some sense, the magnitude of the energy transferred is proportional to the
cross-sectional area intercepting Hinc. The magnitude of energy transfer is greater
in the case of Fig. (3b) than that of Fig. (3a) because in Fig. (3a) incident magnetic
field acquire less area [10].

Fig. 2 Dielectric object
placed in electric field [1]

(a) (b)
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Fig. 3 Dielectric object
placed in magnetic field [1]

 (a) (b)

3.3 Polarization

For E-polarization, electric field is parallel to long axis of object; therefore, E and H
coupling are strong. For H plane polarization, the magnetic field is parallel to long
axis of the object; therefore, both E and H coupling are weak. For K-polarization
where propagating vector K is parallel to the long axis of the object; therefore, E
coupling is weak and H coupling is strong. Thus, for frequencies below resonance,
the SAR is greatest for E-polarization, least for H-polarization, and intermediate for
K-polarization [1].

3.4 Biological Object Geometry and Size

Under normal exposure condition, maximum value of local SAR is usually at or near
the surface of biological object. But statement is not equally considerable for curved
surfaces and resonant object. In curved surfaces or resonant objects high SAR (hot
spot) exist at various locations. A human body has various geometrical configures of
body parts. Human body is such a complex biological system regarding multilayered
configurations of tissues. Each layer has different dielectric properties and causes
different boundary conditions for EM exposure. In exposure conditions, field may
propagate inside biological object in form of EM waves. Because of the presence of
different dielectric layers with different dielectric properties, EMwaves configure as
in reflection, transmission, and standing waves. Different dielectric properties causes
impedance mismatching; that’s why, wave transmission is not possible completely.
Fat thickness, tissue curvature, and dimensions of the body, limbs, and head relative
to the wavelength, all affect the energy distribution [11, 12].
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3.5 Field Frequency

Frequency-dependent quantities related to human body model are dielectric proper-
ties, the strength, and spatial distribution of internal fields. A general consideration
about variation of average SAR with frequency for human-sized sphere is

(i) rage SAR ∝ f 2, at low frequency
(ii) average SAR ∝ f , at intermediate frequency
(iii) (average SAR)max, at the resonance frequency

At resonance, the length of the long axis of the exposed body is approximately
four-tenths of the field wavelength [13].

3.6 Source Configuration

In far-field, SAR measurement is typically independent of source configuration,
because after 2D2

λ
there is no coupling of energy between source and object (Fig. 4).

In near-field configuration, energy coupling depends upon source shape and size.
For example, the SAR distributions of waveguide hyperthermia applicators are the
strong function of source configuration [14].

3.7 Time Intensity Factors

Exposure intensity and duration both are the important parameters that are used to
determine the total energy absorbed by tissue. Modulation of signal makes change
in frequency, therefore time-averaged SAR also varies with modulation scheme.
Long exposure duration or large intensity causes large amount of energy storage in
biological object [2].

Reactive 
near field

Reactive 
radiating 
near field

Radiating 
near field 

Radiating 
far fieldEM source

3

Fig. 4 Region around electromagnetic source [8]
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3.8 Exposure Environment

The amount of energy stored in tissue also depends upon the exposure environment.
Energy storage may be altered by nearby placed another biological object or any
conducting reflector surface, etc.

3.9 Local SAR

Local SAR is used to define the magnitude of SAR in a small portion of an exposed
biological object.

3.10 Whole Body Averaged SAR

It is a single SAR value that represents the magnitude of the spatially averaged SAR
throughout an exposed biological object.

4 Methods for SAR Calculation

(SAR calculation is meaningful over 100 kHz to 6 GHz frequency range only)
Internal fields induced inside any object in EM fields by irradiation can be cal-

culated by solving Maxwell’s equation. In real time practice, calculation regarding
internal field is very difficult, and could be done only for few special cases like as
spheres or infinity long cylinders. Because of mathematical complexities appearing
in SAR calculation; there are no general techniques that calculate SAR over whole
frequency range. There are several techniques that calculate SAR for various models
as functions of frequency. Each of these techniques has their own limitations. Com-
bination of these techniques provides sufficient information of SAR as a function
of frequency over a wide range of frequencies for a number of useful models. Gen-
eral considerable instrument used to measure SAR over specified frequency range is
listed in Table 1.

Table 1 Distribution of SAR
measuring instrument over
frequency range [1]

S. No Range of frequency Instrument used

1 100 kHz to 6 GHz RF transparent temperature
sensor

2 300 MHz to 3 GHz Electric field probe (using
phantom)

3 Above 6 GHz Thermographic camera
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4.1 Quantities and Parameter to Be Measured

There is no instrument available, that measures the SAR directly. Measurement of
SARcanbe done bymeasuring either one ormore component of electric field strength
(E) r magnetic field strength (H) or both and then infer with to find an equivalent
power density from the far-field. Theoretically, we first measure the power density
(S) and then correlate with SAR. General equation of power density in far-field is
given by

s = |E|2
120π

or
|H |2
120π

W/m (11)

Although power density is difficult to determine for unknown polarization, but it
is easier if polarization is known. Widely accepted quantity that is used to indicate
the hazardous exposure is power density. SARmeasurement in far-field is easier than
near-field because of the presence of plane waves. Plane wave parameter is simply
related to power density without loss of generality in far-field but it is not possible to
apply same to near-field. In near-field configuration, SAR measurement is complex,
because of the presence of scattering, reflection, or multiple sources. Therefore, we
must have to measure the E or H field component individually and then correlate to
SAR. Inmany cases, measurement will be required in reactive or radiating near-field.
In reactive near zone, standing wave exists where time-averaged power density is
not a valid unit to identify hazard [1, 6, 8].

4.2 General Considerations About Phantom Modeling

For health risk assessment, evaluation of SAR or induced current density in human
body (body in high-frequency electromagnetic field) is necessary. Evaluation of elec-
tric field strength or temperature elevation in the actual human body is difficult using
noninvasive methods. Therefore, a typical surrogate of human body is prepared des-
ignated as “phantom”. Using phantom for RF, we simulate the electric properties
equivalent to those of the human body [3]. Phantom can be modeled using various
kinds of materials. Required material permittivity and conductivity are approximate
to human body complex permittivity and conductivity. Liquid-based phantommodel
iswidely used for RF range, because it provides some tremendous advantage compar-
atively, like (i) easy to prepare these materials (ii) electrical properties adjust easily
(iii) easy to scan electric field sensors. Liquid phantom has disadvantage regarding
electrical stability. It provides poor electrical stability due to presence of water evap-
oration. Although dry phantom provide fine stability, but its preparation requires
complex and skilled procedures and high cost. Required phantom types depend over
types of tissues. Highly water content tissue like muscle is modeled using liquid
phantom. Low water content tissues such as fat and bone are usually modeled by dry
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material. Measurement regarding effect of electromagnetic field over human body
is a tough task because of heterogeneous structure of body tissues. To make mea-
surement easy, generally, homogenous tissues are used for physical phantom like a
standard head phantom for compliance tests of cellular phones or full-size models
of human body. Difficulties for preparation and maintenance of the phantom are (i)
adjustment of both imaginary and real part of complex permittivity of the phantom
is not easy, (ii) temperature changes may lead to water evaporation that affects elec-
trical properties of the phantom, and (iii) the uncertainty of the electrical properties
measured by commercially available systems is sometimes considerable.

4.3 Problem Associated with RF Exposure Measurement

Following are the problems associated with RF exposure measurement:

i. Source parameters such asmodulation scheme, frequency, radiation pattern, and
polarization;

ii. Interference pattern;
iii. Radiation leakage;
iv. Reactive near-field; and
v. Passive, parasitic, or secondary re-radiators.

4.4 Instrumentation

Instruments for measuring SAR are implantable E-field probes and implantable tem-
perature probes. Probe is an electronic device that has capability to measure the
radio frequency field with negligible field perturbation. A probe contains sensor,
high impedance connection, and conducting circuitry essentially. Sensor is used for
detecting the radio frequency field component. High impedance connections are used
to extract the rectified signal.

4.4.1 Implantable E-Field Probes

Implantable E-field probes are used to measure the local electric field strength
in biological object at a specific point. If field polarization is unknown, device
must be isotropic in nature and it’s all dipoles are arranged orthogonally. Isotropic
nature of device makes measurement independent regardless of orientation of field.
Anisotropic devices are used where orientation of field is known. Implantable E-
field probes with 1.5–2.5 mm long dipoles have been produced in small quantities
by several commercial companies. Reviews of the theory of this type of probe are
discussed by Bassen and Smith and Schmid [15] (Fig. 5).
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Fig. 5 Elements of a typical
implantable E-field probe
(single-axis) [8]

In order to make SAR measurement accurate using implantable E-field probe,
calibration of probes is required. Two fundamental requirements that make calibra-
tion technique accurate are (i) model should be large compared to the length of the
probe sensors (dipoles) (ii) SAR should be uniform throughout its volume. Calibra-
tions are performed in spheres and in waveguides filled with lossy dielectric liquids.
Uncertainty in calibration is typically 1–2 dB in any lossy, high dielectric constant
object [15–18].

4.4.2 Implantable Temperature Probes

For successful measurement of SAR using implantable temperature probes, mini-
mum requirements are EM field should not perturb by temperature sensor and their
associated leads and the value of SAR should be large enough to produce a measur-
able temperature gradient during a period of less than 30 s. In order to achieve non-
perturbing field, leads material should be highly resistive or optical fiber should be
used instead ofmetallic lead. For single point SARmeasurement, usually, microwave
transparent temperature probes are used. Easily available temperature probe in mar-
ket is Vitek-101 high-resistance-lead thermistor probe (carbon-loaded Teflon high-
resistance leads) and Luxtron Model 3000 multi-channel fiber optic thermometer
(temperature-sensitive phosphorus for sensor, and the leads are plastic optical fibers)
[19, 20].

4.5 Measurement Techniques

Various tissue geometries and gross anatomies of human can be fabricated by phan-
tom model of same dielectric property. Phantom model is fabricated such that it
includes stratified layer of muscles and fat of various dimensions, and geometry like
circular and irregular cylindrical structure for muscles, bones, and fat, and spherical
for brain tissues. Liquids are poured to fill rigid, outer shells of simulated subcuta-
neous fat in the shape of a full-size human [7]. Liquid phantom model makes local
SAR mapping through miniature E-field probe easy because movement of probe
through continuous path is easy due to the use of mechanical scanner.
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4.5.1 SAR Measurement with Implantable Temperature Probe

SARmeasurement using temperature probe is possible becausebiological object tem-
perature increases linearly during irradiation of high-intensity EM waves. To detect
the SAR correctly using temperature probe, significant amount of positive tempera-
ture gradient is required for a duration of 30 s. Irradiation of tissue equivalent model
is performed at high exposure intensity for short duration, therefore, temperature
probe method is not suitable with handheld transceiver (mobile phone) [21–23]. For
accurate measurement of SAR using temperature probe, irradiation duration must be
in the range of 5–30 s and temperature rise in object should be such that there is no
significant thermal conductive loss. Temperature rise during irradiation in tissue is
kept below 10 ◦C from initial value of the temperature to prevent increase in tissue
conductivity (approximately 2% per Celsius). Due to thermal runway conductivity of
tissue alter because of temperature gradient. Some dielectric parameters also change
the absorption rate of tissue. Therefore, the exposure intensity must be high for short
duration to minimize heat diffusion. Implantable temperature probe techniques are
generally used for SARmeasurement in tissue and vitro cultural system. In biological
system thermoregulatory effect of blood flow also reduces SAR accuracy.

Tomake SARmeasurement accurate, initial rate of temperature rise determination
is essential. Experimental setup used for thermal SAR measurement is shown in
Fig. 6.

4.5.2 SAR Measurement with Miniature Implantable Electric Field
Probe

Miniature isotropic E-field probe has much higher sensitivity than thermal probe.
These types of probes are especially suitable for E-field measurement within high
water simulated or biological tissues such as brain and muscle. It can measure the
SAR accurately in the domain of E-field up to 10mW/kg. Biological object exposed
in the near- or far-field has possibility to larger spatial gradient and standing waves

Generator

Amplifier Bidirectiona  couplerl 

Power meter

Luxton704 
biomedical
fluoroptic 
thermometer

Fig. 6 Experimental setup used for thermal SAR measurement [27]



Interaction of Electromagnetic Fields (100 KHz–300 GHz) … 291

Robot 
controller 

Connector 
box

PC
Se

rie
s c

ab
le

DSP

Warning 
lamp

Remote 
controller

Tech 
panel

Ph
an

to
m

Prob DAE
3

R
O

B
O

T

H
ol

de
r

Fig. 7 SAR measurement system using DASY-6 [29]

existing within the object. Therefore, SAR measurement within simulated or actual
biological object must be made at each individual point and at sufficient number of
data points to make SARmeasurement accurate. At each individual site, responses of
three mutually orthogonal dipoles are added and location of probe must be recorded
to prevent dislocation of site during repeatable measurement. The accurate position
of sensing probe is achieved by using automated 3-D positioner. Sensing probes are
moving along a continuous path , to scan the whole volume. E-field probe has a
response time of the order of a few milliseconds. High sensitivity of electric field
probes make them to measure the SAR of low power transceiver, e.g., cellular and
personal communication equipment [24] (Fig. 7).

DASY6 is SAR assessment system used in SAR measurements. DASY6 is the
latest generation of DASYX family and provides high precision.

4.5.3 SAR Measurement with Thermographic Camera

Exposure source frequency above 6GHzdoes not impact up to full depth of biological
object. Above 6 GHz frequency, depth of penetration reduces drastically and causes
skin effects only. EM wave in millimeter range is attenuated in objects because
biological tissues behave like reflecting surface at high frequency. Above 6 GHz
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Fig. 8 SAR measurement system [28]

frequency, exposed field energy is stored at surface, therefore, thermographic camera
is used to measure the SAR above 6 GHz [25] and [26] (Fig. 8).

Measurement Procedure

Thermographic method for SAR measurement is pertinent to both far and near-field
zone. In this method, thermographic camera is used to record the spatial distribution
of temperature inside phantom model. Under radiating field the phantom model of
heads absorbs exposure energy. Absorbed electromagnetic energy is converted into
thermal energy and produces spatial distribution of temperature through the phan-
tom. Equation (3) is used to calculate the temperature distribution inside phantom.
According to Eq. (3) SAR distribution is proportional to the temperature rise.

Figure (9) shows the procedure that is used to measure the SAR using thermo-
graphic camera. Measurement system includes thermographic camera, a phantom,
an antenna, oscillator, radio anechoic chamber, computer, and a power amplifier.
Solid phantom is preferred in the thermographic method rather than liquid phantom.
Measurement procedures are as follows;

(1) Equivalent phantom model with uniform temperature is placed in a radio ane-
choic chamber and exposed to electromagneticwaves (above 3GHz) by a nearby
source for 2 min or so. The exposure duration is determined to yield in a tem-
perature rise of at least 1 K.

(2) Phantom is split into two parts.
(3) After the exposure period, the phantom is opened quickly in front of a thermo-

graphic camera.
(4) Thermographic image is immediately captured to find the temperature rise on

phantom surface.
(5) After this, using Eq. (2), find the SAR directly.
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Fig. 9 SAR measurement procedure [28]

5 Conclusion

SAR is the most important parameter that defines electromagnetic energy stored
within biological object. Large spatial gradient in stored energy in near-field zone
makes the SAR calculation complex. Boundary condition and Maxwell equation are
also essential for SAR calculation. For the measurement of EM exposure, electric
probe is more versatile than thermal probe. Thermographic method is also useful
above 6 GHz.

Acknowledgements Authors would like to thank Council of Science and Technology U.P. for
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Noise-Induced Training for Weak Signal
Detection in Neyman–Pearson
Framework

Sumit Kumar, Ayush Kumar and Rajib Kumar Jha

Abstract Here, we propose a noise-induced neural network-based detector. The
suggested method performs well in the detection of the known weak DC signal
in additive to non-Gaussian noise. The precalculated noise is added in a neural
network which helps in boosting the performance of the weak signal detector. This
precalculated noise boosts the training process for signal detection. While training,
the backpropagation (BP) algorithm acquires less error and it converges faster with
the addition of the external noise. This method performs better than the traditional
neural network-based detector in terms of its performance characteristics, i.e., the
probability of detection (PD) at a fixed value probability of false alarm (PFA). We also
test our noise-induced proposed detector under several signal-to-noise ratio (SNR)
environments. The different state-of-the-art techniques have been compared with our
proposed method.

Keywords Binary hypothesis · Signal detection · Neyman–Pearson framework

1 Introduction

The detection of a weak signal from noisy data is an interesting area of statistical
signal processing. In different practical applications such as radar, biomedical, and
underwater object detection the absolute signal gets corrupted with non-Gaussian
noise. The performance of the detector is mostly degraded by natural environmental
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sources such as rain, thundering, and lighting.These kinds of impulsive noises affect
the signal detrimentally which cannot be recognized by the detectors. However,
most of the desired optimum detectors such as uniformly most powerful (UMP),
UMP unbiased, or invariant [1] do not exist for detection of the signal present in
non-Gaussian noise.

The neural network (NN) provides the accountability for the robust detection.
Therefore, it has been broadly studied and proposed for application in the various
areas of signal processing. NN-based detector is essentially nonparametric, making
no assumption about the noise. This is the basic reason about the robustness and the
capability of detection of the weak signal in the non-Gaussian noise environment.

Poor [2] proposed an optimum linear detector which works in Gaussian noise.
However, it sufferswhen the inherent noise is non-Gaussian. For small-signal strength
and large sample size, the locally optimumdetectors are used byKassam [3].Whereas
for band-limited Gaussian noise, Watterson [4] proposes a NN-based model which
consists of multilayer perceptron (MLP). Similarly, Lippmann and Beckman [5]
employ a NN-based detector to enhance the performance of the matched filter in
the presence of impulsive noise. Similarly, Michalopoulou et al. [6] train an MLP
for the weak signal detection present in non-Gaussian noise whereas Gandhi et al.
[7] discuss the performance of the NN-based detector which uses backpropagation
(BP) algorithm. This detector performs better than the matched filter (MF) detector
in both Gaussian and non-Gaussian noise.

However, in the paper [8], the measure-transformed Gaussian quasi-likelihood
ratio test (MT-GQLRT) has been proposed for weak signal detection. It leads to a
significant increase in decision performance whereas, in paper [9], a new optimality
criterion has been proposed. The figure of merit has been considered to design the
detector. However, Naderpour et al. [10] introduce the generalized Wald test (GWT)
for a wide class of composite problems. The test statistics leads to the optimally
uniform most powerful unbiased detector. However, for low SNR signal, the perfor-
mance is slightly inferior. Moreover, Ma et al. [11] propose a novel algorithm for the
detection of the compressed signal with low signal-to-noise ratio (SNR) value. But
this algorithm performs poorly when the non-Gaussian is present as inherent noise.
So, understanding the statistical characteristic of noise decides the performance of
the detector.

However, the paper [12] added some uniformly distributed external noise to speed
up the convergence in backpropagation (BP) training algorithm. Similar kinds of
literature have been explored with an example [13–15].

Furthermore, the variousmethods such asmatched filter (MF) [16], Guo et al. [17]
and Urkowitz [18] perform poorly at low SNR in non-Gaussian noise. The general
block representation of the detector has been shown in Fig. 1.

Organization of Paper: Section2 deals with the basics of detection, internal noise,
and the test statistics of the different methods whereas Sect. 3 shows the training of
the proposed neural network. In Sect. 4, we discuss the results obtained from the
different state-of-the-art methods. Finally, we conclude the paper in Sect. 5.
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Fig. 1 Block diagram of a signal detector. Here,H (X ) = HNN (X ) broadly represents test statistics
discussed in Eq.8. T is the threshold chosen

2 Basic Mathematics

Consider a data vectorX = [X1,X2, . . . ,Xp]T (p × 1) is input to theNN-based detec-
tor as shown in Fig. 1.With the observationmodel, we can formulate binary detection
formula as follows:

X = λs + N , (1)

where s = [s1, s2, . . . , sp]T is the known signal vector, N = [N1,N2, . . . ,Np]T is the
noise vector, and λ represents the signal strength parameter. The case λ > 0 and
λ = 0 refer to the presence and absence of a known signal s in the noisy sample X ,
respectively.

For performance analysis of proposed detector, the probability of detection (PD)
can be given as PD = Pr [signal present |λ > 0]. Similarly, the probability of false
alarm (PFA) can be stated as PFA = Pr [signal present |λ = 0]. For a signal detector
defined in Fig. 1, the test statistics H (X ) is computed first and then it is compared
with a threshold τ . If H (X ) > τ then a signal presence is declared. Thus, PD and
PFA are given as follows:

PD = Pr[H (X ) > τ |λ > 0]. (2)

PFA = Pr[H (X ) > τ |λ = 0]. (3)

For the model discussed in Eq.1, test statistics H (X ) = TLR(X ) of the optimum
likelihood ratio (LR) detector is given by

TLR(X ) =
i=p∏

i=1

fXi (xi|λ > 0)

fXi (xi|λ = 0)
, (4)

where fXi (xi) is the probability density function of data Xi. The use of a likelihood
ratio test (LR) detector is very limited to a specific application because of unknown
parameters. But generally, linear matched filter (MF) is used because of its com-
putational simplicity. For MF, the test statistics is a linear combination of the p
observations and can be written as follows:

TMF (X ) =
p∑

i=1

siXi. (5)
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For the locally optimum (LO) detection, the test statistics TLO(X )which works better
for non-Gaussian noise is given as follows:

TLO(X ) =
p∑

i=1

si
f ′
N (Xi)

fN (Xi)
, (6)

where f ′
N (Xi) = dfN (Xi)

dx . This LO detector behaves as a matched filter if the noise
in Gaussian. But in case, the noise is non-Gaussian, the test statistics will be some
nonlinear function of X .

3 Proposed Neural Network-Based Weak Signal Detection
Algorithm

Here, we discuss the proposed noise enhanced neural network-based detector and
conditions of improvability and non-improvability when SR noise is added. The
inherent noise considered is non-Gaussian. We explore the optimum noise for the
proposed detector.

The proposed detector has three layers. The three layers (input, hidden, and output)
have p, q, and one node, respectively. The differentweights have been shown in Fig. 2.

We employ the three-layered neural network as shown in Fig. 2 for detecting DC
signal present in the different non-Gaussian noises. This neural network has (p + 1)
input nodes including one bias node, one hidden layer of (q + 1) nodes including one
bias node, and one output node. The bias nodes are unit-valued nodes and included

Fig. 2 Three-layers neural network. Input layer contains p nodes, the hidden layer contains q
nodes whereas the output layer contains only one node. Here, b1 and b2 are the bias nodes to the
hidden, and output layer, respectively. V 1

ij and V 2
j are the weight of the link from ith input node to

jth node of the hidden layer and jth node of the hidden layer to output node, respectively, where
i = 1, . . ., p and j = 1, . . . , q. φ1, . . ., φq are the weighted sum input applied to the activation
function (See Eq.7.) of the individual node of hidden layer. ζ is the external noise which is added
when the backpropagation is applied for minimization of the error. The expression of HNN (X ) is
given in Eq.8
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as a part of the network for additional flexibility. Branch weights between ith input
node and jth hidden node and are given by V 1

ij whereas V
2
j is between jth hidden node

and output node where i = 1, 2, . . . , p and j = 1, 2, . . . , q. This produces a total of
(p + 2)q + 1 real-valued networkweights. In the hidden layer, the input (φ1, . . . ,φq)
is passed through the sigmoid activation function, which is defined as follows.

a(t) = 1

1 + exp(−Rt)
,−∞ < x < ∞ (7)

where t is defined as the sum of weight values to the jth hidden node. We consider
R = 10 in our simulation.With inputsX1, . . . ,Xp, the neural network-based detectors
test statistic HNN (X ) is given by

HNN (X ) = a

⎡

⎣
q∑

j=1

V 2
j a

(
p∑

i=1

V 1
ij Xi + V b1

j

)
+ V b2

⎤

⎦ , (8)

where a is activation function defined in Eq.7, V b1
j is the weight of bias node b1 to

jth node of hidden layer and V b2 is the bias weight to the output node. The statistics
HNN is compared with a real-valued threshold τNN for the decision of presence or
absence of a signal in noisy data.

For training of the proposed noise enhanced neural network-based detector, we
employ the backpropagation algorithm with the target of 0 and 1 for the absence and
presence of signal, respectively. Both signal-plus-noise and only noise vectors are
provided to the network as an input. During each training epoch, network weights
are updated based on cost, which is given below

J = 1

2K

p∑

k=1

(tk − HNN (X ))2, (9)

where tk is the target, p is the total number of inputs to the neural network and
HNN (X ) is the test statistics given in Eq.8.

3.1 Noise Benefitted Neural Network Detector

Here, we discuss how the noise is added to the neural network-based detector and
also exhibits the beneficial effect of the noise. Different strategies for the addition
of external noise in the neural network have been discussed [12]. They mention that
the backpropagation is basically a generalized expectation maximization (GEM)
algorithm, which suggests that the noise assists in speeding up the expectation max-
imization (EM) algorithm. This is termed as noise expectation maximization (NEM)
algorithm [14, 15]. The basic idea behind the NEM is that the noise increases the
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average positivity condition, i.e., it reduces the error and increases the detection
performance. Here in our proposed method, we add noise to the hidden layer when
backpropagation is applied. Thereafter, we evaluate theweights of the proposed noise
enhanced neural network detector.

Noise expectation maximization (NEM) algorithm supports the EM algorithm
such that it increases the PD at a constant value of PFA. The NEM algorithm adds
noise to the data at each EM iteration and it must satisfy the positivity condition.
However, if noise satisfies the positivity condition, such noise is beneficial for us in
order to increase the detection performance. Here, in this paper, we add the noise in
the similar fashion as shown in Fig. 2.

The NEM idea suggests that when certain noise ζ is added, the probability of the
signal gets increased [15]. Let us assume that the signal during the backpropagation
is shown by y. Mathematically, we can write it as p(y + ζ|V ) ≥ p(y|V ). This can be
further written as ln p(y+ζ|V )

p(y|V )
≥ 0.

Weconsider that all randomvariables possess finite entropy.The average positivity
condition can be defined as follows:

Ey,ζ|V
[
ln

(
p(y + ζ|V )

p(y|V )

)]
≥ 0. (10)

We apply this condition to the backpropagation condition as shown in Fig. 2.
Assume external noise ζ is added to every node of the hidden layer. Applying the
likelihood ratio test and noise expectation maximization method produce the follow-
ing inequality:

(V T ζ)T ln(Ht
NN ) ≥ (UT ζ)T ln(1 − HNN ), (11)

where V is the synaptic weight, ln is logarithmic with base ‘e’ andHNN (X ) is defined
in Eq.8, ζ is external noise, U is random variable with pdf p( ζ

X ).
In this paper, we focus mainly on uniformly and Irwin distributed noise as SR

noise. Kosko et al. [12] also discuss the careful noise injection in the output layer.
The detail of the proposed method has been discussed in Algorithm 1.

4 Simulation Results with Illustrative Example

In this section, we show and compare our proposed results with the state-of-the-art
methods. The weak signal and different noises are discussed below.

s[i] = A, i = 0, 1, 2, . . . , (M − 1), (12)

whereM is the size of the signal.We consider the following two non-Gaussian noises
which are inherently present with the signal.
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Algorithm 1 Proposed Noise-induced Training Algorithm
1: procedure Detection(X )
2: Generate the two set of samples following the Eq. 1. Let is name as X .
3: The weights are initialized as V ← zeros(1,(p + 2)q + 1);
4: Noise-induced training of the network is carried out as follows:
5: while i : 1 → q(< p) do
6: Consider activation function as defined in Eq. 7.
7: Evaluate HNN (X ) as Eq. 8.
8: SR noise is generated and name it as ζ.
9: if (VT ζ)T ln(Ht

NN ) ≥ (IT ζ)T ln(1 − HNN ) then
10: Add noise y ← y + ζ, where y is the output of the hidden node and I is the identity

matrix.
11: else
12: Add no noise.
13: end if
14: Evaluate the error cost function defined in Eq. 9.
15: Apply backpropagation in order to minimize the cost function and update weight matrix.
16: end while
17: end procedure

1. Gaussian Mixed (GM) The pdf of GM noise can be given as follows:

fint(x) = c

σ
√
2π

[
α exp

(
−c2x2

2σ2

)
+

(
1 − α

β

)
exp

(
−−c2x2

2β2σ2

)]
(13)

where c = √
α + (1 − α)β2, 0 < α < 1, β > 1. For the GM noise, we consider

the parameters (α,β,σ) = (0.3, 5, 1).
2. Generalized Gaussian (GG) The pdf of GG noise can be written as follows:

fint(x) = c1(β)

σ
exp

(
−c2(β)

∣∣∣
x

σ

∣∣∣
2

1+β

)
, (14)

where, ⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

c1(β) = Γ
1
2
(

3(1+β)

2

)

(1+β)
(

1+β
2

) .

c2(β) =
[

Γ
(

3(1+β)

2

)

Γ
(

1+β
2

)

] 1
1−β

.

(15)

For the GG noise, we consider (β,σ) = (1, 1)and, as SR noise, two noises have
been considered which have to be added in the backpropagation.

1. Uniformly Distributed Noise

fext(x) = 1

2t
,−t ≤ x ≤ t, (16)

where we consider t = 1√
3
.
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2. Irwin Noise [19]

fext(x) = 1

(m − 1)!
x∑

k=0

(−1)k
(
mCk

)
(x − k)m−1, x ∈ R, (17)

where we consider m = 5.

In this paper, we have simulated the proposed algorithm in a similar fashion as
suggested in the paper [7]. Similarly, variation in PD for different SNR has also been
discussed. The SNR is defined as follows:

SNR = [s]rms
σ2

, (18)

where [s]rms represents the RMS value of the signal present in Eq.1.

4.1 Weak DC Signal with Inherent Non-Gaussian Noise

Here, we show the performance and comparative study of the proposed method with
different well-known methods for weak DC signal.

ROC Analysis In Fig. 3, we show the comparative performance in terms of receiver
operating characteristic curve (ROC) for DC signal. The two Fig. 3a, b are the ROC
curve with two different inherent noises Gaussian mixed and generalized Gaussian
with uniform noise as stochastic resonance. However, Fig. 3c, d are the ROC curve
when the Irwin noise is considered as stochastic noise with Gaussian mixed and
generalized Gaussian noise as inherent noise.

When the Gaussian mixture (GM) (α,β,σ) = (0.9, 5, 1) noise is considered as
inherent noise with the DC signal, the performance of the proposed detector with
SR noise as uniform distribution and Irwin distribution is investigated, as shown in
Fig. 3a, c, respectively. In both the cases, our proposed method works far better than
ED [18], MF [16] and comparable to neural network-based detector [7] and Mandal
et al. [17].

But in the case of generalized Gaussian (GG) (β,σ) = (1, 1) noise, our proposed
method with both the SR noise works better than all other methods discussed here.
It can be seen in Fig. 3b, d.

In Table 1, we compare probability of detection, PD at PFA = 0.1, M = 10, and
A = 0.5. The results show that our noise enhanced neural network proposed method
is almost better in non-Gaussian noise. For example, in the case of Gaussian mixed
noise, ourPD,= 0.81 and= 0.85with uniformly distributed and Irwin noise, respec-
tively. However, the different state-of-the-art methods such as Kay [16], Urkowitz
[18], Guo et al. [17], Gandhi et al. [7], Halay et al. [8], and Naderpour et al. [10]
produce 0.57, 0.25, 0.80, 0.85, 1, and 1, respectively.
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Fig. 3 ROC Curve for DC a (GM, Unif.) b (GG, Unif.) c (GM, Irwin) d (GG, Irwin). In the
parenthesis, first noise is inherent which are discussed in Eqs. 13 and 14whereas second is stochastic
resonance noise given in Eqs. 16 and 17

Table 1 Comparision PD for DC signal. The other parameters are as follows. M=10, s=0.5, PFA =
0.1 and Monte Carlo run=10,000. Prop. (U) and Prop. (I) stand for the proposed method with SR
noise as uniform and Irwin, respectively

Probability of detection, PD

Noise [16] [18] [17] [7] Prop. (U) Prop. (I) [8] [10]

GM. 0.57 0.25 0.80 0.85 0.81 0.85 1 1

GG. 0.40 0.65 0.65 0.79 0.82 0.90 1 1

PD Against SNRWedraw the curve forPD at different SNRwith constantPFA = 0.1.
For different SNR, we change the amplitude of DC (A) keeping the variance σ2

of noise as constant. Figure4 is the plot of PD against SNR of noisy weak DC
signal when the inherent noises are Gaussian mixed and generalized Gaussian with
uniformly distributed noise and Irwin noise as SR noise.

Figure4a, b are PD against SNR for different noises Gaussian mixed and general-
ized Gaussian noise, respectively, with uniform noise as SR noise. Figure4c, d are
the plots for the probability of detection, PD under different aforementioned noises
with Irwin noise as SR noise.
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Fig. 4 PD versus SNR for DC a (GM, Unif.) b (GG, Unif.) c (GM, Irwin) d (GG, Irwin). In the
parenthesis, first noise is inherent which are discussed in Eqs. 13 and 14whereas second is stochastic
resonance noise given in Eqs. 16 and 17

Almost in every case, we observe that noise enhanced neural network based detec-
tor works better or comparable to the [7]. It can also be observed that as SNR
increases, the value of PD goes up. It justifies the theoretical approach for signal
detection application. It also validates the benefits of the noise. As the SNR increases,
the performance of themethod based on neural network is comparatively not so better
than other methods discussed here.

5 Conclusion

In this paper, the concept of stochastic resonance has been incorporated in neural
network-based detector. This is termed as noise enhanced neural network-based
detector. The positivity condition has also been discussed. Here, we consider two
stochastic resonance noise, i.e., uniformly distributed noise and Irwin noise. The
algorithm shows that there exist the weights between the two nodes when the noise is
added during the backpropagation algorithm. The noise enhanced proposed detector
yields superior performance in most of the cases.
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Optimum APD Gain Evaluation of FSO
System for Inter-building Laser
Communication Application

Pritam Keshari Sahoo, Ajay Kumar Yadav, Y. K. Prajapati
and Rajeev Tripathi

Abstract This paper evaluates the optimum gain performance of avalanche pho-
todetector (APD) for various modulation techniques under dense fog condition of
visibility within 50 m in Indian subcontinent. The comparative BER performance
study has been outlined for the above conditions and weak atmospheric turbulence
(Log-normal). Joint effects of shot, thermal, and background noise together with
pointing error are taken into consideration for evaluation of error performance. In
particular, it is observed that the performance of free-space optical (FSO) system
at optimum APD gain is exceptionally well and good up to standard limit. Fur-
thermore, the capacity evaluation in fog conditions is outlined for On-Off keying
(OOK), binary phase-shift keying (BPSK), differential phase-shift keying (DPSK),
and binary pulse position modulation (BPPM). From the diversity of performance
study, this article finally suggests the suitable modulation technique for dense fog
conditions and proposes the optimum gain of APD.

Keywords FSO · APD · Atmospheric turbulence · Pointing error · Outage
probability

1 Introduction

Free-space optics (FSO) has been the fastest growing communication technology
since last decade because of its unregulated spectrum, less cost of deployment, high-
speed data transmission, and many more. FSO system is affected by atmospheric
turbulences (AT), like fog, rain, snow fall, haze, etc., limiting the transmission reach
[1]. The adverse effect of receiver noise, atmospheric loss, turbulence and point-
ing error (PE) on performance of FSO channel has been studied in literature [2].
Nevertheless, the effect of PE and aperture averaging (AA) is studied in [3], this
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work presents the bit error rate (BER) performance comparison of various modula-
tion techniques for inter-building laser communication in Indian subcontinent while
visibility range is under 50 m due to dense fog.

Reference [4] examines the performance of BPPM with turbulence and pointing
error. Similarly, the error performance studyofOOK,DPSK, andBPSKwith pointing
error is reported in earlier literature [5–7]. However, the effect of AA in form of
background noise due to large field of view (FOV) lens is analyzed. Recently in
[8], authors have proposed a hybrid technique for a higher coverage distance of
about 3 km. But, the study of pointing error impact on any communication system
under log-normal turbulence channel and aperture averaging is yet left undisclosed.
In this work, we have considered the turbulence channel model as log-normal and
atmospheric attenuation as dense fog of visibility range under 50 m. In this paper,
we analyze the BER performance comparison of all modulation techniques with PE.

2 System and Channel Model

We consider an intensity-modulated (IM)/direct detection (DD) FSO link employing
various modulation techniques like OOK, BPSK, DPSK, and BPPM. The atmo-
spheric scattering and absorption loss due to fog can be modeled by Beers–Lambert
law,

hl = e−σL (1)

where σ is the wavelength and weather-dependent attenuation coefficient. L is the
propagation distance. Through Kim’s model [9]

σ = 3.91

V

(
λ

550

)−g

(2)

where v is the visibility (in Km), λ is the laser wavelength (in nm), and g is the
parameter related to the particle size distribution and v. Additive white Gaussian
noise (AWGN) at the receiver we considered includes shot noise, thermal noise, and
background noise as in [1].

We assumed the statistical misalignment-induced fading model proposed in [3]
as

fhp
(
hp

) = γ2

Aγ2

0

hγ2−1
p , 0 ≤ hp ≤ A0 (3)

where A0 is the fraction of the collected power and γ is misalignment parameter, i.e.,
the ratio between equivalent beam radius at the receiver and the PE displacement
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standard deviation at the receiver. AA is one of the simplest forms of spatial diver-
sity, where the receiver aperture size is larger than fading correlation length. AA is
considered to combat the scintillation effect. And the gain of AA is

A = σ 2
I (D)

σ 2
I (0)

(4)

For plane wave propagation [1],

σ 2
I (D) = exp

⎡
⎢⎣ 0.49σ 2

I(
1 + 0.65d2 + 1.11σ 12/5

I

)7/6 +
0.51σ 2

I

(
1 + 0.69σ 12/5

I

)−5/6

(
1 + 0.9d2 + 0.62d2σ

12/5
I

)7/6
⎤
⎥⎦ − 1

(5)

where σ 2
I (D) and σ 2

I (0) are the scintillation index of a receiver lens of diameter D
and point receiver, respectively. σ 2

I is Rytov variance of plane wave propagation [1]
and parameter d is defined as

d =
√
kD2

4L
(6)

Considering log-normal turbulence channel model with AA, the probability den-
sity function (pdf) of received irradiance is given by [3]

fhs(hs) = 1

hs
√
2πσ 2

I (D)

exp

[
−

[
ln(hs) + 1

2σ
2
I (D)

]2
2σ 2

I (D)

]
(7)

Taking into account the atmospheric loss, pointing error, and atmospheric turbu-
lence, the combined distribution h = hlhphs is given as [7]

fh(h) = γ 2

2(A0hl)
γ 2 h

γ 2−1e(0.5σ
2
I γ 2(1+γ 2))erfc

⎛
⎝ ln

(
h

A0hl

)
+ σ 2

I

(
0.5 + γ 2

)
√
2σ 2

I

⎞
⎠ (8)

3 Performance Analysis

a. BER Analysis

Next,we evaluate the error performanceofFSOsystem in termsof received irradiance
and APD gain. The average BER of all considered modulations under the effect of
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combined channel model of (8) can be obtained as

Pe =
∞∫
0

Pecfh(h)dh (9)

where Pec is the conditional BER in presence of AWGN channel. We have computed
the above Eq. (9) through numerical integration using MATLAB and parameter
values given in Table 1 under Appendix.

b. Average Channel Capacity Analysis

Average channel capacity signifies the information carrying capability (in bits/sec)
of the channel as a function of instantaneous received signal-to-noise ratio (SNR).
Assuming known channel pdf at the receiver end, the link capacity can be found
through Shannon capacity [10].

C =
∞∫
0

B log2
(
1 + SNRavg

)
p(I)dI (10)

where, B indicates the transmission bandwidth, SNRavg is the average signal to noise
ratio (SNR) and p(I) is the pdf of log-normal turbulence distribution. Using the
characteristics of log2(x) = ln(x)/ln 2, the link capacity under weak turbulence is
shown in Fig. 4.

4 Result and Discussion

We evaluate the error performance of FSO system under pointing error effect and
using AA. On a wavelength of 1550 nm and at a coverage length of 200 m, the
error performances of various modulations are shown below at a range of APD gain.
Figure 1 shows the error performance of binary PPM is better than OOK, DPSK,
and BPSK for the same range of APD gain. However, the error performance study
against APD gain shows, for a transmitted irradiance of 20 dBm, the optimum gain
of APD is 16, 14, 13, and 11, respectively for binary PPM, BPSK, DPSK, and OOK.

Figure 2 shows the error performance comparative study for the same range of
APD gain but at transmitted irradiance of 30 dBm. This result shows at an increased
transmitted irradiance, the optimum gain of APD is approximately 16, 14, 13, 10,
respectively for binary PPM, BPSK, DPSK, and OOK. In Fig. 3, however, the opti-
mum gain falls to five for all modulation techniques. That means with increase in
transmitted irradiance, the required gain of APD is minimum. Hence, this compara-
tive study concludes that different modulation techniques give their optimum error
performance at different APD gain.
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Fig. 1 BER as a function of
APD gain at a transmitter
irradiance of 20 dBm

Fig. 2 BER as a function of
APD gain at a transmitter
irradiance of 30 dBm

Authors in Fig. 4 have illustrated the transmission capacity for log-normal turbu-
lence channel under pointing error effect. This shows with increase in transmitted
irradiance the transmission capacity of the channel can be increased linearly. In com-
parison toDPSK,BPSK, andOOKmodulation techniques, binary PPMgives highest
capacity under pointing error effect.

5 Conclusion

The error performance and capacity study under pointing error effect for log-normal
turbulence channel has been outlined in this paper. The research outcomes reveal
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Fig. 3 BER as a function of
APD gain at a transmitter
irradiance of 40 dBm

Fig. 4 Capacity against
average received irradiance
at an APD gain of 10

that through binary PPM, we can achieve superior error performance at 40 dBm
optical irradiance for an APD gain of five, even at dense fog of visibility 50 m.
This study has been carried out at a transmission distance of 200 m exclusively for
inter-building LASER communication. Furthermore, a capacity of approximately 15
Gbps can be achieved through binary PPM under the same atmospheric turbulence
of transmission irradiance 40 dBm.

Appendix

See Table 1.
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Table 1 Parameter table Parameters Value

Bit rate (Rb) 5 × 109 bps

Wavelength (λ) 1550 × 10−9 m

Aperture diameter (D) 0.15 m

Propagation distance (L) 200 m

Temperature (T) 300 ◦K
Load resistance (RL) 1000 �

APD Gain (G) 10

Responsivity (R) 1

Amplifier noise figure (Fn) 2

Ionization factor (kA) 0.7

BW of OBPF (�λ) 0.8 × 10−9 m

Focal length (f) 50 × 10−3 m

Visibility (v) 50 m

Misalignment parameter (γ) 1.7725

Fraction of collected power (A0) 0.8532
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EM Analysis of RF Interaction
Structures for Gyrotron Devices

Rajiv Kumar Singh

Abstract In this work, an attempt is made to study the eigenvalue and dispersion
characteristics of RF interaction structures to be used in gyrotron devices. Typically, a
tapered structure, a vane-loaded structure, and a disc-loaded structure have been elec-
tromagnetically analyzed. The dependence of structure parameters has been observed
usingMATLAB simulations. For a tapered structure, tapering theRF structure results
in flattening of the dispersion curve. For a vane-loaded structure, although, there is
no considerable flattening in the dispersion curve, the cutoff frequency is highly dis-
persed, providing mode separation. In the case of disc-loaded structure, the structure
parameter, viz., disc repetition has the highest impact on broadbanding the dispersion
curve.

Keywords Gyrotron · Tapered structure · Disc-loaded structure · Vane-loaded
structure

1 Introduction

High-power high-frequency gyrotron devices are undergoing a lot of advances due to
their demand in the field of high-information density communications, nuclear reac-
tors, medical electronics, industrial electronics, electronic warfare, radio astronomy,
and many more areas. Due to their widespread applications, the gyrotron devices
need to fulfill requirements like high power and high bandwidth. In order to meet
the requirements, several modifications have been proposed in the recent past. RF
structures used in the gyrotron devices play a very important role in the attainment
of high power along with high-bandwidth requirements of the industry [1–5].

Several different types of RF interaction structures have been studied, analyzed,
and experimentally tested in various parts of the globe. One such structure is a tapered
structure that may be of either up-taper type or down-taper type. In such a tapered
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structure, the magnetic field is also tapered so as to maintain synchronism between
the RF wave and DC-applied magnetic field. It has been reported that a tapered
structure, although provides large bandwidth, but at the expense of device gain
[6, 7].

A central dielectric rod-loaded gyro-TWT amplifier has been proposed as a new
interaction structure [8]. Slow time scale formalism based large signal analysis of
such structure has been tried outwith electronbeamparameters: beamvoltage 100kV,
beam current 5 A, beam pitch factor 0.59, and velocity spread 2%. Simulation result
yielded 80 kW power from 9 to 11 GHz, 20% bandwidth, 30 dB saturated gain, and
15% efficiency.

The next conceptual step in the development of large-bandwidth gyro-TWT is
based on the use of an all-metal structure in which a circular waveguide with helically
grooved walls has been used. The bandwidth capability of such a gyro-TWT with
a helically corrugated waveguide was experimentally verified by Bratman et al. [9].
A helix placed near the waveguide wall has also shown a capability to widen the
coalescence between the beam mode line and waveguide mode curve [10–14].

The gyro-TWTs using the cylindrical waveguide with several types of corrugation
have been adopted to improve its performance. A circular cylindrical waveguide
loaded with an axially periodic annular disc, used in conventional TWTs as well as
in linear accelerators, has been explored for itswideband potential in fastwave regime
[10, 15–17]. In disc loading, the dispersion characteristics can be easily controlled
by properly selecting the disc-loaded structure parameter. The small-signal analysis
of a disc-loaded cylindrical waveguide given by Choe and Uhm considered only the
fundamental component of field amplitude and ignored the effect of higher order
harmonics [10]. Rekiouak et al. considered the higher order harmonics and gave the
dispersion relation in the form of a determinant [18].

The vane-loaded cylindrical waveguide has been investigated and it was found that
though it does not result in shaping the waveguide mode dispersion curve required
for the wideband operation of the gyro-TWT; however, the cutoff frequency can be
controlled by the optimization of the structure parameters [19]. Hence, the azimuthal
periodic loading (vane loading) certainly helps in mode rarefaction, important for
high beam-harmonic gyro-devices that can operate with lower beam energies and
lesser magnetic fields. Coaxial waveguide resonator loaded with azimuthally sep-
arated vanes in the outer radius of the waveguide also facilitates mode selectivity
[20–23]. Such type of structure enhances the RF fields in the slots, i.e., a strong
coupling of higher harmonic fringing fields which ultimately enhances the growth
rate. But, there is very little information available in the literature about the EM
analysis of RF interaction structure at a single place. So, there is a lot of scope for
the EM analysis of RF interaction structures to be used as an interaction structure in
high-power microwave (HPM) gyrotron devices.

In the present paper, tapered structure, vane-loaded structure, and disc-loaded
structure have been chosen for the electromagnetic analysis (Sect. 2). Field quantities
in different regions of the structures along with appropriate boundary conditions
resulted in the dispersion relation (Sect. 2). Result and detailed discussion is covered
in Sect. 3.
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2 EM Analysis of RF Structures

2.1 Tapered Structure

For a gyro-TWT operating in TE mode with a monoenergetic tenuous gyrating elec-
tron beam, the dispersion relation is expressed as [2]

(
k2o − β2 − k2c

)(
ω − βvt − sωc

γ

)2
= −

μo|c|2No(vt/c)2
(
ω2 − β2c2

)
J2x−m {kcrH }J ′2

S {kcrL }

γmeoπr2W [1 −
(

m
kcrW )2

]
J ′2
m {kcrW }

(1)

where ω is the wave frequency, β is the axial phase propagation constant, vz and
vt are the axial and the transverse velocities of the electron beam, s is the beam
cyclotron-harmonic mode number, m is the angular cyclotron-harmonic frequency
of an electron of charge e corresponding to its rest mass meo, ko(= ω/c) is the free-
space propagation constant, kc(= ωcut/c = (k2o− β2cold)

1/2) is the cutoffwave number
of the cold interaction structure, βcold being the axial phase propagation constant of
the guide, No is the number of electrons per unit axial length, rW is the waveguide
radius, μo is the permeability, and c the speed of light in free space. γ and γz are the
relativistic mass factors given by

γ = (1 − (
v2t + v2z

)
/c2)−1/2 (2)

and

γz = (
1 − v2z

)
/c2)−1/2 (3)

J with an integral subscript represents the ordinary Bessel function of the first
kind, the subscript representing its order. The prime (′) with the Bessel function
represents its derivative with respect to the argument.

Following Pierce’s method for the conventional helix TWT, forward-wave solu-
tions of the dispersion relation (1) for β around βcold can be given as:

β = βcold + jβcoldCδ (4)

such that Cδ � 1, where C and δ are each arbitrarily defined unitless quantities.
Also, Pierce’s gain parameter C may be defined as

C =
(
K Io
4Vo

)1/3

(5)

in which I0 and V0 being the beam current and voltage, respectively, and K, the
interaction impedance of the structure. Substituting (4) into (1) in the following
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form:

δ(δ + jb)2 = j (6)

where b is the velocity synchronization parameter defined as

b = βe − βcold

βcoldC
(7)

with βe defined as a beam-propagation constant

βe =
ω − s

(
ωc
γ

)

vz
(8)

The grazing-point magnetic flux density, corresponding to the grazing-point inter-
section is related to the cutoff frequency as

Bg = meoγ

|e|sγs ωcut (9)

But, cyclotron frequency ωc is related to the applied DC axial magnetic field Bo
as

ωc = |e|Bo

meo
(10)

Combining (9) and (10) to express the ratio Bo/Bg as

Bo

Bg
= sγzωc

γωcut
(11)

2.2 Taper Design

In the problem, the radius of the waveguide rW is tapered in the axial (z) direc-
tion flared-up in the forward direction of wave propagation (Fig. 1)—such that the
start radius of the waveguide, vis-à-vis the frequency of operation, corresponds to
the excitation of the input end of the device, and continues to propagate down the
waveguide in compliance with the following characteristic equation:

ωcut {z}
c

rw{z} = constant (12)
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Fig. 1 Diagram showing
structure of tapered
waveguide with taper angle

where ωcut{z} is the cutoff angular frequency of the waveguide. It is obvious that,
since rW{z} is tapered, one has to simultaneously taper the background magnetic flux
density B{z} and commensurate with the taper of the waveguide cross section in
order to maintain the condition of cyclotron resonance throughout the length of the
waveguide. Let us choose to taper Bo{z} along the taper

Bo

Bg
= constant (13)

The left side (13) may be further expressed as

Bo

Bg
= sγzωc

γωcut
(14)

With the help of knowledge of equivalence of beam relativistic kinetic energy and
the potential energy, the relativistic mass factor γ may be expressed in terms of the
beam voltage Vo, as

γ = 1 + |e|Vo

meoc2
= constant (15)

Therefore combining (10) and (12)–(15), we get the following for the taper:

γo{z}Bo{z}rW {z} = constant (16)

It is also implied that in view of the tapering of the background magnetic field,
there will be an axial variation of the device parameters: Larmor radius (rL), hollow-
beam radius (rH), axial electron velocity (vz), transverse electron velocity (vt), and
beam velocity pitch factor αo (=vt/vz).

Taking rL{z}, rH{z}, and vt{z} dependent on the axial distance—as per the taper
of the magnetic flux density—as follows:

rL{z}B1/2
o {z} = constant (17)
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rH {z}B1/2
o {z} = constant (18)

v{z}B1/2
o {z} = constant (19)

The relation (17) is valid under the adiabatic beam-flow approximation (15); the
relation (18) follows from the consideration of the conservation of the magnetic
flux; and the relation (19) from the conservation of electron magnetic moment. At
this stage, it becomes convenient to define with the help of (13) and (17)–(19), the
following quantities at any interaction length z relative to their corresponding values
at the starting of the RF interaction structure (z = 0):

(
Bo

Bg

)
{z} =

(
B0

Bg

)
{0} (20)

(
rL
rW

)
{z} =

(
rL
rW

)
{0}

(
rL{z}
rW {0}

)−1( Bo{z}
Bo{0}

)−1/2

(21)

(
rH
rW

)
{z} =

(
rH
rW

)
{0}

(
rW {z}
rW {0}

)−1( Bo{z}
Bo{0}

)−1/2

(22)

(vt
c

)
{z} =

((
γ 2 − 1

)
α2
o{0}(

1 + α2
o{0}

)
γ 2

)1/2(
Bo{z}
Bo{0}

)−1/2

(23)

(vt
c

)
{z} =

(
γ 2 − 1

γ 2

)
−

((
γ 2 − 1

)
α2
o{0}(

1 + α2
o{0}

)
γ 2

)1/2(
Bo{z}
Bo{0}

)−1/2

(24)

αo{z} = vt {z}/c
vz{z}/c (25)

The right-hand side of (25) may be read with the help of (23) and (24). Thus
in (25), we get the beam and magnetic flux density parameters at an axial distance
from the start, in terms of their corresponding start quantities {at z = 0}, the taper
parameter for the waveguide radius, and the taper parameter for the magnetic flux
density.

With the help of (16) and (19), we may form a quadratic equation in the taper
parameters, which can be solved to get

Bo{z}
Bo{0} =

γ 2
z {0}

(
vt {0}
c

)2 +
(

γ 2
z {0}

(
vt {0}
c

)2
)2

+ 4
(
rW {z}
rw{0}

2
(γz{0}/γ )2

)1/2

2
(
rW {z}
rw{0}

)2 (26)

γz{0} = (1 − (
γ 2 − 1(

1 + α2
o{0}

)
γ 2

)2)−1/2 (27)
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(vt
c

)
{0} =

(
γ 2 − 1

)
α2
o{0}(

1 + α2
o{0}

)
γ 2

(28)

2.3 Vane-Loaded Structure

Figure 2 shows a vane-loaded circular cylindrical RF structure, in which wedge-
shaped vanes are placed at regular intervals azimuthally.

EM Field Expression in Vane-Loaded Structure.
In order to write the EM field expressions in a vane-loaded RF structure, first of
all, the complete structure is divided into two parts, the first part (region 1) being
the vane-free cylindrical free space extending from axis of the structure to the tip of
the vanes, i.e., (0 ≤ r ≤ rV ; 0 ≤ θ ≤ 2π), and the second part (region 2) being
the vane-free wedge-shaped free space extending from the start of vane tips to the
structure inner wall, i.e., (rV ≤ r ≤ rW ;φ/2 ≤ θ ≤ 2π/N − φ/2). The structure
parameters rV , rW , and N are inner radius of the vane edge, inner radius of the
waveguide wall, and number of vanes. Due to the angular periodicity of the vanes,
angular harmonics will be generated and thus the RF dependence is considered as
exp( jm(2π/φ)θ − exp( jmNθ), where φ(= 2π/N ) is the angular periodicity of
the vanes, in which m is an integer representing the angular harmonic, and N is the
number of vanes.

For a TE mode excited structure, the wave equation of a vane-loaded structure is
given as

(
∂2

∂r2
+ 1

r

∂

∂r
+ k2t − (mN )2

r2

)
Hz = 0 (29)

Fig. 2 Cross-sectional view
of vane-loaded cylindrical
waveguide
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where, the transverse propagation constant is kt = (
k2o − β2

)1/2
. For fast wave oper-

ation, the transverse propagation constant is a real quantity for ko > β. For ko
corresponding to β = 0kt is defined as the cutoff wave number kc(= ωcut/c) in
which ωcut is the cutoff frequency of the vane-loaded RF structure.

The solution of wave Eq. (29) of the vane-loaded RF interaction structure is given
as

Hz,p =
∞∑

m=−∞

(
Am,p JmN {kcr} + Bm,pYmN {kcr}

)
(30)

where field constants are Am.p and Bm,p. p = 1 refers to the region 1 and p = 2 to
region 2. JmN and YmN are the (mN )th order ordinary Bessel functions of the first
and second kinds, respectively.

Using Maxwell’s equations and Eq. (29), the field quantities in region 1 can be
found as

Ez,1 = 0 (31)

Hz,1 =
∞∑

m=−∞

(
Am,1 JmN {kcr} + Bm,1YmN {kcr}

)
(32)

Er,1 =
∞∑

m=−∞
−(

mNωμo/
(
k2c r

))(
Am,1 JmN {kcr} + Bm,1YmN {kcr}

)
(33)

Hr,1 =
∞∑

m=−∞
−( jβ/(kc))

(
Am,1 J

′
mN {kcr} + Bm,1Y

′
mN {kcr}

)
(34)

Eθ,1 =
∞∑

m=−∞
−( jωμo/(kc))

(
Am,1 J

′
mN {kcr} + Bm,1Y

′
mN {kcr}

)
(35)

Hθ,1 =
∞∑

m=−∞
−(

mNβ/
(
k2c r

))(
Am,1 JmN {kcr} + Bm,1YmN {kcr}

)
(36)

The field quantities in region 2 can be obtained in a similar manner and written as

Ez,2 = 0 (37)

Hz,2 =
∞∑

m=−∞

(
Am,2 JmN {kcr} + Bm,2YmN {kcr}

)
(38)

Er,2 =
∞∑

m=−∞
−(

mNωμo/
(
k2c r

))(
Am,2 JmN {kcr} + Bm,2YmN {kcr}

)
(39)
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Hr,2 =
∞∑

m=−∞
−( jβ/(kc))

(
Am,2 J

′
mN {kcr} + Bm,2Y

′
mN {kcr}

)
(40)

Eθ,2 =
∞∑

m=−∞
−( jωμo/(kc))

(
Am,2 J

′
mN {kcr} + Bm,2Y

′
mN {kcr}

)
(41)

Hθ,2 =
∞∑

m=−∞
−(

mNβ/
(
k2c r

))(
Am,2 JmN {kcr} + Bm,2YmN {kcr}

)
(42)

where the differentiation of Bessel functions with respect to their argument is repre-
sented as primes.

Boundary Conditions in Vane-Loaded Structure.
Of the four field constants Am,1, Bm,1, Am,2, and Bm,2, the constant Bm,1 is considered
as null so as to prevent the field quantities from increasing to infinity. The boundary
conditions in a vane-loaded RF interaction structure are given as

Eθ,1 = Eθ,2

∣∣
r=rV (φ/2 ≤ θ ≤ 2π/N − φ/2) (43)

Eθ,2 = 0
∣∣
r=rW

(φ/2 ≤ θ ≤ 2π/N − φ/2) (44)

The other two boundary conditions of the vane-loaded RF interaction structure
are expressed as

Hθ,1 = Hθ,2

∣∣
r=rV (φ/2 ≤ θ ≤ 2π/N − φ/2) (45)

Hr,1 = 0
∣∣
r=rV

(−φ/2 ≤ θ ≤ φ/2) (46)

Dispersion Relation of Vane-Loaded Structure.
Considering the nonzero constants Am,2 and Bm,2 and representing them in terms of
Am,1 and with the help of the boundary conditions (43)–(46), into which the field
expressions (31)–(42) are substituted, we may easily show that

αq Aq,1 +
∞∑

m=−∞
m �=q

δm,q Am,1 = 0 (47)

where

αq = J ′
qN {kCrV }φ +

((
1 + ηq

)
JqN {kCrV } − ηq

J ′
qN {kCrV }

Y ′
qN {kCrV }YqN {kCrV }

)
(2π/N − φ)

(48)
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and

δm,q = 2 sin((m − q)(Nφ/2))

(m − q)N

×
(
J ′
mN {kcrV } −

(
(1 + ηm)JmN {kcrV } + ηm

J ′
mN {kcrV }

Y ′
mN {kcrV }YmN {kcrV }

))

(49)

For: (a) q = 0, m = 1, m = −1; (b) q = 1, m = 0, m = −1; and (c) q = −1,
m = 0, m = 1, referring to the three lowest-order modes, the following set of three
equations are written

α0A0,1 + δ1,0A1,1 + δ−1,0A−1,1 = 0
δ0,1A0,1 + α1A1,1 + δ−1,1A−1,1 = 0
δ0,−1A0,1 + δ1,−1A1,1 + α−1A−1,1 = 0

⎫⎬
⎭ (50)

The nontrivial solution of Eq. (50) will exist if the determinant formed by the
coefficients of the constants occurring in the Eq. (50) vanish, i.e.,

∣∣∣∣∣∣
α0 δ1,0 δ−1,0

δ0,1 α1 δ−1,1

δ0,−1 δ1,−1 α−1

∣∣∣∣∣∣
= 0,which simplifies to

α0α1α−1 − α0δ−1,1δ1,−1 + δ1,0δ0,−1δ−1,1 + δ1,0δ0,1α−1 + δ−1,0δ0,1δ1,−1 − δ−1,0δ0,−1α1 = 0
(51)

After evaluating individual terms of Eq. (51), it has been found that the term
α0α1α−1 dominates over all other terms, thus retaining only this term, Eq. (51) it can
be written as

α0α1α−1 = 0 (52)

All the three factors of (52) when equated to zero results in three dispersion
relations for each of the three possible waves. Thus, considering

α0 = 0 (53)

For the special case of φ = 0 and rv = rW , and considering α0 = 0, Eq. gives
J ′
0{kcrW } = 0 which is the dispersion relation of a smooth waveguide excited in the
T E0n mode. Equation (51) gets modified, for mode orders more than three, as

∏
m=0,±1,±2,...

αm = 0 (54)
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2.4 Disc-Loaded Structure

A disc-loaded RF interaction structure is shown in Fig. 3.

Field Expressions and Boundary Conditions.
In order to write the EM field expressions inside the disc-loaded RF structure, the
structure has been physically divided into two distinct parts: the first region identified
as region I extends from 0 ≤ r < rD and 0 < z < L , while the second part identified
as region II extends from rD ≤ r < rW and 0 < z < L − T , where rD , rW , L, and
T are disc hole radius, waveguide-wall radius, axial periodicity of discs, and disc
thickness.

For TE mode of operation and taking azimuthally symmetric mode (∂/∂θ = 0),
the solution of the wave equation in the structure region I of disc-loaded RF structure
is written as

H I
z =

+∞∑
n=−∞

H I
z,n =

+∞∑
n=−∞

[AI
n J0{γ I

n r} + BI
n Y0{γ I

n r}] exp j (ωt − β I
n z) (55)

where radial propagation constant

γ I
n = (k2 − β I2

n )1/2 (56)

in which β I
n is axial phase propagation constant in the structure region I; and

k(= ω(μ0ε0)
1/2) (57)

Fig. 3 Schematic of a
circular waveguide loaded
with annular metal discs
showing the structure regions
(I and II), structure surfaces
(i, ii, iii, and iv), and disc
parameters
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is the free-space propagation constant. Here, n represents the space-harmonic number
(n= 0,± 1,± 2,± 3…..± ∞) resulting due to the axial periodicity of the structure.
AI
n and BI

n are the field constants.
Further, it is noteworthy here that Y0{γ I

n r} → −∞ as r → 0. Thus, the field
constant BI

n is taken as zero so as to prevent the field from blowing up to infinity.
Thus,

H I
z =

+∞∑
n=−∞

H I
z,n =

+∞∑
n=−∞

AI
n J0{γ I

n r} exp j (ωt − β I
n z). (58)

EM Field Quantities in the Disc-Free Region.
The Floquet’s theorem for periodic structures says that, for a given mode of prop-
agation and at a given steady-state frequency, the fields at one cross section of the
structure differ from those one period away by a complex constant [1]. Thus, accord-
ing to this theorem and taking the axial functional dependence of RF field quantities
f {z}, considering space harmonics generated by the axial periodicity of the discs,
one can write as

f {z + L} = f {z} exp(− jβ0L) (59)

where f {z} = exp(− jβnz), L is the axial periodicity of the structure, and βn is the
axial phase propagation constant of the nth space-harmonic mode supported by the
structure, β0 referring to the fundamental mode. f {z + L} can be expressed with the
help of f {z}, as

f {z + L} = exp[− jβn(z + L)]. (60)

From (59) and (60), one may write

exp[− jβn(z + L)] = f {z} exp(− jβ0L). (61)

Substituting f {z} in (61), one obtains

exp[− jβn(z + L)] = exp[− j (βnz + β0L)]. (62)

It then immediately follows from the phase part of (62) andwill satisfy the relation
βn(z+ L) = βnz+β0L ±2nπ , which algebraically simplifies to βn = β0 +2nπ/L ,
this may be written, interpreting n such that it can assume both positive and negative
values, as

βn = β0 + 2n π

L
, (n = 0,±1,±2,±3 . . .) (63)

The relation (63), interpreted here from Floquet’s theorem, has then to be used
subsequently for stating the field components in region I (disc-free region) (Fig. 3).
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Thus, the wave equation can be written as

H I
z =

+∞∑
n=−∞

H I
z,n =

+∞∑
n=−∞

AI
n J0{γ I

n r} exp j(ωt − β I
n z) (64)

The field quantities can be obtained with the help of Maxwell equations for
azimuthally symmetric TE0n modes as

E I
θ = jωμ0

(γ I
n )2

∂H I
z

∂r
(65)

E I
r = 0 (66)

H I
θ = 0 (67)

H I
r = − jβ I

n

(γ I
n )2

∂H I
z

∂r
. (68)

Substituting the expression for the axial component magnetic field intensity H I
z

from Eq. (64) into (65) and (68), then one can respectively obtain, for region I, the
following expressions for the azimuthal component of electric field intensity and
radial component of magnetic field intensity:

H I
z =

+∞∑
n=−∞

H I
z,n =

+∞∑
n=−∞

AI
n J0{γ I

n r} exp j(ωt − β I
n z) (69)

E I
z = 0 (70)

E I
θ =

+∞∑
n=−∞

E I
θ,n = jωμ0

+∞∑
n=−∞

1

γ I
n

AI
n J

′
0{γ I

n r} exp j(ωt − β I
n z) (71)

E I
r = 0 (72)

H I
r =

+∞∑
n=−∞

H I
r,n = − j

+∞∑
n=−∞

β I
n

γ I
n

AI
n J

′
0{γ I

n r} exp j (ωt − β I
n z) (73)

H I
θ = 0 (74)

The axial phase propagation constant β I
n occurring in the field expressions (69),

(71), and (73) may be written, in view of (63), as follows:

β I
n = β I

0 + 2πn

L
(n = 0,±1,±2,±3 . . .) (75)
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EM Field Quantities in the Disc-Occupied Region.
The region II of the disc-loaded waveguide (Fig. 3) consists of a cell-type structure
that supports stationary waves due to reflection at discs. The separation between
two consecutive discs can be written in terms of an integral number of half guide
wavelengths as

L − T = mλI I
m

2
(m = 0, 1, 2, 3 . . .) (76)

where m is the modal number of the stationary wave and λI I
m is guide wavelength of

the stationary wave existing between successive discs. The relation between λI I
m and

β I I
m in region II is given as

λI I
m = 2π

β I I
m

. (77)

With the help of (76) and (77), β I I
m can be expressed as

β I I
m = mπ

L − T
(m = 0, 1, 2, 3, . . . .) (78)

Due to reflections from the discwall in region II, standingwaves are formed. These
standing waves are composed of forward-wave and the backward-wave component.
So, these components are expressed with the help of (57) as

H I I
z,m, f = [AI I

m, f J0{γ I I
m r} + BI I

m, f Y0{γ I I
m r}] exp j (ωt − β I I

m z) (79)

H I I
z,m,b = [AI I

m,b J0{γ I I
m r} + BI I

m,bY0{γ I I
m r}] exp j (ωt + β I I

m z) (80)

where H I I
z,m, f and H I I

z,m, b are the forward and backward components of magnetic
fields, respectively. γ I I

m (= (k2−β I I2
m )1/2) is the radial propagation constant in region

II. The boundary condition that the normal component of magnetic flux density and
hence also that of the magnetic field intensity in region II vanishes, at the interface,
interpreted at z = 0, between the metal disc and the free space, gives

(H I I
z,m, f + H I I

z,m,b)
∣∣
z=0

= 0, (81)

the direction of the normal to the interface at z = 0 being essentially in the+z direc-
tion. Putting (79) and (80), each taken at z = 0, in (81), one then obtains the follow-
ing relation for the field constants referring to region II: (AI I

m, f + AI I
m,b)J0{γ I I

m r} +
(BI I

m, f + BI I
m,b)Y0{γ I I

m r} = 0, which, in view of J0{γ I I
m r} and Y0{γ I I

m r}, each taking
on determinate values in region II (rD ≤ r < rW ) (Fig. 3), immediately yields
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AI I
m,b = −AI I

m, f

B I I
m,b = −BI I

m, f

}
. (82)

Now, mth modal harmonic of the axial magnetic field can be expressed as, with
the help of (79), (80), and (82)

H I I
z,m = H I I

z,m, f + H I I
z,m, b

= [AI I
m, f J0{γ I I

m r} + BI I
m, f Y0{γ I I

m r}] exp( jωt)[exp(− jβ I I
m z) − exp( jβ I I

m z)],

which, in view of the relation exp( jβ I I
m z) − exp(− jβ I I

m z) = 2 j sin(β I I
m z), may be

read as

H I I
z,m = −2 j[AI I

m, f J0{γ I I
m r} + BI I

m, f Y0{γ I I
m r}] exp( jωt) sin(β I I

m z). (83)

However, the field constant BI I
m, f is not independent of A

I I
m, f . The relation between

thesefield constants can easily be found. For this purpose, remembering the azimuthal
symmetry of the problem (∂/∂θ = 0), onemay first writemth stationary-wavemodal
harmonic azimuthal component of electric field intensity as

E I I
θ,m = jωμ0

γ I I2
m

∂H I I
z,m

∂r
. (84)

Also, recalling the concept of the null value of the electric field intensity at a
tangent of waveguide wall r = rW , i.e.,

E I I
θ, m = 0, (0 ≤ z < ∞; r = rW ). (85)

One then obtains the following relation for BI I
m, f in terms of AI I

m, f , by first substi-
tuting (83) in (84), and then putting the resulting expression, in (85):

BI I
m, f = −AI I

m, f

J ′
0{γ I I

m rW }
Y ′
0{γ I I

m rW } . (86)

Using (86), the Eq. (83) is rewritten as

H I I
z,m =

(
−2 j

AI I
m, f

Y ′
0{γ I I

m rW }

)
Z0{γ I I

m r} exp( jωt) sin(β I I
m z), (87)

where

Z0{γ I I
m r} = J0{γ I I

m r}Y ′
0{γ I I

m rW } − J ′
0{γ I I

m rW }Y0{γ I I
m r}. (88)
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In order to use the simpler expression, the quantity in parenthesis in (87) is taken
as

AI I
m = −2 j

AI I
m, f

Y ′
0{γ I I

m rW } . (89)

Thus, putting (89) in (87), one may express (87) as

H I I
z,m = AI I

m Z0{γ I I
m r} exp( jωt) sin(β I I

m z). (90)

Therefore, the field expressions in region II may be rewritten with the help of (90)
and (84) as

E I I
z = 0 (91)

H I I
z =

∞∑
m=1

H I I
z,m =

∞∑
m=1

AI I
m Z0{γ I I

m r} exp( jωt) sin(β I I
m z) (92)

E I I
θ =

∞∑
m=1

E I I
θ,m = jωμ0

∞∑
m=1

1

γ I I
m

AI I
m Z ′

0{γ I I
m r} exp( jωt) sin(β I I

m z) (93)

H I I
θ = 0 (94)

E I I
r = 0 (95)

H I I
r = − jβ I I

m

γ I I
m

∞∑
m=1

AI I
m Z ′

o

{
γ I I
m r

}
exp( jωt) sin

(
β I I
m z

)
(96)

where Z ′
0 is the first derivative of Z0.

Electromagnetic Boundary Conditions.
For characterizing the disc-loaded circular waveguide, one has to combine the rel-
evant boundary conditions with the field expressions for the waveguide, excited in
azimuthally symmetric TE modes (Ez = 0). The free-space interface of region I and
region II, at r = rD , establishes continuity of the tangential components of electric
and magnetic field intensities. Similarly, the tangential component of electric field
intensity at the metal inner circumferential edge of the discs, r = rD , vanishes.
Making use of these concepts, the boundary conditions at r = rD can be written as

E I
θ =

{
E I I

θ 0 < z < (L − T )

0 (L − T ) ≤ z ≤ L
(r = rD) (97)

H I
z = H I I

z 0 < z < (L − T ) (r = rD). (98)



EM Analysis of RF Interaction Structures for Gyrotron Devices 331

Similarly, the boundary condition at r = rW can be written with the help of
knowledge of vanishing of the tangential component of electric field intensity at the
metallic surface as

E I I
θ = 0 (0 ≤ z < ∞; r = rW ) . (99)

Dispersion Relation.
First of all, the field expression (69) for H I

z in region I and the field expression (92)
for H I I

z in region II are substituted into the boundary condition (98) to obtain

∞∑
n=−∞

AI
n J0{γ I

n rD} exp(− jβ I
n z) =

∞∑
m=1

AI I
m Z0{γ I I

m rD} sin(β I I
m z), (100)

where γ I
n and γ I I

m are defined following (69) and (92), respectively. Z0 may be
interpreted, by taking r = rD in (88), as Z0{γ I I

m rD} = J0{γ I I
m rD}Y ′

0{γ I I
m rW } −

J ′
0{γ I I

m rW }Y0{γ I I
m rD}.

Similarly, the field expression (71) for E I
θ in region I and the field expression (93)

for E I I
θ in region II are substituted into the boundary condition (97) to obtain

∞∑
n=−∞

1

γ I
n

AI
n J

′
0{γ I

n rD} exp(− jβ I
n z) =

∞∑
m=1

1

γ I I
m

AI I
m Z ′

0{γ I I
m rD} sin(β I I

m z) (101)

Multiplying (100) by sin(β I I
m z), integrating it from z = 0 to L, and using the

relevant definite integrals, an expression for AI I
m in the form of a series relating AI

n
(−∞ < n < ∞) may be obtained as

AI I
m =

∞∑
n=−∞

AI
n Pnm (m = 1, 2, 3 . . .) (102)

where

Pnm = 2

L

J0{γ I
n rD}

Z0{γ I I
m rD}

β I I
m [1 − (−1)m exp(− jβ I

0 L)]
[(β I I

m )2 − (β I
n )

2] (103)

For getting AI
n in terms of AI I

m , let us first multiply (101), in which β I
n is taken as

(75), by exp( jβ I
n z) and then integrate it from z = 0 to L, while using the relevant

definite integrals to obtain

AI
n =

∞∑
m=1

AI I
m Rnm, (n = 0,±1,±2 . . .) (104)
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where

Rnm = 1

L

γ I
n

γ I I
m

Z ′
0{γ I I

m rD}
J ′
0{γ I

n rD}
β I I
m [(−1)m exp( jβ I

0 L) − 1]
[(β I

n )
2 − (β I I

m )2] . (105)

Substitution of (104) into (102) yields

AI I
m =

+∞∑
n=−∞

+∞∑
m=1

AI I
m Rnm Pnm . (106)

Putting in (106) AI I
1 (m = 1) and taking rest all AI I

m ’s equal to zero, it has been

obtained as 1−
+∞∑

n=−∞
Rn1Pn1 = 0. Now using (103) and (105), the dispersion relation

of the structure is obtained as

+∞∑
n=−∞

γ I
n

J0{γ I
n rD}

J ′
0{γ I

n rD}
1

[(π/L)2 − (β I
n )

2]2

= γ I I
1 exp( jβ I

0 L)

[1 + exp( jβ I
0 L)]2

L4

2π2

Z0{γ I I
1 rD}

Z ′
0{γ I I

1 rD} , (−∞ < n < ∞,m = 1) (107)

3 Result and Discussion

3.1 Tapered Structure

Cross-sectional view of the designed tapered waveguide is shown in Fig. 4. In order
to estimate the effect of taper on the response of the device, the interaction length
has been divided into small sections of uniform length, say, of the order of a few
microns, and approximated each section to be of uniform radius equal to its actual
midpoint radius, so that dispersion relation could be applied individually to each of
these directions. The calculations have been done for the entire length of the structure.

The linear taper for the waveguide radius, rW , may be put in terms of the taper
angle �, as follows:

rW {z}
rW {0} = 1 + z tanΨ

rW
{
l
2

} − (
l
2

)
tanΨ

(34) (108)

where �
(
tan−1(rW {l} − rW {0})/ l) is the taper angle that is defined by the initial

start radius of the waveguide rW {0}, the final radius of the waveguide rW {l}, and l is
the interaction length.
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Fig. 4 Cross-sectional and side views of designed tapered waveguide of dimensions: Initial
radius––3.73 mm, Final radius—7.37 mm, Length––10 cm, Material––Aluminum

For the non-tapered configuration, the waveguide radius and the backgroundmag-
netic field can be chosen so that the device operates in narrow bands of frequencies
over the scheme of concurrent tapering of thewaveguide cross section and the applied
DC magnetic field choosing an appropriate value of the taper parameter �.

For a tapered configuration with the same mean waveguide radius, one must
choose to change the taper angle� in twoways: (i) by changing the initial waveguide
radius rW {0} and the final waveguide radius rW {l}, while keeping the interaction
length to be constant, and (ii) by changing the interaction length but keeping the
initial and final waveguide radii {rW {0}, rW {l}}, each to be constant. In both these
ways, one can control the gain and bandwidth by the choice of the taper angle �.
Thus by choosing taper parameters, we can widen the device bandwidth. Dispersion
diagram for the tapered waveguide operating in TEm1 mode is shown in Fig. 5.
For TE0n modes, i.e., for azimuthally symmetric modes, it is shown in Fig. 6. It is
evident from inspection of Figs. 5 and 6 that a tapered structure has more potential
to offer wide device bandwidths. Moreover, it is also worth noting the aspects of
mode competition of the tapered device with those of the non-tapered. In general,
the tapered device has to face more mode competition than the non-tapered. Finally,
it is felt that the tapered-waveguide scheme which has wide device bandwidths has
the drawback of yielding poor gain. It is felt that it is not difficult to use the present
approach of the effects of tapering on high-gain gyro-TWT structures, like the vane-
loaded (magnetron-like) structure, for wide device bandwidths at reasonably high
gains.
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Fig. 5 Dispersion plot for the taper waveguide. The plot is for the TEm1 mode

Fig. 6 Dispersion plot for taper waveguide. The plot is for the TE0p mode, i.e., n = 0 and p is
varied

3.2 Vane-Loaded Structure

A vane-loaded RF interaction structure has been designed. Cross-sectional and side
views of the vane-loaded structure are shown in Fig. 7. The dispersion relation of the
vane-loaded waveguide is solved using MATLAB simulation. First of all, the cutoff
frequency of the structure is obtained by taking axial phase propagation constant
equal to zero. Using this cutoff value as a guess point, the dispersion equation is
solved for β > 0. Thus, the dispersion curve is obtained for the structure.
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Fig. 7 Cross-sectional and side views of designed vane-loaded waveguide

Now, in order to the know the effect of structure parameter variation on the disper-
sion curve, any one structure parameter is varied and other remaining two structure
parameters are kept constant. Thus, three dispersion curves are obtained for the three
structure parameters, namely, the number of vanes N, the vane depth rV /rW , and
vane angular width φ (Figs. 8,9, and 10).

As the value of Nv is increased or decreased (Fig. 8), or that of φv is increased
or decreased (Fig. 10), the ω–β plot of the waveguide goes downward or upward
respectively, in the ω scale, and also, correspondingly, the cutoff frequency ωcut

decreases or increases, respectively. But, with the increase or decrease of rV /rW
(Fig. 9), the dispersion curve goes downward or upward, respectively. Here, it is
noteworthy that the dispersion curve merely shifts upward or downward without any
appreciable change in the slope of the dispersion curve. However, it is observed that
the cutoff frequency is changed with the change in the value of structure parameters.
Thus, it is concluded that the vane-loaded structure does not allow any appreciable
change in the slope of the dispersion curve whereas it certainly changes the cutoff
frequency. So, a vane-loaded structure can be used for mode separation.
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Fig. 8 Dispersion characteristics of a vane-loaded circular waveguide excited in the TE01 mode
with structure parameters rv/rw = 0.8 and ∅ = 45◦; taking the number of vanes N as the parameter
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Fig. 9 Dispersion characteristics of a vane-loaded circular waveguide excited in the TE01 mode
with structure parameters N= 4 and ∅ = 45◦; taking the relative vane depth rV /rW as the parameter
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Fig. 10 Dispersion characteristics of a vane-loaded circular waveguide excited in the TE01 mode
with structure parameters N = 4 and rv/rw = 0.8; taking the vane angle ∅ as the parameter

3.3 Disc-Loaded Structure

A MATLAB code has been developed for the dispersion Eq. (107) of disc-loaded
structure. Again, a similar algorithm has been used as that of the vane-loaded struc-
ture. Taking axial phase propagation constant equal to zero, the cutoff frequency of
the disc-loaded structure is obtained for a set of structure parameter. Further, this
cutoff value is used as an initial guess point for getting a set of data for the operating
frequency. For a special case of rD/rW = 1, the dispersion Eq. (107) of disc-loaded
RF interaction structure becomes a dispersion equation of a smooth wall circular
cylindrical waveguide. Thus, the derived expression (107) is valid.

Structure parameters, namely, disc hole radius rD/rW , disc repetition L/rW , and
disc thickness T/rW are varied one by one taking other two as a constant and the
dispersion curve is obtained. In this way, the effect of parameters is studied (Figs. 11,
12, and 13). From the observation of Fig. 11, it is found that lower edge frequencies
are almost the same while the upper edge frequencies are lowered. In this way, the
dispersion curve becomes more flat with the increase in the value of L/rW .

Figure 12 shows variation in the behavior of dispersion curve taking the disc hole
radius rD/rW as a parameter. Here, it is observed that the increase in the value of
rD/rW lowers the value of cutoff frequency but the upper edge frequency is almost
the same. Thus, a little flatness in the dispersion curve is obtained. In other words,
it can be said that disc hole radius does not appreciably widen the bandwidth of the
structure.
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Fig. 11 Dispersion curve of a disc-loaded RF interaction structure taking the relative structure
periodicity L/rW as the parameter, and disc hole radius rD/rW and disc thickness T/rW constant

Fig. 12 Dispersion curve of
a disc-loaded RF interaction
structure taking the relative
structure disc hole radius
rD/rW as the parameter, and
periodicity L/rW and disc
thickness T/rW constant

Fig. 13 Dispersion curve of
a disc-loaded RF interaction
structure taking the relative
structure disc thickness
T/rW constant as the
parameter, and disc hole
radius rD/rW and
periodicity L/rW constant
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The effect of disc thickness on the dispersion curve is shown in Fig. 13. It is
observed that disc thickness does not influence the dispersion characteristics up to
an appreciable level. But, here it is important to mention that disc thickness plays a
very crucial role in deciding the power handling capability of the device.

4 Conclusion

This study reveals that the dispersion characteristic analysis of any RF structure is
very important for getting information about the available bandwidth. The structure
parameters play a very important role inwidening the device bandwidth. For a tapered
structure, it has been observed that the tapering angle alters the bandwidth of the
structure but at the cost of the device gain. Similarly, a vane-loaded RF interaction
provides mode separation, thus, can be used in mode rarefaction. Likewise, it is
observed that the dispersion characteristics of disc-loaded RF interaction structure
are highly influenced by the disc periodicity. So, a judicious choice of structure
parameters can bemade to achieve the wideband performance of the gyrotron device.
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LTE-Advanced Carrier Aggregation
for Enhancement of Bandwidth

Akshay Goyal and Krishan Kumar

Abstract The advancement in technology and smart gadgets have led to the demand
for more data and higher data rates. Despite efficient use of spectrum, it is not able to
achieve the data rate of 1 Gbps as required by Long Term Evolution Advanced (LTE-
A). To achieve such a high data rate, this requires a higher transmission bandwidth
which cannot be achieved by a single carrier. So, a new technique is introduced
called carrier aggregation to aggregate two or more component carriers to achieve
higher bandwidth. The carriers that are to be aggregated can be from continuous
spectrum and can also be from different bands which result in three types of carrier
aggregation, i.e., intra-band contiguous, intra-band noncontiguous, and inter-band
carrier aggregation. The most important feature to move from LTE to LTE-A is
carrier aggregation and the main advantage of this is that it is backward compatible.
As per 3GPP release it is given that up to five component carriers can be aggregated
to achieve a bandwidth of 100 MHz. Thus, in this paper the carrier aggregation up to
three-component carriers by taking different number of downlink resource block for
each aggregated carrier and comparative study of increment in the bandwidth will
be carried out and the simulation results the enhancement of bandwidth using carrier
aggregation.

Keywords Carrier aggregation · Component carriers · Bandwidth · LTE · 3GPP

1 Introduction

In recent years, it has been seen that the demand for mobile data is increasing tremen-
dously and it is observed that it will continue to grow. It can be seen that today more
than 2.6 billion mobile subscriptions exist worldwide and this number is growing
continuously. It is well known that the mobile traffic is not only limited to the voice
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Fig. 1 Evolution of data rate with carrier aggregation [4]

calls but there are number of other purposes such as video calling, live streaming,
and online gaming which urges for higher data rate. There is a challenge to address
these rising data demands. So, this requires new technologies that can make use of
segmented spectrum efficiently to work for this purpose. In today’s world higher
data rates and speed are required. So, one of the solutions to serve this purpose is
to aggregate more than one carrier to achieve higher bandwidths known as Carrier
Aggregation (CA) [1]. In LTE-advanced carrier aggregation refers combining multi-
ple long-term evolution component carriers across the available spectrum [2]. There
are number of bandwidths which can be aggregated like 1.4, 3, 5, 10, 15 and 20MHz
supported by LTE standards and will have 6, 15, 25, 50, 75, 100 Resource Blocks
(RB), respectively [3]. CA also reduces interference as it says that only those base
stations can use extra component carrier which does not cause much interference to
the nearby cells based on downlink reference signal received power measurements
which are known as autonomous component carrier selection. Figure 1 explains how
carrier aggregation along with MIMO will help to attain higher data speeds in the
future.

1.1 Related Work

Weihong Fu et al. in their paper discussed the CA in LTE systems and explained how
it can help us to meet the demand for bandwidth. Along with that in their paper they
proposed a resource scheduling algorithm to improve the performance of cell-edge
users by providing a variable which limits the number of carriers each user can access
and the weight factor depends upon the coverage weight factor and user category
weight factor [5].
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This paper is organized as follows. In Sect. 2 it provides system model and some
useful features of LTE advanced. Section 3 provides performance analysis for the
CA along with the steps for optimization. Section 4 provides design specification.
Section 5 provides results and discussion. Section 6 finally concludes the paper.

2 System Model

2.1 LTE Advanced and Its Features

The LTE advanced mainly focusses on higher capacities and higher data rates. The
main force which drives LTE toward LTE advanced is to provide higher data rates in
a cost-efficient manner. To fulfill the IMT 4G requirements it is needed to move from
LTE to LTE advanced [6]. The main features include increased data rates, higher
spectral efficiency, capacity to accommodate more number of mobile subscribers,
and performance improvement at the cell edges [7]. The main functionality added to
LTE advanced is CA and enhanced use of MIMO systems.

2.2 Carrier Aggregation

Carrier aggregation is a mean through which 3GPP is aiming at higher data rates
and higher bandwidths by aggregating multiple component carriers in both uplink
and downlink directions [8]. Today 3GPP is allowing aggregation of carriers up to 5
components carriers, to achieve a bandwidth of 100 MHz. There can be number of
scenarios based on how different bands and number of resource blocks within one
or more band are chosen for aggregation by which carriers can be aggregated.

Three types of CA such as intra-band contiguous, intra-band noncontiguous,and
inter-band carrier aggregation are explained and intra-band contiguous is used in
this work. This provides us with the possibility of aggregating licensed band with
the unlicensed band. This is the first time when the licensed band can be used along
with unlicensed band tomeet the user’s requirements [9]. In this work only intra-band
contiguous CA is analyzed (Fig. 2).

2.3 Intra-band Contiguous Carrier Aggregation

It is a continuous CA scheme in which multiple adjacent component carriers were
used to achieve higher bandwidth and better data rates. In Fig. 3, intra-band contigu-
ous carrier aggregation is represented. In this, two-component carriers are aggregated
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Fig. 2 LTE architecture
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Fig. 3 Intra-band contiguous CA

from the samebandwhich is continuous. For intra-band carrier aggregation supported
bandwidths are 15 and 20 MHz in E-UTRA band 1 and 10, 15 and 20 MHz in Band
40 [10].

2.4 Intra-band Noncontiguous Carrier Aggregation

It a noncontinuous type of carrier aggregation scheme in which multiple component
carriers are not continuous and may have different number of resource blocks and
bandwidths can be aggregated to boost the performance of LTE system. In Fig. 4,

Power

Frequency

Fig. 4 Intra-band noncontiguous CA
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intra-band noncontiguous carrier aggregation is represented. Noncontiguous aggre-
gation is used in situations where it is not possible to assign continuous spectrum or
we can say continuous spectrum is not available to be aggregated [11].

2.5 Inter-band Carrier Aggregation

In this type of carrier aggregation multiple component carriers which are to be aggre-
gated are from different bands. In this user equipment implementation is very chal-
lenging as intermodulation and cross modulation may occur within the device when
number of transmitters and receivers works together at the same time [12] (Fig. 5).

User equipment which has the capability of inter-band carrier aggregation has to
decode the data over a large bandwidth and these types of aggregated carriers do not
have same coverage [13].

3 Performance Analysis

Aggregated bandwidth is calculated with the help of given expression using Matlab
[14]

Aggregated bandwidth of the channel_CA = Fedge, high − Fedge, low (1)

The lower bandwidth edge and the higher bandwidth edge are the reference points
for the transmitters and receivers which is calculated as [14]

Fedge, low = FCoffset, low − Foffset, low (2)

Fedge, high = FCoffset, high + Foffset, high (3)

The lower and the higher frequency offsets entirely depend upon the component
carrier configuration and the number of downlink resource blocks in the lowest and
highest component carriers, which is calculated as [14]

Power

BAND A BAND B Frequency

Fig. 5 Inter-band CA
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Foffset, low = (
0.18NRB, Low

)
/2+ NGBW (4)

Foffset, high =
(
0.18NRB,High

)
/2+ NGBW (5)

Here, the factor 0.18 is used for representing bandwidth of 1 RB in MHz, and
NGBW stands for nominal guard bandwidth.

3.1 Steps to Optimize the Bandwidth

1. Choose number to component carriers to be aggregated.
2. Choose number of downlink resource blocks for the respective component car-

riers.
3. Configure corresponding eNode B for the given parameters.
4. Sample all the component carriers at a common sampling rate.
5. Calculate the low edge, high edge and center frequency and aggregated band-

width.
6. At the receiver side choose the component carrier which is to be received.
7. Specify filter parameters as per the received carrier.
8. Check for CRC and display results.

4 Design Specification and Simulation for Carrier
Aggregation

For each new component carrier of different or same name of resource blocks e-
node B parameters needs to be configured according to the requirements of resource
blocks which are described in Table 1.

First, two-component carriers are aggregated with the given parameters having 25
and 50 resource blocks, respectively, and the power spectrum aggregated waveform
is shown in Fig. 6b. Component carrier 1 is of 5 MHz and eNode B 1 is configured
with the following parameters represented in Table 2.

Now three-component carriers are aggregated with different number of resource
blocks and bandwidth. Specification for three-carrier components aggregation with
component carriers having 50, 75, and 100 resource blocks, respectively, are provided
in Table 3.

Table 1 Number of resource blocks for a given bandwidth [3]

Bandwidth (MHz) 1.4 3 5 10 15 20

NRB 6 15 25 50 75 100
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Fig. 6 Power spectrum of intra-band contiguous CA of 2 component carrier

5 Results and Discussion

The final comparison is carried out for bandwidth increment by carrier aggregation.
Different types of carriers are aggregatedwith different number of downlink resource
blocks. Table 1 shows the number of resource blocks used in different component
carriers and corresponding bandwidth. First, two-component carriers are aggregated
with the bandwidth 3 MHz each and 15-downlink resource blocks per aggregated
component carrier, so the corresponding aggregated bandwidth 6 MHz is achieved
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Table 2 Parameters for component carrier 1 and 2

Description Metric value Metric value

Number of downlink resource blocks 25 50

Cyclic prefix Normal Normal

NcellID 10 10

Duplexing mode FDD FDD

Sub carrier spacing (kHz) 15 15

Total number of subframes 10 10

CFI 1 2

Modulation 64 QAM 64 QAM

Table 3 Parameters for component carrier 1, 2 and 3

Description Metric value Metric value Metric value

Number of downlink resource blocks 50 75 100

Cyclic prefix Normal Normal Normal

NcellID 10 10 10

Duplexing mode FDD FDD FDD

Sub carrier spacing (kHz) 15 15 15

Total number of subframes 10 10 10

CFI 1 2 3

Bandwidth (MHz) 10 15 20

Modulation 64 QAM 64 QAM 64 QAM

which can be seen from table. In second, the number of resource blocks of one of
the carrier is changed and a corresponding change in the aggregated bandwidth is
achieved. In final stage, three-components carriers were aggregatedwith a bandwidth
of 20 MHz each and having 100 downlink resource blocks for each aggregated car-
riers and a resultant 59.6 MHz aggregated bandwidth. Figure 6a represents power
spectrum for aggregated carriers having number of resource blocks 25 and 75 each
and results in an aggregated bandwidth of 20 MHz. Similarly, Fig. 6b shows carrier
aggregation of 5 and 10 MHz component carriers which results in an aggregated
bandwidth of 15 MHz. Figure 7a, b represents aggregation of three-component car-
riers and results in an aggregated bandwidth of 30 MHz and 59.6 MHz, respectively.
In Fig. 8, the aggregated bandwidth corresponding to the different NRBs and aggre-
gated component carriers are represented.
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Fig. 7 Power spectrum of intra-band contiguous carrier aggregation of three-component carriers
aggregation

6 Conclusion

In this work, three-component carriers are aggregated for LTE advanced for enhance-
ment of bandwidth and this can be seen that component carriers of different band-
widths can be aggregated to get higher bandwidth. Table 4 supports that the number
of RBs is increased in the component carriers which are to be aggregated and a
corresponding increase in the aggregated bandwidth is achieved and the simulated
results validate the theoretical study for enhanced bandwidth. As the number of
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Fig. 8 Comparison of bandwidth for different number of resource blocks

Table 4 Aggregated component carriers and bandwidth

Aggregated carriers RB (No. of RB) Aggregated bandwidth (MHz)

Aggregated RB [15 15] 6.0000

Aggregated RB [15 25] 8.0000

Aggregated RB [15 15 15] 9.0000

Aggregated RB [15 25 25] 12.8000

Aggregated RB [15 25 25] 14.6000

Aggregated RB [50 25 25] 19.7500

Aggregated RB [50 50 25] 24.8500

Aggregated RB [50 50 50] 29.8000

Aggregated RB [75 50 50] 34.6500

Aggregated RB [75 75 50] 39.7500

Aggregated RB [75 75 75] 45.0000

Aggregated RB [100 75 75] 49.8500

Aggregated RB [100 100 75] 54.6500

Aggregated RB [100 100 100] 59.6000
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mobile subscribers is increasing continuously and the demands for higher data rates
are raising this carrier aggregation can be a fruitful alternative to address all such
type of problem and research issues.
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Temperature-Dependent Analog, RF,
and Linearity Analysis of Junctionless
Quadruple Gate MOSFETs for Analog
Applications

Prateek Kishor Verma , Akash Singh Rawat and Santosh Kumar Gupta

Abstract In this paper, junctionless quadruple gate (JLQG) MOSFET is analyzed
for its temperature-dependent characteristics. The junctionless MOSFET makes
manufacturing simpler because it has no p-n junction as the doping of the chan-
nel is same as source/drain (S/D) region. Various performance parameters for short
channel effects (SCEs), analog/RF, and linearity distortion of the JLQG MOSFET
such as drain current (ID), transconductance (gm1), transconductance generation
factor (TGF), output conductance (gd), early voltage (VEA), intrinsic gain (gm/gd),
cut-off frequency (f T ), gain frequency product (GFP), transconductance frequency
product (TFP), gain trans-conductance frequency product (GTFP), second order
derivative (gm2), third order derivative (gm3), second order voltage intercept point
(VIP2), third order voltage intercept point (VIP3), third order input intercept point
(IIP3), and third order intermodulation distortion (IMD3) with respect to temper-
ature variations are presented and discussed. The study reveals the different zero-
crossing points for temperature-dependent characteristics leading to guidelines for
temperature-insensitive designs using JLQG MOSFETs.
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1 Introduction

In recent years, semiconductor devices are used for a wide range of application at
different temperatures. Nuclear energy and metallurgical sector require devices to
be operated at high temperature whereas biomedical industry and space require low
temperature [1, 2]. So there is a need of the devices which can perform efficiently at
different temperature with optimum performance. Variation in temperature affects
the electrical parameters of the device which affects the performance of the device
[3]. So, we need to bias the device meant for different temperature applications at a
point where it shows the least variation with respect to temperature. This bias point
is known as zero-temperature coefficient point. In recent years, multi-gate MOS-
FETs such as Double gate MOSFET, Fin-FETs, and the surrounding gate have been
found superior to planar MOSFETs as the device channel length had become less
than 45 nm [4–9]. It is difficult to fabricate the ultrasharp doping profile between
source/drain region and channel region in nanometer range. To overcome this fab-
rication challenge Colinge et al. fabricated nanowire junctionless MOSFETs. JL-
MOSFETs have better characteristics than conventional MOSFETs as they have S/D
and body channel region with same type of high doping concentration. NMOS have
high n-type and PMOS have high p-type doping with p-poly and n-poly gate [10,
11]. The investigation of analog/RF figure merits (FOMs) of JLDG MOSFET con-
firmed that junctionless MOSFET is better choice in comparison to junction-based
MOSFET [11].

A JL transistor in which channel is controlled from all around leads to better per-
formance compared to a JL transistor controlled by single, double, or triple gates. A
junctionless quadruple gate (JLQG)MOSFET [12, 13] has been shown to fetch better
RF and analog performance. In this proposed work, the temperature-dependent char-
acteristics of JLQGMOSFETs by varying temperature from 200 to 400 K in terms of
standard FOMs such as drain current (ID), transconductance (gm1), transconductance
generation factor (TGF), output conductance (gd), early voltage (VEA), intrinsic gain
(gm/gd), cut-off frequency (f T ), gain frequency product (GFP), transconductance
frequency product (TFP), and gain trans-conductance frequency product (GTFP),
second order derivative (gm2), third order derivative (gm3), VIP2, VIP3, IIP3, and
IMD3. We have also found the zero-temperature coefficient point for ID, gm1, gd,
VEA, Cgs, f T , and GFP. The ZTCId , ZTCgm1, ZTCgd , ZTCVEA, ZTCCgs, ZTCfT, and
ZTCGFP are found to be 0.88 V, 0.72 V, 0.12 V, 0.84 V, 0.82 V, 0.7 V, and 0.7 V,
respectively.

2 Device Structures

The schematic of the quadruple gate junctionlessMOSFET is presented in Fig. 1. The
device structure has uniform and similar doping concentration profile (N+–N+–N+)
for S/D and channel regions and the gate contact is made of P+ polysilicon having a
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Fig. 1 Schematic diagram of n-type JLQG MOSFET, a 3D view, b cross sectional view along xy
plane, c zx plane and d yz plane

work function of 5.2 eV. The physical device dimensions of the structure are taken
with mentioned specifications; length of the channel (Lch) is 20 nm; thickness of sil-
icon (Hsi) is 10 nm; width of silicon (Wsi) is 10 nm; thickness of oxide (tox) is 2 nm;
donor concentration (Nd) is 1× 1019 cm−3 and S/D extensions are taken to be 5 nm
each; then temperature is varied from 200 to 400 K with a step of 50 K by retaining
other specifications same to investigate the variation in short channel effects, ana-
log/RF performance, and linearity distortion performance parameters. The numerical
analysis is carried out with the help of device simulation tool, i.e., Silvaco TCAD
(ATLAS) [14], which is commonly used for characterization of the semiconduc-
tor devices in terms of electrical performances. Numerical calculations have been
done with the help of different models such as Shockley-Read-Hall (SRH) recom-
bination model, Lombardi model (CVT), concentration dependent mobility model
(CONMOB), field-dependent mobility model (FLDMOB), and Boltzmann transport
model. These models have been used to calculate the current and electrostatics of
the device. There are no quantum effects that have been considered in this numerical
analysis.
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3 Temperature-Dependent Performance Analysis

The temperature-dependent performance analysis of JLQG is presented and analyzed
in this section. First, the short channel effect parameters such as subthreshold swing
(SS) and drain induced barrier lowering (DIBL) parameters are presented and dis-
cussed. In subsequent subsections various analog/RF performance parameters and
linearity distortion analysis have been also discussed.

3.1 Temperature-Dependent Short Channel Effects (SCEs)

SCE parameters at different temperatures are shown in Table 1. SS is directly propor-
tional to the temperature, i.e., it increases with temperature. At higher temperatures,
SS value increases w.r.t. increasing VDS . Its value increases by 190% for VDS =
0.1 V and by 104% for VDS = 1.0 V from 200 to 400 K. Ion/Ioff ratio decreases as
the temperature increases because of large increase in the OFF-current and decrease
in the ON-current. The Ioff increases approximately by a factor 108 from 200 to
400 K. Ion decreases by 50% for VDS = 0.1 V and 24% for VDS = 1.0 V from 200
to 400 K. This is due to the fact that minority current is high at high temperature
since number of the high energy minority carrier increases at high temperature on
the other hand the high energy majority carrier result in more collisions resulting in
less drift velocity and hence less ON current.

DIBL increases by 27% from 200 to 400 K. DIBL increases with increase in
temperature because of the fact that even when barrier lowering at a given drain
voltage is same; the number of majority carriers with minimum energy to overcome
that barrier increases. So, for lower short channel effects the device should be operated
at lower temperatures.

3.2 Temperature-Dependent Analog Performance Analysis

In Fig. 2a drain current variations with increasing VGS has been shown. It is observed
that at the VGS = 0.88 V, the current is same for all the temperatures called as “Zero
Temperature coefficient (ZTCId)” point. For VGS less than ZTCId the drain current
at higher temperature is higher but for VGS more than ZTCId drain current at lower
temperature becomes higher. The carriers at high temperature have higher energy
so at high-temperature carriers have higher conduction at lower VGS values but at
higher VGS value no. of collisions increases decreasing conduction.

The peak value of drain current decreases by 24% from 200 to 400 K as shown
in Table 2. Transconductance variation with VGS is shown in Fig. 2b. It has been
observed that at Vgm1 = 0.72 V, the transconductance is same for all temperatures
called as “Zero Temperature coefficient (ZTCgm1)” point. The transconductance at



Temperature-Dependent Analog, RF, and Linearity Analysis ... 359

Ta
bl

e
1

SC
E
pa
ra
m
et
er
s
at
di
ff
er
en
tt
em

pe
ra
tu
re
s

Te
m
p.

(K
)

SS
(m

V
/d
ec
ad
e)

I o
ff

I o
n

I o
n
/I
of
f

D
IB

L
(m

V
/V
)

V
ds
=

0.
1
V

V
ds
=

1
V

V
ds
=

0.
1
V

V
ds
=

1
V

V
ds
=

0.
1
V

V
ds
=

1
V

V
ds
=

0.
1
V

V
ds
=

1
V

20
0

31
.7
08

45
.6
18

1.
46

×
10

−2
2

1.
44

×
10

−2
1

8.
68

×
10

−6
1.
33

×
10

−5
5.
93

×
10

16
9.
22

×
10

15
43
.6
34

25
0

56
.5
16

57
.2
05

3.
65

×
10

−1
9

2.
21

×
10

−1
8

6.
59

×
10

−6
1.
19

×
10

−5
1.
81

×
10

13
5.
40

×
10

12
46
.4
21

30
0

68
.3
95

69
.6
61

1.
57

×
10

−1
6

9.
05

×
10

−1
6

5.
41

×
10

−6
1.
12

×
10

−5
3.
45

×
10

10
1.
23

×
10

10
52
.8
96

35
0

79
.9
01

80
.8
9

6.
13

×
10

−1
5

1.
37

×
10

−1
4

4.
74

×
10

−6
1.
05

×
10

−5
7.
74

×
10

8
7.
64

×
10

8
53
.2
04

40
0

91
.8
95

93
.0
85

5.
32

×
10

−1
4

2.
27

×
10

−1
3

4.
34

×
10

−6
1.
01

×
10

−5
8.
15

×
10

7
4.
47

×
10

7
55
.5
48



360 P. K. Verma et al.

Fig. 2 a Drain current versus VGS at VDS = 1 V, b transconductance (gm1) versus VGS at VDS =
1 V, c drain current and output conductance versus VDS at VGS = 1 V, d TGF versus VGS at VDS
= 1 V, e early Voltage versus VGS at VDS = 1 V and f intrinsic gain versus VGS at VDS = 1 V for
different temperatures
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Table 2 Peak values of analog parameters at VDS = 1.0 V for different temperatures

Temp. (K) 200 250 300 350 400

Id (A/µm) 1.33 × 10−5 1.19 × 10−5 1.10 × 10−5 1.05 × 10−5 1.01 × 10−5

gm1 (A/µmV) 4.34 × 10−5 3.71 × 10−5 3.26 × 10−5 2.91 × 10−5 2.65 × 10−5

gd (A/µmV) 1.26 × 10−6 1.28 × 10−6 1.26 × 10−6 1.23 × 10−6 1.18 × 10−6

TGF (V−1) 60.40991 45.47786 36.66163 30.76545 26.53385

VEA (V) 11 9.47 8.81 8.6 8.57

Av (dB) 30.90318 30.00543 29.64708 29.39133 29.18896

higher temperature is higher for VGS less than ZTCgm1 but for VGS more than ZTCgm1

it becomes higher at lower temperatures.Maximumpeak is observed atVGS = 1.04V
at the temperature of 200 K. The Peak value of transconductance is decreased by
38.9% from 200 to 400 K as shown in Table 2. For better analog performance we
need higher gm1 for which the device should be operated at lower temperature and
higher VGS .

In Fig. 2c variation in drain current and output conductance with increasing VDS

has been shown at VGS = 1 V. Output conductance is same at VDS = 0.12 V (zero-
temperature coefficient point, ZTCgd) for all the temperatures. For VDS less than
ZTCgd ; gd is high for lower temperatures but for VDS more than ZTCgd , it is high
for the higher temperatures. For better analog performance, lower values of gd are
required to achieve higher gains. So, for higher gains (i.e., lower gd ) the device should
be biased at higher VDS and lower temperatures. Figure 2d–f present the variations of
TGF, early voltage (VEA) and intrinsic gain (AV ) with increasingVGS . TGF decreases
as temperature increases which means there is less gain per unit power dissipation
available at high temperatures. Early voltage at VGS less than Zero-Temperature
coefficient point, ZTCVEA (=VGS = 0.84) is high at higher temperatures (viz., 400K)
but after this early voltage is higher at the lower temperatures (viz., 200 K). Gain
is high at lower temperatures (viz., 200 K) and lower at higher temperatures (viz.,
400K). Peak values of theTGF,VEA andGain (AV ) reduce by 56%, 22%and 5.54%m
respectively, from 200 to 400 K.

3.3 Temperature-Dependent RF Performance Parameters

Figure 3a representsCgs andCgd variation with respect to VGS . The extraction ofCgs

and Cgd is done using AC small-signal analysis after getting DC solutions at VDS =
1 V. The Cgs at gate voltage less than ZTCCgs (Vgs = 0.82 V) is high for the higher
temperatures but after this point lower temperatures (viz., 200 K) provides high Cgs.
The cut-off frequency (f T ) variation with respect to VGS has been shown in Fig. 3b.
f T at higher temperatures is high for the VGS less than ZTCft (VGS = 0.7 V) after that
it becomes more for lower temperatures. Peak value of f T decreases by 28.9% from
200 to 400 K as shown in Table 3. In Fig. 3c, GFP at higher temperatures is more
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Fig. 3 a Cgs and Cgd versus VGS , b cut-off frequency versus VGS , c GFP versus VGS , d TFP
versus VGS , e GTFP versus VGS ; for different temperatures at VDS = 1.0 V

for low VGS values up to ZTCGFP (Vgs = 0.7 V) after that GFP is more for lower
temperatures. Peak value of the GFP decreases by 50% from 200 to 400 K. TFP as
shown by Fig. 2d is high for higher temperatures till ZTCTFP (VGS = 0.6 V) but after
that at lower temperatures, TFP starts increasing and peak value is found at VGS =
0.7 V. The peak values at other temperatures are also around VGS = 0.7 V but the
absolute value of TFPs reduce with temperature. Peak value of the TFP decreases
by 56.4% from 200 to 400 K. GTFP shown in Fig. 3e is high at higher temperatures
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Table 3 Peak values of RF parameters for different temperature at VDS = 1.0 V

Temp. (K) 200 250 300 350 400

Cgd (F/µm) 1.17 × 10−18 1.17 × 10−18 1.17 × 10−18 1.20 × 10−18 1.22 × 10−18

Cgs (F/µm) 8.59 × 10−18 8.00 × 10−18 7.59 × 10−18 7.30 × 10−18 7.09 × 10−18

fT (Hz) 7.23 × 1011 6.56 × 1011 6 × 1011 5.52 × 1011 5.14 × 1011

GFP (Hz) 2.49 × 1013 1.93 × 1013 1.61 × 1013 1.39 × 1013 1.24 × 1013

TFP (Hz/V) 8.54 × 1012 6.45 × 1012 5.15 × 1012 4.32 × 1012 3.72 × 1012

GTFP (Hz/V) 2.82 × 1014 2.03 × 1014 1.56 × 1014 1.27 × 1014 1.06 × 1014

till ZTCGTFP (VGS = 0.6 V) but after that at lower temperatures (viz., 200 K); GTFP
starts increasing and peak value is found at VGS = 0.7 V. The peak values of GTFP
shift toward lower gate voltage as temperature increases. The peak value of GTFP
decreases by 62.4% from 200 to 400 K.

3.4 Temperature-Dependent Linearity Distortion Analysis

Figure 4a and b represent the higher order transconductance parameters (gm2 and
gm3) with respect to gate voltage for different temperatures. The value of gm2 is high
for high temperature (400 K) till VGS = 0.62 V after that for low temperature it starts
increasing and peak value is obtained at the VGS = 0.7 V. The peak value reduces
by 52% from 1.52 × 10−4 at 200 K to 7.27 × 10−5 at 400 K. For low second order
harmonics we need less absolute value of gm2. The gm3 is high at high temperature
(400K) tillVGS = 0.5 V after that the low temperature (200K) value starts increasing
and positive peak is achieved at VGS = 0.64 V. Positive peak absolute value reduces
by 73.6% from 1.66× 10−3 at 200 K to 4.39× 10−4 at 400 K. For VGS > 0.7 V; gm3

decreases and least negative value is found at VGS = 1.04 V. Negative peak absolute
value reduces by 56.7% from −1.33 × 10−3 at 200 K to −5.76 × 10−4 at 400 K.
For low third order harmonics we need less absolute value of the gm3.

Figure 4c–f represent VIP2, VIP3, IIP3, and IMD3 variations with respect to
VGS for different temperatures, respectively. VIP2 is the measure of second order
harmonic distortions of which value is needed to be higher for lower second order
harmonic distortions. VIP2 is high at higher temperatures which mean lower second
order harmonic distortion is present at higher temperatures. At VGS = 0.6 V the VIP2
value increases by 273% from 200 to 400 K as shown in Table 4.

Absolute value of VIP2 increases with gate voltage increase for all temperatures.
Therefore, for less second order harmonic distortions, we may operate the device
at higher gate voltage and a relatively higher temperature. VIP3 is the measure of
third order harmonic distortions and a higher value for less third order harmonic
distortions are desirable. VIP3 value is high at higher temperatures. For VGS = 0.6 V,
the VIP3 value at 400 K becomes five times of the value at 200 K as shown in Table 4.
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Fig. 4 a gm2, b gm3, c VIP2, d VIP3, e IIP3 and f IMD3 versus gate voltage at VDS = 1 V for
different temperatures

Table 4 Peak values of linearity distortion parameters atVGS = 0.6V andVDS = 1.0V for different
temperatures

Temp. (K) 200 250 300 350 400

VIP2 0.092 0.137 0.193 0.263 0.343

VIP3 0.124 0.195 0.295 0.440 0.649

IIP3 (dBm) −71.36 −63.52 −56.29 −49.38 −42.61

IMD3 (dBm) −139.71 −115.80 −98.50 −84.77 −73.06
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Third order input intercepts point (IIP3) and third order intermodulation distor-
tions (IMD3) are also high at higher temperatures and for better linearity, their value
needs to be as high as possible. At VGS = 0.6 V the IIP3 and IMD3 values increase
by 40.3% and 47.7%, respectively from 200 to 400 K as shown in Table 4. This
is attributed to the improved gate controllability due to the use of quadruple gates,
enhancing the carrier transport efficiency and hence improved transconductance gm1.

4 Conclusion

In this present work, a device structure of junctionless quadruple gate (JLQG) has
been proposed and performance for analog/RF circuits with linearity distortion anal-
ysis has been also investigated for variations of temperature. The improved sub-
threshold swing (SS), Ioff , Ion, Ion/Ioff, and DIBL have been observed due to decrease
in temperatures. As the temperature decreases, analog performance parameters such
as intrinsic gain (Av), TGF and peak value of early voltage (VEA) increases. Decrease
in temperature results in higher peak values ofCgs, cut-off frequency (f T ),GFP, TFP,
and GTFP. The peak values of gm2 and gm3 lower as the rise in temperature, due
to which, the linearity distortion parameters such as VIP2, VIP3, IIP3, and IMD3
have been improved with increase in temperature and biasing voltage. Therefore, the
study reveals that proposed JLQG may be used for improved analog applications.
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A Hardware Minimized Gated Clock
Multiple Output Low Power Linear
Feedback Shift Register
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Abstract As there is rapid increase in daily used battery-powered electronics equip-
ment, and as these battery-powered equipments are able to work for a limited amount
of time before requiring to recharge, there is ever increasing demand for long battery
life (as run time on a full charge) that can be achieved by either increasing the bat-
tery capacity or reducing power consumption by the devices. In this paper, a switch
minimized parallel LFSR with clock gating technique is proposed, and further opti-
mization of circuit is performed by reducing number of gates (transistor) used by
the circuit. Dynamic power consumption is reduced by minimizing the switching
activity factor of the circuit, for which we utilize clock gating technique. Proposed
circuit power consumption is compared with previous LFSR. The proposed circuit
is implemented and simulated in cadence at 180 nm channel length, which verifies
further reduction in power as compared to previous technique.

Keywords PRNG · LFSR · Low power · Switching activity · Hardware
minimization

1 Introduction

In current scenario, there is rapid increase in the number of battery-powered electron-
ics equipment. These equipment demand for longer battery life or longer recharging
cycle. This objective can be achieved either by increasing battery capacity or by
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reducing power consumed by the circuit. Thus, low power emerges as one of the
most important parameter in present VLSI design scenario.

There aremany electronic equipments,whichwidely uses pseudo-randomnumber
generators (PRNGs), like built-in self-test (BIST) data compression circuitry, error
correction circuitry, encryption circuitry, and communication circuitry. There are
many techniques for generating pseudo-random number sequence. Random number
generator is mainly of two types (1) true random number generator and (2) pseudo-
random number generators (PRNG). True random number generators (TRNG) are
those, which generate non-deterministic pattern, and that generated pattern cannot
be regenerated again. TRNG generate random number as a function of physical
parameter (as it depends on noise level, photoelectric effect, and other quantum
phenomena, which changes randomly and one cannot predict their next value). That
is why they are also known as hardware random number generator. Whereas pseudo-
random number generators provide a periodic output and their output pattern can be
regenerated if one have access to some of its parameters. Due to its unpredictability,
TRNG are used in application requiring nondeterministic pattern like lotteries, game,
gambling, etc.

As we can easily reproduce sequence generated by a PRNG, given that we have
access to the information about initial condition and algorithms used by PRNG
to generate the next output bit. PRNG are mostly used in the circuit where same
pattern as generated by first PRNGs required again like in communication system
we require the same pattern at both transmitting and receiving side, same is applicable
in encryption.

Linear feedback shift register (LFSR) is the most popular technique to implement
a pseudo-random pattern generator. As shown in Fig. 1, it is implemented using
N number of flip-flops (FFs) connected in series with a linear feedback operation
performed by XOR or XNOR gates. The bit positions in the shift register that are
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Fig. 1 Schematic diagram of serial LFSR showing multiplication coefficients for tap positions
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used to generate next bit are called taps. Rightmost bit of serial LFSR provides output
sequence. These taps positions are XOR’d or XNOR’D sequentially with the output
bit. In addition, XOR/XNOR’D output is used as feedback to LFSR input.

In a serial LFSR at every clock cycle, clock path for each FFs toggle, results in
significant amount of power consumption. Many techniques are proposed to address
this issue, a parallel LFSR is proposed in which clock is only given to those FFs,
which are required to store the next generated bit. Thus, there is reduction in number
of FFs with active clock, which results in reduction of power consumption, but to
implement a parallel LFSR we require N × M switches. For a normal LFSR it is
quite large value, in [2, 3] a parallel LFSR with switch minimization procedure is
proposed, by this procedure number of required switches are reduced to N+M, and
a method is also proposed which produces more than one output simultaneously.
In [1] further improvement is done by improving clock timing for the circuit. In
[4], a simple LFSR using gated clock technique is proposed, which results in less
power consumption. In this paper, we apply clock gating technique inmultiple output
low power parallel LFSR [1] and further optimize the circuit by reducing hardware
requirement. Section 2 presents conventional LFSRand in Sect. 3we discussmultiple
output LFSR proposed in [1]. In Sect. 4, we discuss clock gating technique and
propose a new circuit for LFSR in Sect. 5. Section 6 compares proposed circuit with
previous LFSR.

2 Traditional LFSR

An LFSR is a shift register whose next input bit is generated by performing linear
operation on some of its previously generated bit. Operation is performed on bits,
which are currently stored in the shift register. The initial (starting) value of the
LFSR is known as seed. A serial LFSR can easily be represented by its characteristic
polynomial. Standard characteristic polynomial for an LFSR is as follows:

P(x) = 1 + b1x + b2x
2+ . . . + bN−1x

N−1 + xN (1)

where power of x, i.e., N represents bit positions of tap in a shift register, and
b represents whether that shift register bit is operating as tap position (used for
generation of next bit) or not. If there is any connection between feedback path and
certain shift register bit then bi = 1, otherwise bi = 0.

Output sequence produced by LFSR is pseudo-random in nature because it can
easily be regenerated if one has access to information about seed value and charac-
teristic polynomial. An N-bit LFSR can generate up to 2N−1 different patterns before
repeating the sequence. LFSR, which can produce 2N−1 different patterns, are called
as m-sequence LFSR.
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3 Multiple Output Low Power Parallel LFSR

Conventional serial LFSR suffers from twomain drawbacks: (1) for every clock cycle
all the components of the circuit are clocked and (2) throughput of given circuits is
limited to one bit per clock cycle. LFSR are designed using this technique when
used in high-frequency applications that suffer from considerable amount of power
loss. Thus, a new technique was proposed in [2] where clock is given to only those
FFs, which require storing the next generated bit. In addition, as the number of
FFs required to store next bit is very low compared to total number of FFs in use
(depends on characteristic polynomial), there is reduction in number of FFs with
active clock, resulting in reduction of power consumption. In [1, 2] many techniques
are proposed to produce more than one output simultaneously. Number of outputs
produced simultaneously by circuit depends on characteristic polynomial of LFSR
and is given by

P(X ) = 1+ XK1 + . . . + XKM−1 + XKM (2)

where M represents the number of XOR gates. An LFSR which is able to produce
K1 (highest polynomial bit) outputs for above characteristic polynomial is shown by
Fig. 2.
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Fig. 3 Implementation of
clock gating technique for D
FFs
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4 Clock Gated Circuits

Reduction in power consumption in digital systems can be achieved by some set of
strategies called dynamic power management (DPM) [5–9]. The part of the circuit
which is not performing any operation in a particular time frame is disabled in DPM.
Thus, only that part of circuit consumes power, which performs some operation
resulting in power savings. At the circuit level, DPM is performed by “gated clock”
technique in which clock is modified in such a way that D-FFs receive clock only
when transaction is required at its output whereas for other D-FFs clock is disabled
[10–13].

In the circuit shown by Fig. 3, if Dinput and output are different, then output of
XOR gate becomes high, allowing clock to pass through AND gate. At the clock
edge, D-FF updates its output state. When Dinput and output of FFs are similar, XOR
gate output is low, thus disabling clock for D FFs.

5 Proposed Work

A modified LFSR is implemented in which power dissipation is found to decrease
by disabling the clock signal for those FFs in multiple outputs LFSR, whose output
signal is same as their input signal. Modified clock signal is provided only to those
FFs, which require changing their output state, which result in decrement in the
number of FFs with active clock pulse. Because of disabled FFs, reduction in power
consumption is achieved. In Fig. 4 circuit clock gating technique is applied to all
the FFs. This required N number of each of XOR and AND gates to implement the
clock gating part of the circuit. Since at a particular time only K1 number of XOR
and same number of AND gates are operating in clock gating circuits, a new circuit
is proposed with less number of XOR gates (K1 instead of N) along with AND gates
replaced by switches resulting in hardware reduction.
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Fig. 4 Circuit diagram of clock gated multiple output low power parallel LFSR

5.1 Hardware Comparison

Hardware requirement of the proposed circuit is compared with clock gated serial
LFSR [4] and multiple output parallel LFSR [1]. As proposed circuit is able to
produce N outputs in [N/K1] clock cycles, [N/K1] phase generators are required
better than [2] and similar to [1]. To implement a [N/K1] phase generator ½[N/K1]
FFs and [N/K1] 2-input NAND gates are required. The proposed circuit requires
[N/K1] OR gates for control signal and average number of inputs for OR gates is
(M/Dav)[N/K1], where Dav is given by

Dav = (1/K1)

K1∑

i=1

Di (3)

where N is the number of FFs in LFSR, M is number of tap position, Dav is the
average number of distinct inputs, that are input to XOR gate in clock cycles, and Di

is distinct inputs, that are input to XOR gate in ith clock cycle (Fig. 5).
The total number of switches in our design is K1Dav + 2N, out of which K1Dav

are used to connect FFs with XOR gate (because in proposed circuit K1 XOR gate
are connected with Dav number of switches) similar to [1] and an addition of 2 N
switches due to designing of clock gating circuit (every FFs having two switches one
at output for clock gating XOR gate and one for enabling gated clock to particular
FFs). In the proposed circuit there are K1, M input XOR gate similar to [1] which
are used to generate the next bit. Additional K1, 2-input XOR gates are required
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reduced

Fig. 6 Layout of proposed hardware minimized gated clock parallel LFSR

for implementing clock gating technique. Layout of the proposed circuit requires
12,424.4406 μm2 area as shown in Fig. 6. Cadence Virtuoso tool is utilized while
forming the layout of the proposed circuit.
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5.2 Power Calculation

Dynamic power dissipation for proposed circuit is calculated as follows:

P = PPG

K1
+ PFF +MPswitch1 + Pswitch2 + Pswitch3 +MPXOR,M +MPXOR,2 (4)

where PPG is power consumed by phase generator and control unit, which is same
as [1]. Which includes Johnson counter and AND gates, PFF is power consumed
by LFSR FFs. Pswitch is power consumed by an average switch, PXOR,M is power
dissipated by M, input XOR gate, and PXOR,2 is power consumed by 2, input XOR
gate. Pswitch1, Pswitch2, and Pswitch3 are the power consumption of switch1 (connection
between D-FFs and M input XOR gate), switch2 (connection between clock gating
XOR gate and D FFs clock input), and switch3 (connection between D FFs and clock
gating XOR gate), respectively.

PFF
{= (

PFFCK + PFFD

)}

= αCCKV
2
dd f + α

[
CD + Cswitch

{
K1Dav + N

N

}]
V 2
dd f (5)

PXOR,M = α

{
CXOR,M + Cin,XOR,2 + N

K1
Cin,DFF

}
V 2
DSf (6)

PXOR,2 = α
{
CXOR,2 + Cin,switch

}
V 2
DSf (7)

Pswitch1 = α
{
Cswitch1 + Cin,XOR,M

}
V 2
DSf (8)

Pswitch2 = α
{
Cswitch2 + Cin,D_FF

}
V 2
DSf (9)

Pswitch3 = α
{
Cswitch3 + Cin,XOR,2

}
V 2
DSf (10)

At every clock pulse, there are K1 FFs which update its state but only a few are
required to change its state that’s why clock gating method is able to reduce power
consumed by multiple output parallel LFSR [1].

5.3 Simulation and Results

Simulation has been done in Virtuoso simulator using SCL 180 nm technology
file from cadence. As per Table 1 we obtain 6.76 and 53.45% power reduction
in comparison to Katti’s LFSR [1] and gated clock serial LFSR method [4]. Post
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Table 1 Comparison of
power dissipation for
different PRNG technique for
the polynomial 1 + x2 + x5

PRNG method Power consumption (μw)

Katti’s LFSR [1] 1.034

Gated clock serial LFSR [4] 2.071

Gated clock parallel LFSR 1.375

Gated clock hardware minimized
parallel LFSR

0.964

Table 2 Effect of
RC-extraction in delay for
proposed LFSR

Delay (ps) Without
RC-extraction

With RC-extraction

tPLH 379.2 446.3

tPHL 9.457 209.7

Average delay 194.3285 328

layout simulation of for hardware minimized gated clock parallel LFSR is carried
using calibre. Effect of RC-extraction in rise time and fall time for given circuit is
calculated. By Table 2, it can be observed that due to RC-extraction average delay
of circuit is increased by 68.78%.

6 Conclusion

The proposed circuit disables the clock signals for those FF’s in multiple output
LFSR whose output signal is identical as their input signal. The proposed circuit is
contrastedwith gated clock serial LFSR andKatti’smethod, and significant reduction
of power (i.e., reduction of 6.76% and 53.45% for Katti’s and gated clock serial
LFSR method, respectively) is obtained at the cost of increased area. From layout,
it is observed that proposed circuit required 12,424.4406 μm2 area. Moreover, due
to RC-extraction average delay of circuit is increased by 68.78%.
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Abstract Presentwork introduces aDualMaterialGateExtra InsulatorLayer (DMG
EIL) FinFET for high-performance nanoscale applications. The Dual Material Gate
screens the minimum channel potential from the drain voltage variations which
reduce the short channel effects (SCEs). TheEIL (high-k dielectric) injected in silicon
active layer reduces the critical electric field near the drain region which reduces the
hot carrier effects. The present device also offers low standbymode current useful for
low power applications along with reduced SCEs and hot carrier effects (HCEs). The
performance of the proposed device is compared with EIL-FinFET by investigating
the output characteristics, electric field, carrier temperature and surface potential.
The DMG EIL-FinFET is found to perform better compared to both—conventional
FinFET and EIL-FinFET.
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1 Introduction

With the scalingof themetal oxide semiconductor field-effect transistors (MOSFETs)
[1–4] to nanometer regime, gate control over the channel is shared by the drain and
many undesirable effects such as short channel effects (SCEs) and hot carrier effects
(HCEs) which become prominent. To overcome these problems, silicon-on-insulator
(SOI) MOSFETs were introduced which offered many advantages over the conven-
tional MOSFETs in terms of improved SCEs, low parasitic capacitance and higher
device speed. Further, reduction in SCEs have been reported with the introduction
of multiple-gate structures such as double gate (DG), fin shaped (FinFET), gate all
around (GAA), etc. The multiple-gate structures offer better control over the channel
region and higher transconductance [5–9]. Despite these advantages, the multiple-
gate structures suffer higher average lateral electric field compared to the single-gate
structures. Because of this, the effect of impact ionization near the drain region is
significant at higher drain voltages leading to serious HCEs issues. To overcome the
effect of HCEs, Fin Field Effect Transistor with extra insulator layer (EIL-FinFET)
for high-performance nanoscale applications has been introduced [9]. In this struc-
ture, an extra insulator layer (EIL) is injected into silicon active layer. Use of EIL
controls the HCE by reducing the critical electric field near the drain region. The
EIL (high-k dielectric, here HfO2) is located between the silicon active layer and
drain region under the gate oxide, where the average lateral electric field in the post-
saturation region is high due to the function of the gate. This insulator region (HfO2)
decreases the electric field in the channel and drain regions, especially near the Fin
corners.

In this work a novel nanoscale SOI-FinFETwith improved performance on HCEs
and SCEs is proposed by introducing Dual Material Gate (DMG) in EIL-FinFET.
The Dual Material in the gate introduces a potential step which screens the effects of
drain voltage variations, lowering the SCEs along with reducing the critical electric
field in the channel due to the use of EIL. This also brings about more efficiency in
the operation of the proposed structure compared to EIL-FinFET.

2 Device Structure

The proposed device structure called DMG EIL-FinFET and reported EIL-FinFET
are shown in Fig. 1a and b, respectively. The proposed device is gate engineered
EIL-FinFET obtained by introducing a step in surface potential with the use of two
metals of different work functions W1 andW2 together. A high-k dielectric material
(HfO2) has been used as EIL to reduce the surface electric field as shown by Eq. (1).

Eox = ESi · εSi/εox (1)
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Fig. 1 a Cross-sectional
view of FinFET structure
with extra Insulator Layer
(EIL-FinFET) [9] and,
b proposed dual material
gate (DMG) EIL-FinFET

whereEox andESi are the oxide and channel electric field, εox and εSi are the dielectric
constants of insulator and silicon. The use of lower work function gate material on
the drain side further assists to reduce the surface electric field and also reduces the
short channel effects effectively isolating the source-channel barrier from the drain
voltage variations.

The device structures are implemented in SILVACO TCAD (ATLAS) simulator
[10]. All other characteristics of EIL-FinFET have been verified with the published
data by Orouji et al. [9]. The different device design parameters are taken as shown
in Table 1. The simulations are carried out by activating the Lombardi (CVT) model
[11] which is a complete model including the effects of N, T, E and E and best
suited for the non-planar devices. The semiconductor device simulations based on
thermal equilibrium approximation are not enough for extremely scaled devices and
conventional drift-diffusion models are not sufficient because the carrier tempera-
ture can be much higher than the ambient temperature. So, energy-balanced equa-
tion needs to be used for accurate prediction of the short channel characteristics.
Shockley–Read–Hall (SRH) model [12, 13] clubbed with concentration-dependent
mobility and Auger models [14] has been used to account for the carrier generation
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Table 1 Design parameters of EIL-FinFET and proposed DMG EIL-FinFET

Parameter Symbol EIL-FinFET DMG EIL-FinFET

Gate length Lg = (L1 + L2) 30 nm 30 nm
L1 = L2 = 15 nm

Gate oxide thickness (SiO2) tox 1.2 nm 1.2 nm

Buried oxide thickness (SiO2) tBOX 40 nm 40 nm

Active silicon thickness Hfin 30 nm 30 nm

Active silicon width Wfin 10 nm 10 nm

Thickness of the extra
insulator layer (HfO2)

tEIL 1.5 nm 1.5 nm

Extra insulator layer length
(HfO2)

LEIL 18 nm 18 nm

Extra insulator layer length in
the channel side HfO2)

Lin 4 nm 4 nm

Channel doping concentration NA 1015 cm−3 1015 cm−3

Source/drain doping
concentration

ND 1020 cm−3 1020 cm−3

Gate work function W1 4.6 eV 4.6 eV

W2 – 4.4 eV

and recombination. Further, the quantum mechanical transport simulation is per-
formed by solving a set of 3D density equations coupled with Poisson equation and
electron-hole current continuity equations.

3 Results and Discussions

In the present section, the proposed device is compared with the EIL-FinFET on the
basis of different performance parameters such as surface potential, critical electric
field, etc. Figure 2 shows the output characteristics of DMG EIL-FinFET and EIL-
FinFET at VGS = 0.75 V with the device parameters given in Table 1 and here in
Fig. 2, the thickness of the extra insulator layer (tEIL) is taken as 1.5 nm. The drain
current of the proposed device can be observed to be higher compared to the EIL-
FinFET. Figure 3 shows the output characteristic for Lin = 2 nm at VGS = 0.75 V
and other device parameters as given in Table 1. In this case also, it can be seen that
the proposed device offers higher drain current compared to EIL-FinFET.

It is very important to look at the surface electric field to get insight about the
hot carrier effects (HCEs) in a device. A higher electric field at the surface leads
to high energetic electrons and holes known as hot carriers, which may lead to
reliability issues in a device. These hot carriers may regenerate hot carriers with
impact ionization, which may leave the thin channel region to enter into the buried
or gate oxide to create trap charges. This effect may worsen with elapsed time and
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Fig. 2 Output characteristics at VGS = 0.75 V for tEIL = 1.5 nm

Fig. 3 Output characteristics at VGS = 0.75 V for Lin = 2 nm

degrade the device performance by changing the threshold voltage of the device
initially and may leave the device permanently damaged.

The graphical representation in Fig. 4 shows the surface electric field along the
channel for the proposed device and EIL-FinFET for device parameters given in
Table 1. The surface electric field of the proposed device near the drain end can be
seen to be lower compared to EIL-FinFET reducing the HCEs. Figure 5 represents
the surface electric field for tEIL = 3 nm with other device parameters same as given
in Table 1. Increase in thickness of EIL further reduces the surface electric field and
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Fig. 4 Surface electric field
along the channel at VGS =
0.15 V and VDS = 0.75 V

Fig. 5 Surface electric field
along the channel with tEIL
= 3 nm at VGS = 0.15 V and
VDS = 0.75 V

hence the HCEs. Figure 6 shows the surface electric field along the channel for Lin

= 4 nm. In this case also, the surface electric field is lower compared to that of the
EIL-FinFET. In summary, the use of DMG in EIL-FinFET helps to further reduce
the HCEs.

The electron temperature has been shown in Fig. 7 for the proposed and EIL-
FinFET at VGS = 0.05 V and VDS = 0.75 V for the device parameter given in Table 1
when the lattice temperature is 300 K. The electric field in the channel accelerates the
electrons to very high speeds increasing the electron energy, which is equivalent to an
increase in the equivalent temperature of the electrons. Better device characteristics
such as reduced HCEs can be obtained for lower electron temperatures.
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Fig. 6 Surface electric field
along the channel with Lin =
4 nm at VGS = 0.15 V and
VDS = 0.75 V

Fig. 7 Electron temperature
profile along the surface of
the channel at the centre of
the FinFET structure at VGS
= 0.05 V and VDS = 0.75 V

The graphical representation given in Fig. 8 shows the surface potential along the
horizontal position in the channel. The introduction of the DMG in the EIL-FinFET
screens the source-channel barrier from drain voltage variations effectively reducing
the drain-induced barrier lowering (DIBL), one of the short channel effects. The
potential barrier of the proposed device is lower compared to that of the EIL-FinFET
at higher drain voltage. Hence, fewer electrons will enter the channel region from
source in comparison with the EIL-FinFET, which will further reduce the leakage
current in the standby mode. Due to the use of screen gates, variation in minimum
surface potential is less as compared to EIL-FinFET resulting in a lower change of
potential barrier in the proposed structure and the variation of standby mode current
will be low.
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Fig. 8 Surface potential
profile along the channel for
the FinFET structures at bias
voltages of VDS = 0.15 V
and 1.2 V with VGS = 0.15 V

4 Conclusion

The proposed structure includes gate engineered EIL-FinFET by placing higherwork
function gate on the source side and lower work function gate on the drain side. The
use of screen gates immunes the minimum surface potential variation in the channel
region from the changes at the drain end. In addition to this, the high-k insulator
material (HfO2) between the channel and drain regions under the gate oxide, reduces
the average lateral electric field. It also offers more drain current and lower electric
field at the drain end. The proposed structure, DMG EIL-FinFET achieves the goal
of reduced both, SCE and HCE. In addition to these advantages, the present device
also offers high ON-state current and low standby mode current which are useful for
low power applications.
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Performance of Double Gate Tunnel FET
Devices with Source Pocket

Varun Mishra , Yogesh Kumar Verma, Prateek Kishor Verma,
Ningthoujam Qoonand Singh and Santosh Kumar Gupta

Abstract It is known that due to several current injection mechanisms, tunnel FETs
can attain a subthreshold swing less than 60 mV/dec at normal temperature, which
makes it alternative for MOSFETs, particularly in low power applications. This
work investigates the electrical and analog performance of dual metal double gate
hetero dielectric source pocket TFETs in contrast to dual metal double gate high-k
dielectric source pocket TFETs. Numerical calculations were carried out to find the
characteristics of both the devices. It is observed that for hetero-dielectric structure,
the OFF current decreases significantly while having the marginal effect on the ON
state current in contrast to double gate high-k dielectric structure.

Keywords Dual metal double gate · Tunnel FET · Dielectric · HfO2

1 Introduction

Tunnel FET (TFET) is also generally known as gated PIN diode due to its band-to-
band tunneling mechanism (BTBT) [1] and its ability to operate at a very low supply
voltage. TFET is a suitable contender to outperform MOSFET, as it provides a low
OFF current, which helps in overcoming the Boltzmann tyranny (i.e., achievable
subthreshold swing is below 60 mV/dec). The subthreshold swing of conventional
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MOSFETs is limited to 60mV/dec that makes the device slower but TFETs can bring
this subthreshold swing less than 60 mV/dec that makes it faster than MOSFETs
[2]. At the same time, drain-induced barrier lowering (DIBL) and short channel
effects (SCEs) are very low compared to MOSFETs. Formerly published reports
suggest that utilizing the concept of dual metal double gate technology and high-k
dielectric engineering in TFETs provides a device with improved characteristics [2,
3]. Recently TFETs with dual material double gate and with the different dielectric
material (either SiO2 or high-k) have been analyzed [2–4]. The leakage current due
to very small thickness of the gate oxide can be prevented by using high-k material
in TFETs [5–8]. The gate capacitance (Cgg) and gate-drain capacitance (Cgd) can
also be improved by using different permittivities (k) oxide material such as a high-k
oxide material on the source side and a low-k oxide material on the drain side [9,
10]. Figure 1a shows the double gate tunnel FET structure with hetero dielectric
layers. Figure 1b presents the dual gate tunnel FET with high-k dielectric. Figure 1c
presents the variation of energy band diagram for conventional TFET in ON state
and OFF states. For ON state, when gate voltage is applied the energy band between
the conduction band and valence band becomes narrow enough so that the carriers
can tunnel across it.

(a) (b) 

(c) 

Source Drain

No tunneling possible

Source Drain 

Tunneling possible

Fig. 1 aDualmetal double gate tunnel FETwith pocket doped on source sidewith hetero dielectric,
b dual gate tunnel FET with pocket doped on source side with high-k dielectric, c energy bands for
OFF and ON states of tunnel FET
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Fig. 2 Energy band diagram of dual metal gate hetero dielectric source pocket TFET with VGS =
0.5 V

2 Device Design and Simulation

In the design process, the source is doped with 1 × 1020 cm−3 p++ type and drained
with 5 × 1018 cm−3 n++ type and is intrinsic with 1 × 1015 cm−3 p-type and source
pocket with p++ 1 × 1021 cm−3 of thickness 2 nm. Figure 2 represents the energy
band diagram of dual metal double gate hetero dielectric source pocket with gate
metal work function 4 eV near the source side and 4.4 eV near drain side [5, 6].
Figure 3 represents the energy band diagram of dual metal double gate high k dielec-
tric source pocket. The simulation is done with a 2-D Silvaco ATLAS device simu-
lator. The total channel length is 50 nm and the oxide thickness is 3 nm. In TCAD
simulations, we use Shockley–Read–Hall (SRH) recombination, bandgap narrowing
(BGN), concentration-dependent mobility, Auger recombination, standard band-to-
band tunneling, andLombardi (CVT)models.All the simulation is done using default
parameters. The doping profiles at the junctions are nearly abrupt for all simulations.

3 Simulation Result and Discussion

The basic idea of introducing an asymmetric work function (Al = 4.0, Tungsten
= 4.4) is to decrease the subthreshold slope and leakage current (IOFF). The dual
metal at the gate, along with different dielectrics provide additional flexibility to
control various sections of the transfer characteristics, thus improving the TFETs
performance. At OFF state, as the work function of the gate near drain increases, it
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Fig. 3 Energy band diagram of dual metal gate high-k dielectric source pocket TFET with VGS =
0.5 V

leads to enhancement in tunneling width, which consequently suppresses the band
overlap on the source side, providing the reduced OFF-state current. The OFF-state
current is composed of reverse leakage current in association with the BTBT current.
At ON state, enhancement in work function near the drain side does not bring any
significant change in the tunnel barrier width. It can be concluded that for ON state,
as the gate work function near the source side increases the current starts to decrease
because of enhanced tunnel barrier width at the source/body junction. At OFF state,
tunnel gate work function does not bring any significant change in tunnel barrier
width.

It can be observed from Fig. 4 that the ON state current of the source pocket dual
gate high-k dielectric TFET is insignificantly higher than the source pocket dualmetal
gate hetero dielectric TFET, but the OFF-state current of the source pocket dual metal
gate hetero dielectric TFET is considerably lower and hence the ION/IOFF ratio of the
source pocket dual metal gate hetero dielectric TFET is very much larger than the
source pocket dual gate high-k dielectric TFET. The energy band diagram presented
in Figs. 2 and 3 clearly states that at lower VGS for dual gate high-k dielectric TFET,
significant bending will surely increase the OFF-state current. It is observed that the
subthreshold slope of the source pocket dual metal gate hetero dielectric TFET is
less than the source pocket dual gate high-k dielectric TFET, because for lower gate
to source voltage, drive current is very low and when the device is ON the drain
current increases quickly. On the drain side of source pocket dual metal gate hetero
dielectric TFET, use of low-k material leads to lowering of the OFF-state current.
Thus, ION/IOFF is very high and the DIBL is low for source pocket dual metal gate
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Fig. 4 Transfer
characteristics of the
proposed devices for VDS =
0.5 V

hetero-dielectric TFET as compared to dual metal high-k dielectric source pocket
TFET.

Table 1 presents the numerically calculated value of DIBL for source pocket dual
gate high-k dielectric TFETand source pocket dualmetal gate hetero dielectric TFET.
The work function of a gate electrode employed near the drain side is optimized at
4.4 eV; on increasing the work function above the optimized value, the threshold
voltage increases. On increasing the drain to source bias, due to 4.4 eV gate electrode
near the drain side, the barrier width does not change significantly. Hence, higher
DIBL of high-k dielectric TFET makes it an inferior device in contrast to hetero
dielectric TFETs.

Figure 5 shows that the threshold voltage is lesser in the case of source pocket
dual metal gate hetero dielectric TFET in contrast to source pocket dual gate high-
k dielectric TFET. VTH variation with channel length is insignificant for source
pocket dual material gate hetero dielectric TFET but presents a staggered variation
in case of source pocket dual gate high-k dielectric TFET. Hence, the source pocket
dual material gate hetero dielectric TFET is superior and provides better electrical
characteristics over the previously discussed TFETs. Due to higher gate metal of
4.4 eV near the drain side on source pocket dual material gate hetero dielectric
TFET, the threshold voltage is low.

The transconductance of a device is a very important parameter; it signifies the
amplification property of a device so the value of transconductance should be as

Table 1 DIBL for two types of pocket source tunnel FET

Types of tunnel FET Gate oxide used Measured DIBL (mV/V)

Source pocket dual gate high-K dielectric TFET HfO2 120

Source pocket dual metal gate hetero dielectric
TFET

HfO2 and SiO2 50
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Fig. 5 Threshold voltage
variation against channel
length

high as possible. Transconductance of a device is defined as the ratio of variation of
drain current to the variation of gate voltage. Figure 6 presents the transconductance
(gm) variation with respect to the gate to source voltage (VGS) for source pocket dual
gate high-k dielectric TFET and source pocket dual material gate hetero dielectric
TFET.Transconductance in the case of source pocket dualmetal gate hetero dielectric
TFET ismore than source pocket dual gate high-k dielectric TFET, because of high-k
dielectric on source side and low-k on drain side that enhances the electric field on
the source side and consequently leads to increase in the tunneling process.

Figure 7 presents the drain conductance (Gd) variation with respect to VGS. A
little increase in drain conductance is noticed for dual gate high-k dielectric TFET in
contrast to source pocket dual material gate hetero dielectric TFET. Because of high-
k dielectric employed all over the channel, an increase in the electric field is observed

Fig. 6 Tranconductance
(gm) w.r.t. gate-to-source
voltage for VDS = 0.5 V
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Fig. 7 Variation of drain
conductance against
gate-to-source voltage

whereas for source pocket dual material gate hetero dielectric TFET, electric field
near drain–channel junction is lower than source–channel junction.

Gate-to-drain capacitance (Cgd) and gate-to-source capacitance (Cgs) variation
with respect to VGS are presented in Figs. 8 and 9, respectively. It is observed from
Fig. 9 that Cgs reduces with VGS, so the primary component that influences the
total gate capacitance (Cgg) is Cgd. Suppression of potential barrier at drain–channel
junction leads to increase in Cgd with VGS. Control of gain over drain current is
increasing (i.e., Ion/Ioff increases). Source pocket dual material gate hetero dielectric
TFET has better transconductance than source pocket dual gate high-k dielectric. It
can be seen from Fig. 9 that Cgs decrease as VGS is increased. Here, Cgs of source
pocket dual gate high-k dielectric TFET is higher than source pocket dual metal gate
hetero dielectric TFET. Figure 10 represents the gm/ID variation w.r.t. gate–source

Fig. 8 Gate to drain
capacitance variation against
VGS for VDS = 0.5 V
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Fig. 9 Gate to source
capacitance variation against
VGS for VDS = 0.5 V

Fig. 10 Variation of gm/ID
against VGS

voltage. The device efficiency (gm/ID) is a parameter that presents how precisely
the current is utilized in acquiring a certain value of transconductance. High device
efficiency of a device shows that a lower bias is required in the realization of circuits.
It is clear that both gm and gm/ID are directly dependent on the drain current. The
gm/ID of both the structures are almost the same; there are not many changes but
there is slight improvement in the source pocket dual material gate hetero dielectric
TFET.
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4 Conclusion

It is observed that an additional pocket doped in the source side improves the per-
formance of double gate TFETs. Work function engineering of gate metals varies
the threshold voltage and it increases the ON current of the TFET, but the effect
was significant when the work function of the gate near the source side is kept low.
The device parameters such as work function of gate metals and channel length are
optimized in order to provide better analog and electrical performance of the device.
Source pocket doped hetero dielectric TFET has a lesser threshold voltage and lower
OFF state current in contrast to pocket doped on source side with high-k dielectric
TFET. A significant decrease in DIBL is observed for hetero dielectric TFET in
contrast to high-k dielectric TFET. Transconductance shows better in the case of
hetero dielectric TFET. The drain conductance (Gd) is higher for high-k dielectric
TFET because of high-k dielectric employed all over the channel. Cgs and Cgd capac-
itances were higher for hetero dielectric TFETs in contrast to high-k dielectric TFET.
Hence, source pocket hetero dielectric TFET proves to be a suitable candidate for
future semiconductor technology.
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The Parameters Affecting Graphene
Conductivity for Sensor
and High-Frequency Application

Sharad Kumar Yadav and Richa Singh

Abstract In this paper, we simulated the ac-conductivity equation of graphene and
discussed various parameter effects on graphene conductivity in gigahertz and ter-
ahertz region for sensing and high-frequency application. We discussed the adsorb
charge mechanism which creates the n-type and p-type doping in intrinsic graphene
and shifts the Fermi level away from the Dirac point. We increase the carrier con-
centration from 1.3 * 1013 cm−2 to 2.2 * 1013 cm−2 which increased the real part of
conductivity from 0.049 to 0.064 S, similarly when the relaxation time varied from
1 to 1.2 ps the real part conductivity increases from 0.049 to 0.059 S (till gigahertz
frequency); this alteration is the key for sensing application. The effect of small tem-
perature variation shows a non-distensible change in conductivity with the simulated
equation although its effect and application are discussed in detail. The calculation
shows dispersionless behavior of the conductivity till the gigahertz frequency. In the
terahertz region, the real and imaginary part of conductivity varies with frequency
which offers dynamic control of tuning the antenna for high-speed data rate at such
a higher frequency where the meta-based antenna suffers.

Keywords Graphene · Dirac point · Sensor · High-frequency conductivity

1 Introduction

The lightweight, flexible and in some cases optically transparent 2-D layered
material-based devices are gaining attention in the current nanomaterial research
arena [1]. There are a range of 2-D layered materials as graphene [2], borophene
[3], phosphorene [4], germanene [5], silicene [6], various transition metal dichalco-
genides [7], and several oxide materials [8]. These 2-Dmaterials offer very attractive
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electronic and optoelectronic behaviors and depending on the number of layers and
their order of stacking, the optical and electronic (bandgap) alteration is very sig-
nificance and hence the same material could be a conductor or a semiconductor,
optically transparent or semi-transparent or non-transparent [9].

Graphene is the first known 2-D layered van der Waals material. Single-layer
graphene (SLG) has zero bandgap near the Dirac point (Ed) and shows linear disper-
sion away from Ed [10]. The linear dispersion of SLG leads to quasiparticle which is
analogous to massless Dirac fermions and propagates with the Fermi velocity (VF)
which is about 1/300 of the light speed (C) [2], hence SLG offers higher carrier
mobility even at room temperature. These properties open a range of applications for
SLG-based devices as in sensors, in high-frequency devices (up to 100 GHz) [11],
in terahertz plasmonic [12] and in tunable nanoantenna [13].

In the case of graphene sensor devices, the key parameter is the carrier concen-
tration. As the sensing atoms/molecules land on graphene, they should change the
doping profile of graphene and as a result, the Fermi level moves either in occupied
(π) or unoccupied (π*) state, i.e., away from the Ed as shown in Fig. 1. There are
several doping methods reported to move the EF of graphene from its Ed [14, 15].
The ability to adsorb higher band energy atoms/molecules on graphene sheet is an
attractive technique to shift EF away from zero density of state (DOS) although the
amount of charge transfer on the sheet directly affects the sensing efficiency [16].
Example, the NH3, which when land on graphene sheet, donate electrons (i.e., offer
n-type doping) and the NO2 adsorb the electrons and create hole (i.e., p-type doping)
[16], and because of this, the EF moves away from the Ed and hence the conductivity
of graphene varies which is the key to develop graphene sheet for sensor application.

When it comes to the high-frequency application, themetal-based tunable antenna
often suffers from enhanced grain boundary scattering. The graphene sheet over-
comes this problem and offers frequency tunability in the terahertz range. In GHz
frequency range, the metallic electrical loss increases with the frequency. Alshehri
et al. [18] reported the experiment using coplanar waveguide (CPW) (millimeter

Fig. 1 Graphene bands in the presence of n-type and p-type dopants [17]
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long) that 0.4 dB/mm insertion loss at 20 GHz increases by 0.1 dB/mm with each
GHz increment in frequency. The reported metallic conduction is mainly constrained
to thin surface layer because of the roughness loss and the skin effect where the
roughness loss contributes most, which in case of graphene would not be significant
[19]. Mihnev et al. [20] reported the effect of carrier relaxation (dynamics) in highly
and lightly doped graphene. In the terahertz region, the carrier relaxation critically
depends on the Fermi level and is primarily governed by the efficient interaction
between carrier–carrier and carrier–phonon [20].

2 Computational Detail

The net carrier density of graphene is given as [9]

n − p = sgn(EF )
(E2

F )

(π(�vF )2)
(1)

where (n − p) is the net carrier density (cm−2) which is taken as 1.3 × 1013 cm−2,
the EF is the Fermi energy level (eV), � is plank constant 1.05 × 10−34 J s−1 and VF

is the Fermi velocity (~106 m s−1).
As there is a direct relation between the carrier concentration and Fermi level, the

change in Fermi level will shift the Fermi level.
The conductivity equation as a function of frequency is [13]
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where “σ” is the conductivity, “ω” is the frequency, “KB” is the Boltzmann constant
(1.38 × 10−23 J K−1), “T” is the temperature (in K), “τ” is the relaxation time and
“e” is the electron charge (1.6 × 10−19 C).

From the above two equations (Eqs. 1 and 2), it is clear that the carrier concen-
tration, temperature, and the relaxation time are the three key parameters on which
the graphene conductivity depends.

Equation (2) is written in two parts, part one in red color and part two in black.
Part one of this equation accounts for the intraband conduction and part two for the
interband conduction. When the Fermi energy level is less than half of the photon
energy, part two (interband transition) ofEq. (2) dominates.As theFermi level crosses
half of the photon energy, the interband transition becomes negligible due to thePauli-
blocked state.When the Fermi energy level goes higher, the photon energy—part one
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(intraband conduction) of Eq. (2)—dominates. At higher frequency, the gap between
the Fermi energy level and the Dirac level becomes higher and only those photons
which have higher energy (>2 EF) will be adsorbed and contribute in the conductivity
[13].

3 Result and Discussion

The effect of three parameters (carrier concentration, temperature, and relaxation
time) is shown in Figs. 2 and 3. In the low-frequency region (<100 GHz), the con-
ductivity shows a dispersion-less behavior. As the carrier concentration increases

Fig. 2 The change in ac-conductivity with doping concentration 1.3 × 1013 cm−2 and 2.2 × 1013

cm−2 of graphene

Fig. 3 The change in ac-conductivity with relaxation time 1 and 1.2 ps of graphene
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Fig. 4 The ac-conductivity of graphene at temperature 300 and 350 K

from 1.3 × 1013 cm−2 to 2.2 × 1013 cm−2, the real part conductivity increases from
0.049 to 0.064 S and the imaginary part is zero (till GHz region) at T = 300 K and τ

= 1 ps, as shown in Fig. 2. A similar type of trend could be observed in Fig. 3 where
carrier relaxation time is increased from 1 to 1.2 ps at carrier concentration 1.3 ×
1013 cm−2 and T = 300 K; the real part conductivity increases from 0.049 to 0.059 S
and the imaginary part is zero (till GHz region). These values further can be verified
with the dc conductivity equation given as [9] (Fig. 4)

σ(0) = e2EFτ

π�2
= 118EFτ (3)

The effect of low-temperature variation on graphene conductivity with the given
conductivity equation is not distinguishable (i.e., the conductivity plots with smaller
variation in temperature overlap with each other). G. Liu et. al. recently reported
that graphene conductivity is inversely proportional to T2, i.e., the nonlinear relation
between conductivity and temperature which in case of metal is linear [21]. Hence,
the graphene could have potential application in thermistorwhere a nonlinear relation
is required between resistance and temperature. The conductivity (σ) of graphene is
proportional to the mobility (μ) [22]. As the temperature increases, the μ decreases
and hence the conductivity decreases (μ proportional to T−4). Although apart from
temperature, the SLG mobility depends on several scattering mechanisms like the
defect, phonon-boundary, edge, surface, and interface [23] it is still a challenge to
detect which scattering effect dominates and how it affects the μ as the temperature
varies.

Figure 2 depicts that at a lower frequency (<100GHz), as the carrier concentration
increases, the conductivity increases which makes graphene a suitable material for
sensing applications. In the introduction section, the theory behind this is explained
with the band structure (Fig. 1) of graphene. The real part conductivity is flat (con-
stant) between 0 to about 100 GHz and the imaginary part is zero. This shows even in
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GHz range that graphene is not affected by skin effect or kinetic inductive impedance
where metal suffers from these. This behavior could be an asset for the broadband
application likeλ/4-filter,λ/2-coupler, high-speed switching, frequencymodulators,
and mm-wave links for faster data rate.

In terahertz (THz) range, the intraband transition yield localized the highly con-
fined graphene plasmons. The real and imaginary part of conductivity varies in THz
range which is analogous to the frequency-dependent reflective index and dielectric.
At THz frequency, when the EF is away from the Ed, only those photons which have
�ω>2|EF| get absorbed and they contribute for conductivity.Due to such properties in
THz range, in addition to lightweight and flexibility of graphene, it is made the most
suitable material for high-speed data transfer tuneable antenna devices, portable and
wearable communication devices, body sensors, and low-power wireless networks.
Graphene-based higher frequency devices (operates in GHz and THz) could play
a vital role in the development of portable medical diagnostic devices and security
screening.

4 Conclusion

The effect of carrier density, temperature, and relaxation time on graphene con-
ductivity has been simulated using MATLAB and its application in sensors and
high-frequency devices have been discussed. Despite having zero bandgaps, it has
been shown how the sensing object could dope the graphene and shift the Fermi
level away from Dirac point which eventually alters the conductivity. This particu-
lar property of graphene makes it suitable for sensing application. In the gigahertz
region, the frequency-independence (dispersionless) behavior of conductivity put
graphene forward for broadband application. When it comes to terahertz region, it
is shown that the real and imaginary part of conductivity varies and this variation
in conductivity offers control on tuning with very confined scattering at such a high
frequency which is remarkable since the conventional metallic material suffers from
skin effect, enhanced grain boundary scattering, and roughness loss while tuning at
this region of frequency. So this large tuning range makes graphene more suitable
for plasmonic antennas.
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Numerical Measurement of Oscillating
Parameters of IMPATT Using Group IV
and Group III–V Materials

Girish Chandra Ghivela , Prince Kumar and Joydeep Sengupta

Abstract With the help of numerical approach, we have determined the oscillating
parameters ofDoubleDrift Region (DDR) ImpactAvalancheTransit Time (IMPATT)
diode oscillator using different semiconducting materials at Ka band (26.5–40 GHz).
The materials used are silicon, germanium, gallium arsenide, indium phosphide, and
wurtzite gallium nitride. Avalanche region of IMPATT behaves as an LC parallel
circuit. Therefore, inductance, capacitance, and resonant frequency are computed
in the avalanche zone by taking all materials individually as substrate elements.
Numerically measured inductance and capacitance profiles are in good agreement
with earlier reported experimental curves.

Keywords Ka band · Avalanche · Drift · IMPATT · Microwave · Oscillator

1 Introduction

Impact Avalanche Transit Time (IMPATT) diode is capable of generating sufficient
power at microwave, millimeter-wave, and submillimeter-wave zones [1]. However,
its operation is severely affected by a high level of phase noise that they gener-
ated [2]. Dynamic negative resistance property of IMPATT comes from the phase
shift between the ac current and voltage. This phase shift is caused by (i) the finite
build-up time of the avalanche current called avalanche delay and (ii) the transit time
delay—time required by carriers to cross the drift region [2]. The negative resistance
arises from these delays, as reported by several published articles [3–12]. These
delays affect the phase noise. But the phase noise varies from one IMPATT to the
other depending upon which semiconductor material is taken as the base substrate
material in the doping perspective. Therefore, in our analysis, we have taken Si,
Ge, GaAs, InP, WzGaN as base substrate materials in IMPATT to study the oscil-
lating parameters. The avalanche region behaves as an LC parallel circuit [2]. So
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the inductance, capacitance, and resonant frequency of IMPATT are computed in the
avalanche region along with resonant frequencies.

2 Modeling and Design Parameters

The inductance, capacitance, and resonant frequency of IMPATT are computed
through numerical approach by taking one-dimensional DDR IMPATT diode as
shown in Fig. 1 at frequency ranging from 26.5 to 40 GHz (Ka band) [13–16]. In the
schematic of IMPATT, X0 is the position of field maximum, W is total layer width
which is obtained by summing drift layer width at n-side (dn), drift layer width at
p-side (dp), and avalanche layer width (XA), and J0 represents total current density.
Modeling of IMPATT starts with solving of Poisson and current continuity equations,
which are given by Eqs. (1) and (2), respectively [17, 18]

∂E(x)

∂x
= q

ε

[
ND − NA + p(x) − n(x)

]
(1)

and

−∂Jn
∂x

= ∂Jp
∂x

= αnJn + αpJp (2)

where E(x) is the electric field profile over the length x, q is the charge of electron,
and ε = ε0εs represents absolute permittivity of the semiconductor, ND and NA are
the ionized donor and acceptor densities, respectively; electron and hole densities at

Fig. 1 Schematic of one-dimensional DDR IMPATT
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any point x are taken as n(x) and p(x), respectively; Jn = q n |vn| and Jp = q n
∣∣vp

∣∣
are current densities contributed by electrons and holes, αn and αp are the electron
and hole ionization rates with vn and vp as drift velocities of electrons and holes [17].

Figure 2 represents the equivalent circuit of IMPATT [19]. G and B represent the
diode conductance and susceptance, respectively. Rs is the series resistance of the
device, g is the load conductance, and L is the circuit inductance. Cp and Lp are the
package capacitance and package inductance, respectively. In the avalanche region,
the behavior of inductance and capacitance can be modeled in parallel combination,
but in the drift region, the drift inductance is in series with drift capacitance [12].
However, the effect of drift inductance is less compared to drift capacitive impedance
and can be neglected.

The avalanche response time can be computed by solving the relation given by

τA
∂J

∂t
= −(Jp − Jn)|XA

0 + 2 J
XA∫
0

α dx (3)

where τA = XA/vs is the transit time across the avalanche region, vs is for saturation
velocity, and J is the sum of Jn and Jp.

In the avalanche region, the inductance and capacitance are given as [2]

LA = τA

2 J0α′A

= τA

2 Jsα′A
(1 − W∫

0
〈α〉 dx)

Fig. 2 Equivalent circuit of IMPATT diode with packaging
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Table 1 Design parameters

Material J0 (A m−2) ND (m−3) NA (m−3) vn (ms−1) vp (ms−1)

Si 1.9 × 109 1 × 1017 1 × 1017 1 × 105 0.75 × 105

GaAs 4.6 × 109 1 × 1018 1 × 1018 0.8 × 105 0.8 × 105

InP 2.1 × 109 1.5 × 1017 1.5 × 1017 0.6 × 105 0.76 × 105

Ge 4.4 × 109 1.3 × 1017 1.3 × 1017 0.6 × 105 1 × 105

WzGaN 5 × 108 1.2 × 1019 1.2 × 1019 2 × 105 2.5 × 105

= τA

2 Js
(

∂α
∂E

)
A

(1 − W∫
0
〈α〉 dx) (4)

CA = εsA

XA
(5)

and the resonant frequency of this LC combination is given by

ωr = 2π fr =
√
2 α′vsJ0

εs
(6)

where J0 is the direct current density under the dc condition and related to thermally
generated reverse saturation current density Js, α′ = (∂α/∂E), A and α are diode
area and ionization integrand, respectively [2]. In the drift region, response time is
given by

τD = (W − XA)

vs
(7)

and the drift capacitance is

CDrift = A εs

(W − XA)
(8)

Recently reported design parameters for the abovementioned materials are used
in our numerical study as listed in Table 1 [20].

3 Results and Discussion

The behavior of the avalanche region as oscillator can be analyzed from the numer-
ically obtained inductance and capacitance profiles as shown in Figs. 3 and 4. The
nonlinear variation of inductance and capacitance profiles comprising an antireso-
nant behavior in the avalanche region. Our numerically obtained results are in good
agreement with the experimentally reported inductance and capacitance profiles by
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Fig. 3 Avalanche inductance profiles over the Ka band frequency regime

Fig. 4 Avalanche capacitance profiles with variation of frequency
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[12]. These experimental curves are shown by thick black curves in Figs. 3 and 4.
Inductance in the avalanche region is more for the GaAs-based DDR IMPATT as
shown in Fig. 3. However, from the other materials-based DDR IMPATTs, induc-
tance values in the avalanche zone are nearly close to each other at the corresponding
frequency. From the plot of Fig. 4, we can observe that capacitance in the avalanche
zone is more for Ge and less for WzGaN-based IMPATT.

In the Ka band, simulated drift capacitances and resonant frequencies for all the
materials-based IMPATT are given in Table 2 and Table 3, respectively. The drift
capacitance is increasing with the increase in frequency for all the materials. Ge-
based IMPATT is having higher drift capacitance variation from 0.0785 to 0.1213 nF
and itsWzGaN counterpart is having lower variation from 0.0161 to 0.0242 nF. InP is
having lower values of resonant frequencies compared to others at the corresponding
operating frequencies.

Table 2 Numerically measured drift capacitance

f (GHz) Si Ge WzGaN GaAs InP

CDrift (nF) CDrift (nF) CDrift
(nF)

CDrift
(nF)

CDrift (nF)

26.5 0.0505 0.0785 0.0161 0.0528 0.0766

27 0.0515 0.0801 0.0163 0.0538 0.0783

28 0.0532 0.0834 0.0169 0.0559 0.0819

29 0.0551 0.0866 0.0172 0.0581 0.0824

30 0.0569 0.0889 0.0182 0.0601 0.0846

31 0.0588 0.092 0.0185 0.0623 0.0875

32 0.0607 0.0949 0.0194 0.0644 0.0907

33 0.0626 0.0981 0.0198 0.0665 0.0397

34 0.0645 0.1012 0.0207 0.0686 0.097

35 0.0664 0.1039 0.0209 0.0706 0.0996

35.5 0.0673 0.1054 0.0215 0.0716 0.1008

36 0.0682 0.1068 0.0217 0.0724 0.1024

36.5 0.0693 0.1086 0.0221 0.0737 0.1048

37 0.0703 0.1103 0.0224 0.0749 0.1068

38 0.0724 0.1138 0.0229 0.0773 0.1106

39 0.0745 0.1175 0.0235 0.0798 0.1147

40 0.0766 0.1213 0.0242 0.0822 0.1192
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Table 3 Numerically measured resonant frequency

f (GHz) Si Ge WzGaN GaAs InP

ωr (×107

rad/s)
ωr (×107

rad/s)
ωr
(×107 rad/s)

ωr
(×107 rad/s)

ωr (×107

rad/s)

26.5 10.61 8.452 10.72 5.556 1.851

27 10.46 8.327 10.23 5.474 1.82

28 9.688 8.08 9.662 5.18 1.776

29 9.081 7.875 9.452 5.007 1.592

30 8.518 7.277 9.01 4.774 1.46

31 8.137 7.019 8.75 4.579 1.397

32 7.916 6.711 8.37 4.447 1.353

33 7.713 6.513 8.12 4.291 1.313

34 7.534 6.3 7.928 4.070 1.267

35 7.284 5.876 7.675 3.856 1.202

35.5 7.133 5.717 7.356 3.732 1.164

36 6.982 5.555 6.129 3.544 1.149

36.5 7.05 5.6 6.054 3.612 1.165

37 7.029 5.6 6.012 3.666 1.169

38 6.995 5.616 5.96 3.697 1.155

39 6.972 5.714 5.851 3.739 1.151

40 6.959 5.774 5.803 3.78 0.818

4 Conclusion

The oscillating parameters of IMPATT are measured through numerical approach.
A comparison among them is presented so that we can have an idea of compara-
tive oscillating behavior. This will further help in the determination of high power
generation capability by the materials through the study of avalanche response time.
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Analysis of SRAM Cell for Low Power
Operation and Its Noise Margin

Sunil Kumar Ojha, O. P. Singh, G. R. Mishra and P. R. Vaya

Abstract In recent years improvement in the design of SRAM cell increases dras-
tically. The two major factors which have to be taken care are power dissipation and
the noise margin of the SRAM cell. The power is subdivided into two groups that are
switching power and standby power. The leakage current plays an important role in
the power dissipation and has to be taken care. The noise margin also categorized as
read margin and write margin. The purpose of this paper is to analyze and optimize
the SRAM cell operation with respect to power and also measure the noise margin.
The results show the low power operation of SRAM cell with relatively improved
noise margin.

Keywords SoC · SRAM cell · Subthreshold leakage · Noise margin · Current
ratio of MOSFET · Short channel effect

1 Introduction

Memories (Specially SRAMs) are widely used in the electronic subsystems. Accord-
ing to the current trends nearly all NOCs and SOCs use 70% of their silicon area
for the memory, hence it became more important to give attention to the reliability
of the memory on-chip. The stability of the memories is major concern for the inte-
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grated circuit designers. The stability of memory cell determines the sensitivity of
the cell to process variation. Various major efforts have been already in effect for the
analysis of noise margin of SRAM cell and to effectively calculate the stability of
overall design. The read and write stability are two major factors which decide the
reliability of any memory. Since the process technology trends are changing very
rapidly and it is nearly moving towards less than 10 nm process node; therefore it
is a mandatory need to perform the static noise margin of the memory cell. Further,
with the reduction of process technology nodes many other parameters are affected
which includes the power supply modification, threshold voltage reduction, leakage
current, energy consumption, short channel effect, on/off ratio of the MOSFET and
many others. A brief explanation has been provided for all the above said factors in
subsequent parts of this paper and finally the design model of SRAM cell is analyzed
by considering the effect of all the related parameters.

2 Minimum Energy Consumption Modeling

Under this topic modeling of drain current in the subthreshold region is discussed.
To do the analysis of minimum energy the current model will be appropriate for
calculations. The developed model for the required minimum energy point allows
immediate calculation of main factors and the basic key parameters on the system
energy.

Subthreshold leakage current model:-
During the subthreshold operation the channel of the transistor is not inverted due
to the diffusion of the current flow. Equation (1) is a basic equation for modeling
subthreshold current and total off current.

ID:Sub−Threshold = I0 exp

(
Vgs − VT

nVth

)
. (1)

Below Eq. (2) shows some basic equation with VDS roll-off:

ID:Sub−Threshold = I0 exp

(
Vgs − VT

nVth

)(
1 − exp

(−Vds

Vth

))
. (2)

where I0 is the drain current when VGS = VT given by Eq. (3).

I0 = μ0Cox

(
W

L

)
(n − 1)V2

th. (3)

It is assumed that the total drain current in subthreshold equals subthreshold
current. As expected for diffusion current (ID:Sub−Threshold) shows that ID depends
exponentially on VGS. VT is transistor threshold voltage. N is the subthreshold slope
vector (n = 1 + Cd

Cox
) and Vth is thermal voltage.
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Vth = kT

q

3 Short Channel Effect

It leads to an increase in leakage current. The short channel is an effect in MOS
transistors where the channel length of the transistors is of the same order as the
depletion layer width of source and drain junction. When the length of the channel
is reduced to improve the operating speed and number of component per chips, the
short channel effects arise.

The major reasons for the short channel effect are due to two main phenomena:-

1. The limitation of the electron drift in the channel.
2. The change in the threshold voltage due to the short channel length.

VT(Short Channel) = VT0 − �VT0. (4)

VT0 Zero-Bias threshold voltage
�VT0 Threshold voltage shifts (reduction) due to the short channel effect

VT = VT0 + γ
(√| − 2ϕF + VSB| − √

2ϕF

)
. (5)

�VT0 = 1

Cox

√
2qεsiNA |2ϕF|. xj

2L

[(√
1 + 2xdS

xj
− 1

)
+

(√
1 + 2xdD

xj
− 1

)]
.

(6)

γ =
√
2qNAεsi

Cox
. (7)

VT0 = ϕGC − 2ϕF − QBo

Cox
− Qox

Cox
. (8)

4 Leakage Current

The leakage current is divided into twomain subgroups the first group is leakage cur-
rent due to reverse bias pn-junction current, and leakage current due to subthreshold
channel conduction current.
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Current–voltage equation of n-channel MOS:
For n-channel MOSFET:

ID= 0;VGS = VT

ID(Lin) = μnCox

2
.
W

L

[
2(VGS − VT)VDS − V2

DS

]
.

: VGS ≥ VT andVDS < VGS − VT (9)

ID(Sat) = μnCox

2
.
W

L
(VGS − VT)

2(1 + λVDS).

: VGS ≥ VT andVDS ≥ VGS − VT (10)

In CMOS logic, the leakage current is the only source of static power dissipation.
If Ion (on current) increases the operating speed of the circuit also increases;

therefore it is advisable to use a small VT.
When VGS < VT: The n-channel MOSFET will be in the off state. Nevertheless,

an unwanted leakage current may flow between the drain and source. The current
observes at VGS < VT is called the subthreshold current. This leads to the MOSFET
off state current Ioff.

Ioff is the ID measured at VGS = 0 and VDS = VDD.
It is mandatory to maintain Ioff as smaller value so that it helps in minimizing the

consumption of static power if the circuit is in the standby (Fig. 1).
It is plotted betweenVGS and ID. The current flow at VGS VT is called subthreshold

current (Fig. 2).
When VT becomes higher than VGS then electron concentration w.r.t. inversion

reduces but this also might result a small leakage current to flow from source to the
drain.

VT Roll-Off: Short channel MOSFET is hard to turnoff: VT must not be made
much low; doing so results Ioff would be very large. The channel length must not

Fig. 1 The typical subthreshold current plot
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Fig. 2 Subthreshold I–V with VT and Ioff

be very short since VT reduces if any reduction in L. when VT reduces below a
certain level the Ioff increases at large extent and also the channel length will not be
appropriate (Fig. 3).
On/Off Current Ratio
Ion is specified as the IDsat for particular gate voltage (usually max VGS) VDS = VGS.
Ioff is the IDSS (Leakage current) where VGS = 0 and VDS = max. Ion/Ioff is the figure
of merit for having high performance (more Ion) and low leakage current (less Ioff)
for CMOS transistors. Typically more gate controls lead to more Ion/Ioff. Also, The
Ion/Ioff ratio reduces relative to strong inversion in the subthreshold region.

Fig. 3 VT decreasing with decreasing Lg
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Fig. 4 a Single port SRAM cell with control enable, b double port SRAM cell with control enable
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5 SRAM Cell

Figure 4a shows the single-port SRAM cell. The single-port SRAM cell consists of
six transistors in which two are PMOS and remaining four are NMOS, but the below
SRAM cell has one extra NMOS transistor for control enable signal this particular
NMOS will act as a switch and it will be helpful in leakage current reduction in the
fact that when the signal “Cntr-en” is high the switch is activated and the cell will
function normally but when the signal is low this will provide a high resistance path
and will reduce the leakage current.

The double port SRAM cell consists of eight transistors in which two are PMOS
and the remaining six are NMOS. The extra NMOS switch is also added here and
it will act as per the above circuit, i.e., it will help in reduction of leakage current.
Double port SRAM cell is helpful in allowing multiple reads or writes operation to
be performed at the same time. Now a day’s most CPU processors consist of double
ported SRAM in it. Figure 4b shows the double port SRAM cell.

6 Static Noise Margin

For the proper read operation, the data line is precharged to the power supply. The
approach includes an SRAM cell is presented as two equivalent inverters as shown
in Fig. 5. The two appropriate noise sources is inserted between input and output
node. The connected noise voltage sources must have the same value and should act
together to disturb the present stable state of the cell. By applying such noise source

Fig. 5 Circuit for calculating SNM of SRAM cell
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the simulator gives the input–output voltage curve and that curve represents the noise
margin for worst case. This arrangement of noise source and its application to the
input of each inverter makes the value of obtained SNM to be the worst-case SNM.
The noise margin setup is done using 7 nm standard process technology node and
the corresponding waveform is obtained using HSPICE simulation.

7 Simulation and Results

The proposed SRAM cells are simulated using HSPICE simulator and the process
node for transistors used is chosen as standard 7 nm. Figure 6a shows the values of
the supply voltage and the word line voltage.

Figure 6b shows the values of the data line voltages. The data line voltages must
be opposite to each other.

By the application of the above supply, the resultant waveform of internal storage
nodes is shown in Fig. 6c.

Figure 6d shows the leakage current and power dissipation for double port SRAM
cell, while the Fig. 6e shows the leakage current and power dissipation for a single
port SRAM cell.

Figure 7a shows the switching power of the SRAM cell, i.e., how much power
the cell consumes when it makes switching from 0 to 1 or vice versa.

Figure 7b–e Shows the read and write curve for single and double port SRAM
cell.

All the input–output supply voltages and currents, corresponding power dissipa-
tion and leakage currents are tabulated in the Table 1. The table also includes the
noise margin values for the SRAM cells. The correction factor is shown so that the
design must sustain the values in the different working scenarios such as different
process, voltage, and temperature conditions.
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Fig. 6 a Input supply voltages, b data line voltages, c signals at internal nodes, d leakage current
and power dissipation for double port SRAM cell, e leakage current and power dissipation for single
port SRAM cell
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Fig. 6 (continued)
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Fig. 7 a Switching power, b read margin curve for single port SRAM cell, c write margin curve
for single port SRAM cell, d read margin curve for double port SRAM cell, e write margin curve
for double port SRAM cell
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Fig. 7 (continued)

Table 1 Results and Values

Sr. no. Signal name Signal type Values Correction factor

1 Vdd (Max.) Input voltage supply 5 V DC NA

2 Vdd (Min.) Input voltage supply 1.8 V DC NA

3 Word line (WL) Input voltage supply 1 V DC NA

4 Data line (DL) Input voltage supply 1 V pulse NA

5 Data line prime
(DLB)

Input voltage supply 1 V pulse NA

6 Internal storage (Q
and QB)

Output voltage 0.67 V pulse NA

7 Power dissipation Output 110 μW +10%
−10%

(continued)
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Table 1 (continued)

Sr. no. Signal name Signal type Values Correction factor

8 Leakage current Output current 200 pA +10%
−10%

9 Read margin Output voltage 290 mV +5%
−5%

10 Write margin Output voltage 240 mV +5%
−5%

11 SNM Output relative
voltage

320 mV +5%
−5%

8 Conclusion

This paper has presented the technique to design SRAM cell for power efficient
applications. The presented design is also useful to improve the SNM of the cell; this
noise margin improvement helps in enhancing the overall system performance. All
the design presented in this paper is implemented using HSPICE simulator and the
process technology is selected as 7 nm. The proposed design will be useful in SOC
and NOC and various other integrated chips. The improved noise margin observed as
320 mV with the minimal supply voltage of 1.8 V. The power dissipation is reported
as 110 μWwhich is very efficient in low power applications.
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Fabrication of Nano-petals Zn0.97Cu0.03O
Thin Film and Application in Methane
Sensing

Brij Bansh Nath Anchal, Preetam Singh and Ram Pyare

Abstract This paper presents the fabrication of nano-petals Zn0.97Cu0.03O thin film
using electro-spin technique and sensing of methane. Doping of 3% Cu into ZnO
was carried out by chemical route and spin coated thin film was grown on a glass
substrate. Analysis of XRD, SEM, EDX and AFM characterizations were performed
for surfacemorophology and grain sizes of nano-petals. Study of sensitivity for 1000,
1200 and 1400 ppm methane as better sensing at low operating temperature 125 °C.

Keywords XRD · SEM · EDX · AFM · Nano-petals · Thin film · Sensor

1 Introduction

The band gap of Zinc oxide is as large as 3.37 eV. It is hexagonal wurtzite structured
crystalline, high thermal stabled n type semiconductor material. Development of
nanostructures in the ZnO based thin film, used in gas sensing [1]. A. Yu et al.,
reported Fe doped ZnO thin film based improved the gas sensing properties [1].
Recent literature reported to different ZnO based nanostructures such as nanorods,
nanofiberes and nanorod array based sensors enhance sensitivity [2–7]. The ZnO
nanorods based ethanol sensor in operating range of 5–500 ppm concentrations of
alcohol vapours at an operating temperature of 370 °C [2]. The ZnO nanofibers
based sensor shown high sensitive in H2 sensing for 0.1–10 ppm concentrations at
350 °C [3]. Earlier literature reported that enhance sensitivity by development of
nano material based structure and transition metals doping [1]. Doping of Cu ions in
the form of cuprous and cupric ions in lattice and decreased the depletion layer and
enhance sensitivity in the presence of reducing gases. The depletion layers created
at boundaries of grains and particles, while porosity increased the adsorption sites.
These parameters cause surface reduction [7–10]. The film deposition techniques as
chemical, physical, evaporation, thermal, dip, drop, spray and spin coatings. The spin
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coating technique is better for the deposition of thin films. This process is low power
consumption over the physical techniques and preferential thickness controlled [11–
13]. Analysis of crystalline, surface morphology, compositions and roughness of
thin film by the scientific procedure of X-ray diffraction (XRD), Scanning electron
microscope (SEM), Energy dispersive spectroscopy (EDX), Atomic force analysis
(AFM) respectively, provided from RIGAKU DIFFRACTOMETER (Smart Lab 9
kW, Target: Cu KA, λ = 1.54 Å), EVO-18 Research ZEISS, NT-MDT- NTEGRA.
The spin coating used by equipment of DELTA SCIENTIFIC EQUIPMENT; SPIN
COATER MODEL DELTA SPIN-1 and measurement of resistance using digital
multimeter as FLUKE-107 600 V. This paper reported to 1000, 1200, 1400 ppm
methane detecting at 125 °C. Lower explosive limit (LEL) of methane is 5%, So, we
decided research below LEL due to safety purpose [14].

2 Experimental

Zinc Carbonate (ZnCO3·2ZnO·3H2O) was dissolved in the aqua regia solution and
stirred at 120 °C. After 15 min Copper (II) sulphate [CuSO4·5H2O] solution was
added into the solution and stirred after half an hour melamine was added and stirred
till the solution turns transparent homogeneous and slightly yellow. The next step
processed to spin coating. Drop casted on glass substrate, which hold on spin coater
and spun at 2500 rpm for 30 s, thereafter keep on 150 °C hot plate for 5 min and it
repeat 10 times. Finally, deposited substrate was kept at 400 °C for 60 min. Further
silver paste using metal mask of paste method. There are used substrate as glass
cuted in the size of 2.5 × 2.5 cm and cleaned in ultrasonic bath.

3 Results and Discussions

XRD analysis confirmes the presence of crystallized and linear grains thin film. The
peaks noted were (100), (002), (101), (102), (110), (103), (200), (112), (201) and
(004) which was confirmed by JCPDS no. 36-1451 (Fig. 1). These peaks indicates
zinc oxide based material. The SEM analyses confirm nano-petals present are linear
and the film is dense and porous. The petals shapeswere in nano andmicro levelswith
a thickness of 44, 67, 89 nm, etc. These are suitable forchemisorptions process. These
factors increased sensitivity in the presence of reducing gases (Fig. 2). EDX analysis
confirms to the compositions of copper and zinc oxide on the binding energy range of
10 keV with overlapped peak (Fig. 3). Three dimensional AFM, confirmed the film
to be smooth, uniform and the roughness was measured to be 300 nm (Fig. 4). The
characterizations confirm that nano-petal based film is suitable in sensing of gases.

Whenmethane flowed in the assembled sensing set up and exposed on sensor then
we found that resistance decreases due to the reduction of the surface. Assembled
sensing set up shown in Fig. 5 (Schematic diagram). Gas sensor recovered original
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Fig. 1 XRD of nano-petals Zn0.97Cu0.03O thin film

Fig. 2 SEM image of nano-petals Zn0.97Cu0.03O thin film
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Fig. 3 EDX of nano-petals Zn0.97Cu0.03O thin film

Fig. 4 Three-D AFM of
nano-petals Zn0.97Cu0.03O
thin film

Fig. 5 Schematic diagram
of assembled gas sensing set
up
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state when removed methane from sensing set up. The sensitivity determined as
Eq. (1) [10, 11] are following:-

Sensitivity (%) S = [(
Ra−Rg

)
/Ra

] × 100 (1)

where Ra is the resistance of thin film in the air and Rg in the presence of gas.
Measurement of resistance for nano-petal based thin film by multimeter in three

steps. In thefirst step the resistance of thinfilm in air.wasmeasuredSimilarly the resis-
tance was measured in the presence of methane and, also resistance was measured
with increasing concentrations of methane (second step). Lastly measured resistance
in the condition of removal of methane from testing set up (step 3). We observed that
resistance of thin film decreased and was stable in the presence of methane. When
wasmethane removed from the testing set up, then resistance increased and recovered
original resistance of thin film. So, sensitivity is the function of concentration and
sensitivity increases with concentration of methane. Nano-petal based thin film sen-
sor detected 1000–1400 ppm concentration of methane at an operating temperature
of 125 °C in the experiment. Determined lowest sensitivity is 16% for 1000 ppm and
highest sensitivity is 40% for 1400 ppm (Fig. 6), while average sensitivity is 26.66%
for 1000–1400 ppm methane. Average response and recovery time are 33.33 s and
42.33 s respectively. Thereafter selectivity analysis in separate detection of ammonia
then found that selectivity response is better for 1000–1400 ppm concentration of
methane at operating temperature 125 °C. Methane reaction with oxygen species are
following [9, 10].

Fig. 6 Sensitivity of nano-petal Zn0.97Cu0.03O thin film sensor
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CH4 + 4O−(ads) → CO2 + 2H2O(gas) + 4e− (2)

4 Conclusions

Fabrication of nano-petals of Zn0.97Cu0.03O thin film using the technique of spin
coating via chemical route. The characterizations of thin film confirmed that material
is crystalline, nano-micro petals found in morphology and roughness is 300 nm.
The nano structured petals in film improved to the methane sensing properties and
detected to 1000–1400 ppm concentration of methane at a low operating temperature
of 125 °C and selectivity with ammonia for 1000–1400 ppm. The lowest sensitivity
is 16% for 1000 ppm and highest sensitivity is 40% for 1400 ppm. Spin coating
process is easy and cost-effective.
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Study and Analysis of Low Power
Dynamic Comparator

Ritesh Kumar Kushwaha, Prem Kumar and P. Karuppanan

Abstract Nowadays, everything will be digital for ease of processing, but the real
world is in analog. Various techniques has been used to convert the analog signal to
digital, and the fastest analog-to-digital converter (ADC) is Flash type ADC among
all. It requires a high-speed comparator, which compares the analog input signals and
produces the digital output through a predetermined threshold voltage accordingly.
However, high-speed comparator increases the transistor and hence correspondingly
increases large area, supply voltage, power, etc. Also, the system with low power
dissipation speeds reduction for many transistors with a high offset voltage. There-
fore, designing an ADC system that requires less power with faster operation is a
great concern. Diverse kinds of comparators are available in the present scenario. In
this paper, it has analyzed Conventional dynamic comparator, Double tail dynamic
comparator, Doubletail comparator with enhanced latch regeneration and proposed
comparator. The projected comparator with enhanced latch regeneration speed is
better than the previous two conventional dynamic comparators in terms of power
and speed.

Keywords VLSI design · Dynamic comparator · Power · Speed

1 Introduction

In today’s world, battery-operated devices demands are increasing rapidly that gives
major importance toward low power approaches for high-speed applications. With
the rapid growth of microchip technology engineering typically portable electronic
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systems,which iswireless communicationdevices, battery-poweredmedical devices,
etc. In all these applications, battery lives are one of the most important factors.
Therefore, the need for low power and low voltages is essential. IC’s cost can also
reduce by using thicker oxide layer or higher supply voltages Normally, In the IC’s
where analog-to-digital converter or digital-to-analog converter plays an important
role, low power and low voltage comparator are an essential and necessary thing.
A comparator is an important part of ADC and so consumes large power in the
device. It is an essential or primary concern to achieve low power and the high-speed
comparator. Therefore, reducing Kickback noise enhanced the performance of the
comparator. They generate it because of the output signal to the input. The feedback
mechanism is responsible for backflow, which includes both positive and negative
feedback [1–3].

In a recent article [4], enhanced comparator circuit was proposed by including
additional circuitry and using 0.8 V a supply boosted comparator, the supply voltage
and consuming power was about 15.54 µW. The dynamic comparator structure con-
tains two tail transistors that make its operation faster. Similarly, in the article [2],
the double tail dynamic comparator is designed. This comparator contains two tails
which give enough current for faster decision-making. In a supply boosted compara-
tor [5], two differential amplifier was used. One differential amplifier was used only
for boosting techniques, but another differential amplifier has been used for regu-
lar comparator circuits. The resolution and gain of this comparator have improved
regarding the previous one. Latch comparator offset is analyzed [2] in terms of its
load capacitor mismatch. The offset is a very critical parameter in comparator design.
If mismatch load is used then the offset voltage of the comparator is high. The supply
boosting technique [6] is also the common choice in comparator design. It is more
suitable for a low clock and a low power comparator circuit. In this comparator,
a charge pump circuit is used. This charge pump circuit boosted the clock during
the comparison phase. Because of this comparator circuits become faster than the
previous conventional dynamic and the double tail dynamic comparator.

In this paper, Conventional dynamic comparator, double tail dynamic comparator,
and dynamic comparator have been studied and analyzed with enhanced latch regen-
eration speed. The paper is organized as follows: In Sect. 2, clock-based conventional
dynamic comparator design has been explained. In Sect. 3, simulation results and
discussion have been done. Finally, the conclusion is given in Sect. 4.

2 Clocked Based Dynamic Comparator

In this section, different procedure of the conventional and double tail, dynamic
comparators have been discussed.
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2.1 Clocked Based Conventional Dynamic Comparator

This section briefly describes the delay and power consumption of different dynamic
comparators.

In Fig. 1, the circuit design of conventional dynamic comparator is revealed. This
comparator static power consumption is zero and if clk = 0 then tail transistor Mtail

is “off”. Transistors (M7–M8) is reset by temporary switched, Output voltages (Outn,
Outp) to VDD. Likewise, when clk = VDD, Mtail is “on” and transistors (M7, M8) are
“off”. In this condition, Outp and Outn, started discharging by dissimilar discharging
rates, corresponding to the input voltages (INN and INP). Let, VINN < VINP; then
Outn discharges lesser than Outp, hence Outp drops to VDD – |Vthp| earlier than Outn.
As a result, transistor M5 (PMOS) will turn “on” that leads the latch regeneration due
to end to end inverters (M3, M5 and M4, M6). Also, when for VINN > VINP; circuit
operation is vice versa.

The conventional dynamic comparator has two types of delay such as discharge
delay (t0) and latching delay (tlatch). The delay t0 occurs owing to the capacitive dis-
charge of the load capacitance (CL) until the time required to the transistor (M5/M6)
turns “on”. For, INP > INN the drain current (I2) of transistorM2 gets discharged more
rapidly of Outp node than Outn node. The Outn node is driven by M1 having a lesser
drain current. Subsequently, the t0 is derived from:

Fig. 1 Single tail dynamic
comparator

INN INP

M3 M4 CLCL

CLK CLK

outn
outp

VDD

M8M7 M5 M6

Mtail
Clk

M1 M2
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to = CL

∣
∣Vthp

∣
∣

I2
(2.1)

where to is the delay due to all transistor except latch, CL is the load capacitance,
Vthp is threshold voltage of PMOS transistor and I2 is Current which is contributing
to tail current.

The latching delay (tlatch) is the delay due to cross-coupled inverters in the circuit
and given by [7].

tlatch = CL

gmeff
∗ ln

(
�Vout

�V0

)

(2.2)

tdelay = t0 + tlatch (2.3)

where tdelay is a total delay, to is the delay because of all transistor except latch, tlatch is
a delay because of latch,CL is a load capacitance, gmeff is effective transconductance,
�Vout is output voltage difference. The�V0 is themeasured output voltage difference
at the dropping output. Hence, load capacitance (CL) is directly proportional, input
difference voltage (Vin) is indirectly proportional to the total delay (tdelay) of the
comparator. Therefore, the decreased value ofVcm, increases the delay (t0) for slighter
bias current (Itail) henceforth, the increased value of initial voltage difference (V0) is
obtained that decreasing tlatch.

For fast speed and switching operation, Vcm requires only 70% Vin [7]. Also,
because of several stacked transistors, a sufficiently high supply voltage is needed
for a proper delay time because of transistors M3 and M4 initially contributed for
positive feedback until transistorsM5 orM6 get started. If the supply voltage is low,
then a very small amount of gate-source voltage (transconductance) is produced,
which creates a larger latch delay time. To obtained enhanced Gm/I ratio and long
integrated interval, lower tail current is desired to retain the differential couple in
weak inversion [8, 9]. Contrary, for the fast generation, requires a large tail current.
Moreover, M tail drives normally in triode region hence tail current depends on Vcm

and it is not suitable for regeneration. Another disadvantage of such a circuit is that
the tail transistor (M tail) has only one current path for the latch and the differential
amplifier.

The power of the comparator is given by

Ptotal = Pstatic + Pdynamic (2.4)

Pstatic = Ileakage ∗ Vdd (2.5)

where Ileakage is leakage current of transistor and Vdd supply voltage

Pdynamic = CL ∗ V 2
dd ∗ f (2.6)
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where CL load capacitance and f is the frequency of the pulse.

2.2 Clocked Based Double Tail Dynamic Comparator

In Fig. 2, a double tail comparator is shown. This comparator requires very low
supply voltage compared to the older conventional dynamic comparator due to less
stacking. The advantage of the double tail is to produce huge current during latching
and immediate latching, also it does not depend on Vcm and for low offset, a very less
current at the input stage [4]. When clk= zero, transistor Mtail1/Mtail2 are “off” hence
M3 and M4 begins to charge node fp, fn to VDD and transistor MR2, MR1 to ground.
On the other hand when clk = VDD both tail transistors (Mtail1/Mtail2) get “on” hence
M3 and M4 turns “off” which leads to discharge the voltage at node fp, fn at the rate
of IMtail1/Cfn(p) hence intermediate differential voltage Vfn(p) is established which
offer protection among input/output, so, reduces the noise [2]. It can be easily seen
in the Fig. 2, which in evaluation phase Outp, Outn both node discharge and phase gets
started. Therefore, any phase Outn or Outp energies to high and alternative remain in
the same stage. The time delay is analyzed by following equations:

tdelay = t0 + tlatch (2.7)

Fig. 2 Dynamic comparator
(double tail)
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tlatch = CL

gmeff
∗ ln

(
VDD/2

�VO

)

(2.8)

to = CL|Vthn|
I2

(2.9)

where tdelay is the total delay, to is the delay due to all transistor except latch, tlatch is
the delay due to latch, CL is the load capacitance, gmeff is the effective transconduc-
tance, to is the delay due to all transistor except latch and I2 is the current which is
contributing to tail current.

2.3 Double Tail Dynamic Comparator with Enhanced Latch
Regeneration Speed

Figure 3, the modified circuit diagram of the comparator is shown. When clk =
zero, transistor Mtail1, Mtail2 are “off” hence M3 and M4 begins to charge node fp,
fn to VDD and control transistor (Mc1, Mc2) turn “off”. When clk = VDD, then each
tail transistor Mtail1, Mtail2 turns “on”, and so transistors M3, M4 flip “off”. But still,
transistorsMc1,Mc2 are at “off” condition due to node fn, fp at VDD. Also, the voltage
at fn, fp begin to drop with dissimilar rates in keeping with the input voltages. In
case of VINN < VINP, ‘fp’ decreases and become lesser than ‘fn’.

When node fn remains decreasing, then respective PMOS transistor Mc1 flip to
“on”, and simultaneously fp node reaches to VDD. So every other Mc2 stays “off”,
permitting fn to be absolutely discharged. The transconductance characteristics of
comparators are mentioned in [5]. It is worth notices that static power consumption
is observed due to transistor Mc1 is activated. To conquer this problem, modified
circuitry have been suggested as shown in Fig. 3, the switches of NMOS are added
with Msw1 and Msw2.

The nodes of fn and fp were excited by the ‘VDD’while reset operation, and fn, fp
begins to fall with exclusive discharging rates so, comparator identifies quicker dis-
charging node. The operation of the latch is emulated by control transistor switches.

The Delay is analyzed by the following equations:

tdelay = t0 + tlatch (2.10)

tlatch = CL

gmeff + gmr1,2
∗ ln

(
VDD/2

�V0

)

(2.11)

to = 2 ∗ Vthn × CLout

Itail2
(2.12)

where tdelay is the total delay, to is the delay because of all transistor except latch, tlatch
is the delay due to latch,CL is the load capacitance, gmeff effective transconductance,
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Mtail2
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Mtail1CLK

fn fp

fnfp

Fig. 3 Double tail dynamic comparator with enhanced latch regeneration speed

gmr1,2 is the latch transconductance, Vthn is NMOS threshold voltage, and I2 is the
current which is contributing to the tail current.

2.4 Proposed Comparator

Recently, many technique have been suggested to moderates the power consumption
efficiently for all the transistor. The subthreshold current can be reduced considerably
by decreasing theVDS. TheVDS can be reduced by increasing source terminal voltage
hence, additional transistors labeled PMOS have been used to enhance the source
terminal voltage of MOSFET. As the additional PMOS transistor is at the cutoff
position, it produces leakage currents, consequently source voltage increases and
due to this VDS decreases. In Fig. 4, four extra PMOS transistor have been used and
due to this, the power of the circuit decreases up to some extent.
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Fig. 4 Proposed comparator circuit

When clk = zero, transistor Mtail1, Mtail2 are “off”, hence M3 and M4 begins to
charge node fp, fn to VDD and control transistor (Mc1, Mc2) turn “off”. When clk
= VDD, then each tail transistor Mtail1, Mtail2 turns “on”, and so transistors M3, M4

flip “off”. But still, transistors Mc1, Mc2 are at “off” condition due to node fn, fp at
VDD. Also, the voltage at fn, fp begin to drop with dissimilar rates in keeping with
the input voltages. Let us anticipate a case while VINN < VINP, therefore fp decreases
lesser then fn. When node fn remains decreasing, then respective PMOS transistor
Mc1 flip to “on”, and simultaneously fp node reaches to VDD. So every other Mc2

stays “off” permitting fn to be absolutely discharged.

3 Simulation Results and Discussion

For simulation purpose, the cadence virtuoso gpdk 180 nm technology has been used.
Firstly the circuit is designed, and then the delay and the power of each comparator
has been analyzed one by one.
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Fig. 5 Simulation of conventional dynamic comparator

Conventional dynamic comparator circuit simulation is presented in Fig. 5.
The sinusoidal input of 702.5 mV and 607.5 mV to differential input has been given.
Here, the 1 pF capacitor is used at the output node and both outputs are analyzed
in terms of their respective input signals. From the graph, it can be easily seen that
the charging and discharging behavior of output voltage according to supplied input.
Transient power is also analyzed in this circuit so it can get a brief analysis of the
conventional dynamic comparator circuits.

Double tail dynamic comparator circuit simulation is presented in Fig. 6. The
sinusoidal input of 702.5 mV and 607.5 mV to differential input has been given.
Here, a 1 pF capacitor is used at the output node and both outputs are analyzed in
terms of their respective input signal. Here, it can see from the graph that outputs are
charging and discharging according to supplied input. Output plot is more accurate
than the conventional dynamic comparator. This due to two tail present in this circuit.
The extra tail provides enough current for faster decision-making in the comparator
circuit. The transient power is also analyzed in this circuit so that it can get a brief
analysis of the conventional dynamic comparator circuit.

Double tail dynamic comparator circuit simulation is presented in Fig. 7 for DC
input. The sinusoidal input of 702.5 mV and 500 mV as a reference voltage to
differential inputs has been given. Here, the 1 pF capacitor is used at the output node.
The supplied constant voltage source to one of its inputs, hence it can get a better
understanding of output response. Here both outputs are analyzed in terms of their
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Fig. 6 Double tail dynamic comparator

Fig. 7 Double tail comparator when one of it’s input is d.c. voltage
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Fig. 8 Double tail comparator with enhanced latch regeneration speed

respective input signals. Here, it can be seen from the graph that both the outputs are
charges and discharges according to supplied input.

Double tail dynamic comparator with enhanced latch regeneration speed circuit
simulation is presented in Fig. 8. The supplied sinusoidal input of 702.5 mV and
607.5 mV to differential input. Here, the 1 pF capacitor is used at the output node.
Here both outputs are analyzed in terms of their respective input signals. In this
comparator, two latch has been used, due to this decision-making operation becoming
faster. As seen from the corresponding output graph. Here, it can be seen from the
graph that both the outputs are charges and discharges according to supplied inputs.
The output plots are more accurate than double tail dynamic comparator because two
tail and two latches are present in this circuit. Extra latch provides enough current
for faster decision-making in the comparator circuit.

Dynamic comparator with enhanced latch regeneration speed circuit simulation
is presented in Fig. 9 for d.c. input, The sinusoidal input of 702.5 mV and 500 mV
constant d.c. voltage to differential input is provided. Here, the 1 pf capacitor at the
output node is used and both outputs are analyzed in terms of their respective input
signals. The constant voltage source is supplied to its any input, so that gets a better
understanding of output response. In this comparator, two latch has been used, due
to this decision-making operation becoming faster. Here, it can be seen from the
graph that both output charges and discharges according to supplied input. It can be
observed that the output plot is more accurate than the double tail dynamic compara-
tor. This comparator uses two latch circuit, hence this decision-making operation
becomes faster.
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Fig. 9 Dynamic comparator with enhanced latch regeneration speed when one of its input is d.c.
voltage

Fig. 10 Proposed comparator when sinusoidal input is applied
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Fig. 11 Proposed dynamic comparator circuit when one of its input is d.c. voltage

Proposed dynamic comparator circuit simulation is presented in Fig. 10. The feed
sinusoidal input of 702.5 mV and 607.5 mV to the differential input. Here, the 1
pF capacitor is used at the output node. The proposed circuit is power efficient, but
the simulation output is similar to enhanced latch regeneration speed comparator.
In this comparator, two latch has been used, due to this decision-making operation
becoming faster. In the graph, it is clearly seen from the corresponding outputs.
The output charges and discharges according to supplied inputs. Hence, the output
plot is more accurate than double tail dynamic comparator owing to two tails and
latches present in this circuit. The extra latches provide enough current for faster
decision-making in the comparator circuit.

Proposed dynamic comparator circuit simulation is presented in Fig. 11 for d.c.
input. The assumed sinusoidal input of 702.5 mV and 500 mV constant d.c. voltage
to the differential input. Here, the 1 pF capacitor is used at the output node. Here
both outputs are analyzed in terms of their respective input signal node. In this
Simulation Output is the same as enhanced latch regeneration speed comparator. But
this proposed circuit is power efficient. The supplied voltage source is constant to
one of its input so that it can get a better understanding of output response. In this
comparator two latch has been used, since this decision-making operation becomes
faster.

It can be seen from the corresponding output graph that output plot is more
accurate than the double tail dynamic comparator because of two tail and two latches
are present in this circuit. Extralatch provides enough current for faster decision-
making in the comparator circuit. Transient power is also analyzed in this circuit so
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Table 1 Performance comparison

Design
specification

Conventional
dynamic
comparator

Double tail
dynamic
comparator

Double tail
comparator with
enhanced latch
regeneration

Proposed
comparator

Technology 180 nm 180 nm 180 nm 180 nm

Supply 0.8 V 0.8 V 0.8 V 0.8 V

Slew rate 1.3 kV/µs 3.25 kV/µs 7.61 kV/µs 7.25 kV/µs

Rise time
(clock)

0.08 ns 0.08 ns 0.08 ns 0.08 ns

Fall time (clock) 0.08 ns 0.08 ns 0.08 ns 0.08 ns

Delay 13.8 ns 5 µs 4.2 µs 4.26 µs

Power
consumption

15.54 µw 29.21 µw 28.23 µw 24.64 µw

Max. sampling
frequency

800 MHz 1.6 GHz 2.2 GHz 2.24 GHz

that it can get a brief analysis of dynamic comparator circuit with enhanced latch
regeneration speed.

In, double tail dynamic comparator with enhanced latch regeneration speed circuit
simulation the given sinusoidal input of 702.5 mV and 607.5 mV to the differential
input. Here, two latches and the 1 pF capacitor is used at the output node hence the
decision-making operation becomes faster. It can be seen from the corresponding
output graph. The output plot is more accurate than the double tail dynamic com-
parator because two tails and two latches are present in this circuit. Extra latches
provide enough current for faster decision-making in the comparator circuit. Tran-
sient power is also analyzed in this circuit so it can get a brief analysis of dynamic
comparator circuit with enhanced latch regeneration speed.

The performance comparison is illustrated in Table 1. This table gives a detailed
analysis of all the comparator circuits in terms of slew rate, rise time, fall time, delay
and power consumption, and maximum sampling frequency.

4 Conclusion

In this paper, comprehensive delay analysis for various varieties of clocked dynamic
comparators and expressions were derived and conferred. Various structures of con-
ventional dynamic comparator such as conventional double tail dynamic compara-
tors, and the double tail dynamic comparator with enhanced latch regeneration and
proposed comparator have been analyzed in terms of slew rate, rise and fall times,
power consumption, delay, andmaximum sampling frequency. The simulated results
confirmed that the projected comparator have significantly reduced the delay and the
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power consumption as compared to the double tail dynamic comparator and Dou-
ble tail comparator with enhanced latch regeneration. All comparators have been
designed and simulated in cadence virtuoso.
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Tuned Universal Filter Design Using
Single Differential Difference Current
Conveyor for Sub-GHz Frequency Band

Shalini Mishra, Devarshi Shukla, Vijaya Bhaduaria
and Santosh Kumar Gupta

Abstract In this paper, the proposed configuration is realizing High-Pass, Band-
Pass, Low-Pass, and Notch filters simultaneously using a single Differential Differ-
ence Current Conveyor (DDCC) as an active block. First, the circuit is implemented
using passive resistors and then, in proposed configuration, passive resistors are
replaced by active resistors. Proposed configuration occupied less area, provide bet-
ter noise immunity, and offer programmability at the cost of slight increase in Total
HarmonicDistortion. The circuit is simulated in cadence virtuoso 180 nm technology
and checked for programmability. It is found that cutoff frequency varied from 13.9
to 28.34 MHz by varying the gate voltage from 1.1 to 1.5 V of the active resistance.

Keywords DDCC · THD · Universal filter

1 Introduction

Traditionally, Operational Amplifiers (op-amps) were used to design various filters.
The use of op-amps has various disadvantages including limited bandwidth, limited
slew rate, and complex circuitry. This led to discovery of many active blocks [1].
One such active block is Differential Difference Current Conveyor (DDCC) [2–7].
DDCC active block overcomes the disadvantages of op-amps.

Introduced in 1996, DDCC binds advantages of Differential Difference Amplifier
(DDA) [8], like high-input impedance, low-output impedance, and capability of

S. Mishra
Qualcomm, Bengaluru, India
e-mail: shalmish@qti.qualcomm.com

D. Shukla (B) · V. Bhaduaria · S. K. Gupta
Department of Electronics and Communication Engineering, MNNIT Allahabad, Allahabad, India
e-mail: devarshinitrr@gmail.com

V. Bhaduaria
e-mail: vijaya@mnnit.ac.in

S. K. Gupta
e-mail: skg@mnnit.ac.in

© Springer Nature Singapore Pte Ltd. 2020
D. Dutta et al. (eds.), Advances in VLSI, Communication, and Signal Processing,
Lecture Notes in Electrical Engineering 587,
https://doi.org/10.1007/978-981-32-9775-3_41

451

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9775-3_41&domain=pdf
mailto:shalmish@qti.qualcomm.com
mailto:devarshinitrr@gmail.com
mailto:vijaya@mnnit.ac.in
mailto:skg@mnnit.ac.in
https://doi.org/10.1007/978-981-32-9775-3_41


452 S. Mishra et al.

performing arithmetic operations, and Second Generation Current Conveyor (CCII)
[9] like high gain and bandwidth. Second Generation Current Conveyor (CCII) has
various applications like the design of different types of Filters, Amplifiers, and
Oscillators. CCII offers versatile performance, low-power consumption, and high
bandwidth. The major disadvantage of CCII was single input voltage terminal. Due
to this, differential mode signals could not be applied to CCII. Two or more CCIIs
had to be used for applications requiring differential mode signals. The shortcoming
of CCII was overcome by incorporating DDA block as input stage of CCII to form
DDCC active block.

Generally, passive components are used along with active blocks to design filters.
A similar circuit was implemented using a single DDCC active block, three passive
resistors, and two capacitors to implement a universal filter [10]. In the proposed
configuration, passive resistors are replaced by active resistors. These active resistors
are implemented using NMOS transistors in triode region. The use of active resistors
offers various advantages as shall be discussed in the results section.

Section 2 of this paper covers the proposed configuration for the design of uni-
versal filter using DDCC and active resistors. Section 3 covers the results obtained
after performing AC, noise, and Total Harmonic Distortion analyses. Finally, Sect. 4
concludes the work done.

2 Methodology

The DDCC active block used is an eight-terminal active block as shown in the Fig. 1.
Three voltage input terminals namely VY1, VY2, and VY3 are present. One current
input terminal is present namely VX. There are four current output terminals namely

Fig. 1 Symbol of DDCC
active block
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Fig. 2 CMOS realization of DDCC [10]

IZ1, IZ2, IZ3, and IZ4. Among these, IZ1 is non-inverting whereas IZ2, IZ3, and IZ4 are
inverting terminals. All current output terminals follow the current through input
current terminal VX. For the non-inverting terminal, direction of current is same
as that of input current terminal but for inverting terminals, direction of current is
opposite to that of input current terminal (Fig. 2).

The input stage of DDCC is a DDA block. In this block, transistors M1 and
M2 form the current mirror load and the transistors M3, M4 and M5, M6 form the
differential pairs. Thus, M3, M4, M5, and M6 amplify the differential difference
voltages. It is assumed that the transistors M1 and M2 are perfectly matched. This
forces the current through these transistors to be equal. Applying KCL at source to
drain nodes of M1 and M2, sum of currents through transistors M3 and M5 equals
the sum of currents through transistors M4 and M6. Thus

I1 = I2 = I3 + I5 = I4 + I6; (1)

This implies

I5 = I6 − I3 + I4; (2)

Since the differential output currents of the differential pairs depend on gate
voltages of respective transistors, the following expression is obtained:

VX = Vy1 − Vy2 + Vy3; (3)
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The output stage of DDCC is current conveyor circuit. In the output stage, the
current through terminal VX is conveyed to the non-inverting terminal IZ1 using
transistors M9, M11, and M12. Current mirrors (using transistors M13, and M17,
M16, and M18) are used further to invert the direction of current from IZ1 to IZ2, IZ3,
and IZ4. Thus, both inverting and non-inverting current conveyor is obtained in the
same circuit.

3 Proposed Configuration

DDCC active block can be used to design various circuits. A single DDCC active
block was used to design universal filter [10]. Which is named as the first configu-
ration. In this configuration, three passive resistors (1 k� each), two capacitors (10
pF each) along with a DDCC active block are used. It is observed that the transfer
functions obtained at various output ports depend on external components (resistors
and capacitors) used.

In the proposed configuration, passive resistors are replaced with active resistors.
Active resistors are implemented using NMOS transistors working in triode (lin-
ear) region of operation. Ron represents the resistance offered by NMOS transistors
(Fig. 3).

DDCC

Vy1

Vy2

Vy3

Vb

Vx

V+

V-

Iz1

Iz2

Iz3

Iz4

AC R on1

1.13V

R on2

R on3

Vout3

Vout1

C 1=10pF

C 2=10pF
Vout2

Vout4

0.5V

-1.25V

+1.25V

Fig. 3 Circuit diagram showing the second configuration for design of universal filter using DDCC
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The transfer functions obtained at various output ports are given by the equations
that follow.

Vout1

V in
= s2C1C2

s2C1C2 + s[C2(1/Ron1 − 1/Ron2) + C1 · 1/Ron2] + 1/Ron1 · 1/Ron2
(4)

Vout2

V in
= −sC1 · 1/Ron2

s2C1C2 + s[C2 · (1/Ron1 − 1/Ron2) + C1 · 1/Ron2] + 1/Ron1 · 1/Ron2

(5)

Vout3

V in
= s · C2(1/Ron1 − 1/Ron2) + 1/Ron1 · 1/Ron2

s2 · C1 · C2 + s[C2 · (1/Ron1 − 1/Ron2) + C1 · 1/Ron2] + 1/Ron1 · 1/Ron2

(6)

Vout4

V in
= s2C1C2 · Ron3

Ron2
+ s · C2 · (1/Ron1 − 1/Ron2) + 1/Ron1 · 1/Ron2

s2 · C1 · C2 + s[C2 · (1/Ron1 − 1/Ron2) + C1 · 1/Ron2] + 1/Ron1 · 1/Ron2

(7)

Equations (4), (5), (6), and (7) give transfer function for High-Pass filter, Band-
Pass filter, Low-Pass filter, and Notch filter when Ron1 = Ron2 respectively.

The angular frequency and quality factor of the filters are given by the following
equations:

ωo = √
1/Ron1Ron2C1C2 (8)

Q =
√
C1C2 · 1/Ron1 · 1/Ron2

C2·[1/Ron1 − 1/Ron2] + C1 · 1/Ron2
(9)

The proposed configuration realizes High-Pass, Band-Pass, Low-Pass, and Notch
filters simultaneously using a single DDCC active block, three active resistors, and
two grounded passive capacitors. As can be seen fromEqs. (4)–(7), transfer functions
of various filters depend on external components, namely resistors and capacitors.
With the use of active resistors, value of the resistance offered by it can be easily
controlled. Thus, use of active resistor offers programmability of the filter.

4 Simulation Results

The circuit proposed byChiu et al. [10]was simulated in cadence usingUnitedMicro-
electronics Corporation (UMC) 0.18 µm technology file. Aspect ratio for NMOS
transistors is W/L = 1.8 µm/0.18 µm and that for PMOS transistors is W/L =
7.2 µm/0.18 µm.

The DDCC block is used in two configurations. In the first configuration proposed
by Chiu et al. [10], three passive resistors, each of 1 k�, are used to implement
the universal filter. In the second configuration, passive resistors are replaced by
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NMOS transistors working as active resistors (Triode region). The W/L ratio is
0.96 µm/0.18 µm and biasing voltage is 1.13 V to bias NMOS in triode region.

In both configurations, the DC voltages are ±1.25 V and the biasing voltage (Vb)
is 0.5 V. Capacitors of value 10 pF are used in both the configurations.

In Fig. 4, output Vout1, Vout2, Vout3, and Vout4 gives High-Pass Filter (HPF),
Band-Pass Filter, Low-Pass Filter (LPF), and Notch Filter response respectively. The
center frequency for the universal filter is found to be 15.9 MHz which matches with
the theoretical analysis.

Similarly, in proposed configuration, HPF, BPF, LPF, and Notch filter response
is obtained at Vout1, Vout2, Vout3, and Vout4, respectively. The center frequency of
the proposed configuration is also found to be 15.9 MHz shown in Fig. 5.

With the use of active resistors, the value of the resistance offered by it can be
easily controlled by changing the applied gate voltage. Thus, use of active resistor
offers reduction of noise and area and enhances programmability of the filter also. The
following Fig. 6, Fig. 7, Fig. 8, and Fig. 9 depict the programmability of HPF, BPF,
LPF, and Notch filter, respectively and Table 1 summarizes the results of universal
filter at different cutoff voltages.

Fig. 4 Magnitude plot for the universal filter in the first configuration

Fig. 5 Magnitude plot for the universal filter in the second configuration
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Fig. 6 Magnitude plot of HPF in the proposed configuration

Fig. 7 Magnitude plot of BPF in the proposed configuration

Fig. 8 Magnitude plot of LPF in the proposed configuration
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Fig. 9 Magnitude plot of Notch Filter in the proposed configuration

Table 1 Performance of programmable filter

Name of
filter

Cutoff
frequency
(Vg = 1.1 V)
(MHz)

Cutoff
frequency
(Vg = 1.2 V)
(MHz)

Cutoff
frequency
(Vg = 1.3 V)
(MHz)

Cutoff
frequency
(Vg = 1.4 V)
(MHz)

Cutoff
frequency
(Vg = 1.5 V)
(MHz)

High-pass
filter

13.9 16.02 17.7 19.05 20.3

Band-pass
filter

15.82 17.87 19.8 21.47 23

Low-pass
filter

19.1 21.73 24.13 26.3 28.34

Notch filter 14.89 17.29 19.83 22.2 24.3

Noise analysis has been done on both configurations. Value of square of noise
voltage is integrated over the frequency range 1 Hz–100 MHz. Table 2 shows the
values for noise analysis.

For Vout1 (HPF), the noise value decreases by 19.11% with the use of active
resistor as compared to passive resistor. Similarly, the noise values of the other
outputs are also decreased viz Vout2 (BPF) by 10.76%, Vout3 (LPF) by 24.2%, and
Vout4 (Notch) by 24.5%.

Table 2 Noise analysis comparison between passive resistor and active resistor

Output Noise passive resistor
(dB)

MOSFET resistor (dB) Percentage decrease in
noise (%)

VOUT1 (HPF) 2.93 × 10−7 2.37 × 10−7 19.11

VOUT2 (BPF) 9.5289 × 10−7 8.503 × 10−7 10.76

VOUT3 (LPF) 3.0567 × 10−7 2.3159 × 10−7 24.2

VOUT4 (Notch) 5.198 × 10−7 3.92 × 10−7 24.5
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Third Harmonic Distortion (HD3) was also analyzed at 15.9 MHz and 360 mV
input. The plots of HD3 for the passive resistor and active resistor configurations are
shown in Fig. 10, Fig. 11, Fig. 12, and Fig. 13 for HPF, BPF, LPF, and Notch filter,
respectively.

It can be conclusively observed in Table 3 that Harmonic Distortion has increased
for each of the filter response with the use of active resistor. Power dissipation for
both the configurations was found to be 3.048 mw.

Fig. 10 HD3 plot for the HPF

Fig. 11 HD3 plot for the BPF
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Fig. 12 HD3 plot for the LPF

Fig. 13 HD3 plot for the Notch Filter

Table 3 HD3 analysis comparison between passive resistor and active resistor at 250 mV input
voltage

Name of filter HD3 (dB) for passive
resistor at 250 mV (dB)

HD3 (dB) for active
resistor at 250 mV (dB)

Percentage increase in
HD3 of active resistor
Vs passive resistor (%)

High-pass filter −35 −28 20

Band-pass filter −25 −21 16

Low-pass filter −35 −24 31.4

Notch filter −18 −23 −27.78
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5 Conclusion

Frequency response of thefilter depends on external components (resistors and capac-
itors) when DDCC active block is used in the circuit designed by Chiu et al. [10].
Therefore, the cutoff frequency can be controlled by changing external resistors.
The circuit was implemented in two configurations. In the first configuration, pas-
sive resistors are used whereas in proposed configuration, active resistors are used.
The active resistors, implemented using NMOS transistors, are operating in triode
region. With the use of active resistors, value of resistance can easily be controlled to
set desired value of cutoff and central frequencies as well as quality factor (Q) even
after post-fabrication. Hence, the proposed configuration offers programmability of
the filter.

It can be seen that the frequency response of both the configurations match when
the value of active resistor is set to 1 k� (same as the value of passive resistor in
first configuration). After performing noise analysis, it was observed that MOS as
resistor offers more noise immunity. However, Total Harmonic Distortion slightly
increases with the use of MOS as active resistor. The proposed configuration offers
programmabilitymore noise immunity at the cost of slight increase inTotalHarmonic
Distortion.
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0.5 V Two-Stage Subthreshold Fully
Differential Miller Compensated OTA
Using Voltage Combiners

Sougata Ghosh and Vijaya Bhadauria

Abstract A simple high-performance architecture for low-voltage and power-
efficient gate along with bulk-driven miller compensated Fully Differential Oper-
ational Transconductance Amplifier (FDOTA) for biomedical applications is pre-
sented in this paper. The proposed design is suitable for operation under sub-1 V
single supply and consists of two gain stages. Voltage Combiner (VC) based pseudo-
differential circuit has been used in the second stage in order to increase the DC gain.
In the proposed design, all the MOSFETs are biased to operate in the subthreshold
region for minimum power consumption. The OTA is implemented in the Cadence
Virtuoso Environment using 180 nm standard CMOS technology under 0.5 V and
consumes only 70nW power. DC gain, Unity Gain Bandwidth (UGB), and phase
margin are found to be 68.0656 dB, 9.395 kHz, and 71.90425°, respectively at a
capacitive load of 5 pF. The minimum input-referred noise at 10 Hz and 10 kHz
frequencies is found to be 4.6161 µV/sqrtHz and 276.323 nV/sqrtHz, respectively.
The OTA is simulated for different process corners and temperature variations also.

Keywords Operational Transconductance Amplifier (OTA) · Voltage Combiner
(VC) · Unity Gain Bandwidth (UGB)

1 Introduction

Nowadays in our daily life, the demand of portable handheld devices such as note-
book and laptops, cell phone, wireless sensor networks, and biomedical implantable
devices [1] have become attractive.With the rapid growth of these devices, the design
of low-power CMOS circuits is always preferable because it ensures compact bat-
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tery size, lightweight, lesser costs, and enhanced battery backup. The reduction of
supply voltage and reduced dimensions of the components are the main factors to
achieve the minimum power consumption and improved performance. To meet the
above requirements, subthreshold transistors biased with currents below 500 nA is
recommended. Therefore, the low-frequency applications which require low-speed
and bandwidth specifications within a few kHz can be better implemented using sub-
threshold operated circuits. The subthreshold operation suits low-voltage design due
to reduced drain-to-source voltage (VDS) of around 78 mV as compared to 250 mV
required in strong inversion [2–4].With the downscaling of the feature size in CMOS
technology, the supply voltage has decreased to avoid breakdown and increase the
reliability of the device. Analog circuit designers face difficulties to maintain reliable
performance as the supply voltage and threshold voltage are not scaled down pro-
portionally. Hence the headroom of the analog operations is decreased. Also, shorter
channel devices tend to have short channel effects which reduce its intrinsic gain.
So, it is very difficult to obtain sufficient gain of single-stage amplifier. Cascode
transistors cannot be used since they limit the output swing. To increase the gain,
a self-cascode [3–6] transistor is often used as it gives high-resistance value with a
single transistor output voltage compared to cascade transistors.

In recent times, several low-voltage CMOS circuits using bulk-driven transis-
tors such as differential amplifiers, current mirrors, and voltage buffers have been
designed to increase the ICMR range as well as output swing as the threshold volt-
age is eliminated from the signal path. But in this proposed design, gate along with
bulk-driven MOS transistors are used to provide a sufficient gain as compared to the
present state-of-the-art.

In this paper, a low-voltage, low-power, subthreshold, two-stage, pseudo-class
AB amplifier (comprised of DTMOS-based input pair) is designed which works
satisfactorily with 0.5 V supply. To achieve sufficient DC gain, the proposed design
employs two-stage architecture. The input stage of OTA works as pseudo inverter
which increases the input transconductance (gmI). A Voltage Combiner technique
is used to enhance the output transconductance (gmII). The proposed OTA has been
designed with a load capacitance of 5 pF.

This paper has been organized into five sections. Section 2 deals with the circuit
description. The detailed analysis of the derivations of required expressions is given
in Sect. 3, followed by the simulated results in Sect. 4 as well as comparison of
different amplifiers designed with 180 nm technologies in Sect. 5. Finally, the paper
is concluded in Sect. 6.

2 Circuit Description

The circuit diagram of the proposed OTA is shown in Fig. 1. The first stage is pseudo
inverter-based differential stage M1–M8, the second stage is a Voltage Combiner
M9–M12. The inverting and non-inverting input terminals are denoted as VIN and
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VBB

VDD

VIP VIN VIP VIN

VBB
VBB

VO1P
VO1N

VON VOP

CLCL

CC CC

M1 M4 M3 M2

M5 M7 M8 M6 M9 M10

M11 M12

Fig. 1 Schematic of the proposed OTA

VIP, similarly, VON and VOP are the output terminals of the OTA. The first stage
of this proposed OTA is built by dual current mirror load (M5–M7 and M6–M8) in
two pseudo-differential pairs M1–M4 with M2–M3. As observed from the circuit
diagram, the additional inputs are fed to the gates of M5 and M6 through a circuitry
M3–M4 making the circuit as a pseudo inverter. Because of additional inputs, the
configuration makes an improvement in input transconductance (gmI). The threshold
voltage of PMOS transistors M5–M8 is reduced due to the bulk voltage VBB. The
diode-connected MOS M7 and M8 set predefined output common-mode voltage
which eliminates the need of additional common-mode feedback circuit in the first
stage. Input is given to the gate and bulk terminal of input stage driver transistor
M1–M4 which also increases gmI but that requires an additional fabrication step. The
voltage gain of the first stage is given by

AVdiff 1 =
[
(gm1 + gmb1) + gm5

(
gm4 + gmb4

gm7 + gds7 + gds4

)](
1

gds1 + gds5

)
(1)

The circuit in Fig. 1 is designed to operate in a fully differential configuration.
Identical pair of transistors are M1 and M2, M3 and M4, … and M11 and M12. In
Eq. (1) gmX, gmbX, and gdsX are gate transconductance, bulk transconductance, and
drain conductance of Xth transistor. The second stage configuration in this OTA is a
Voltage Combiner [7] based pseudo-differential amplifier (M9–M12) with dynamic
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body biasing. The primary aim of the second stage is to provide large transconduc-
tance in order to improve overall gain and also to keep the Right Half Plane (RHP)
zero at a higher frequency for the improvement of phase margin. Voltage Combiner
based pseudo-differential amplifier consists of NMOS transistors M9 and M10 in
CD (common drain) configuration and other NMOS transistors M11 and M12 in CS
(common source) configuration. The open-loop gain expression of this second stage
VC-based differential amplifier is expressed as

AVdiff ,2 = gm9 + gmb9 + gm11 + gmb11

gds9 + gds11 + gm9 + gmb9
(2)

The schematic of the proposed two-stage pseudo fully differential OTA is shown
in Fig. 1.

3 Analysis and Design

This section describes the characteristics of the proposedOTAalongwith the required
design expressions with derivations.

3.1 Differential Gain and Common-Mode Gain for First
Stage

From Fig. 1, it is obvious that the first stage is symmetric, so differential gain as well
as common-mode gain can be found using half circuit method.

To determine the differential gain, a small-signal differential voltage (Vid/2) is
applied at both the input terminals of the half circuit keeping the common-mode
voltage VCM zero as shown the Fig. 2. In order to calculate the differential gain, first
VA is to be determined.

The corresponding small-signal equivalent of the half circuit is shown in Fig. 3a.
Similarly, VB is determined from the small-signal equivalent circuit of the left side
of the half circuit. This is shown in Fig. 4.

From this Fig. 3a, the following relation is obtained:

VA(gds7 + gm7 + gds4) = (gm4 + gmb4)
Vid

2
or VA = (gm4 + gmb4)

Vid
2

gds7 + gm7 + gds4
(3)

From Fig. 4a, the following relation is obtained:

VB(gds5 + gds1) = −(gm1 + gmb1)
Vid

2
− gm5VA (4)
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VDD

VIP= VCM + (Vid /2) VIN = VCM - (Vid/2)

VA
VB=VO1N /2

M5 M7

M1 M4

VBB VBB

Fig. 2 Half circuit of first stage pseudo-differential amplifier
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Fig. 3 Low-frequency small-signal equivalent of right side of the half circuit for finding VA:
differential signal (a), common-mode signal (b)
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VB = VO1N/2
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G5
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gmb1(Vcm )

(b)(a)

Fig. 4 Low-frequency small-signal equivalent of left side of the half circuit for finding VB: differ-
ential signal (a), common-mode signal (b)

Substituting the value of VA from Eq. (3) into Eq. (4)

VB =
[
−(gm1 + gmb1)

Vid

2
− gm5(gm4 + gmb4)(

Vid
2 )

gds7 + gm7 + gds4

](
1

gds5 + gds1

)

VB

− Vid
2

= AVdiff 1 =
[
gm1 + gmb1 + gm5(gm4 + gmb4)

gds7 + gm7 + gds4

](
1

gds5 + gds1

)

AVdiff 1 =
[
(gm1 + gmb1) + gm5(

gm4 + gmb4
gm7 + gds7 + gds4

)

](
1

gds5 + gds1

)
(5)

Common-mode gain is calculated with Vid set to zero. In Fig. 3b, the final expres-
sion for VA is given by Eq. (6).

VA(gm7 + gds7) = − VA

rds4
− (gm4 + gmb4)VCM or, VA = −(gm4 + gmb4)VCM

gm7 + gds7 + gds4
(6)

In a similar way, in Fig. 4b, the expression of VB (for common-mode gain) is
given by Eq. (7).

VB

rds5
+ gm5VA + VB

rds1
+ (gm1 + gmb1)VCM = 0 (7)
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Substituting the value of VA from Eq. (6) into Eq. (7)

gm5
−(gm4 + gmb4)VCM

gm7 + gds7 + gds4
+ (gm1 + gmb1)VCM = −VB

[
gds1 + gds5

]
−VB

VCM
= AVcm,1 =

[
(gm1 + gmb1) − gm5

(gm4 + gmb4)

gm7 + gds4 + gds7

](
1

gds5 + gds1

)
(8)

The final expression for common-mode gain is obtained as depicted in Eq. (8).

3.2 Differential Gain and Common-Mode Gain for Second
Stage

As the second stage is Pseudo-differential amplifier; CMRR = 1, i.e., differential
gain and common-mode gain are equal and from the small-signal analysis of the
Voltage Combiner, the open-loop gain (DC gain) and the common-mode gain may
be expressed as

AVdiff 2 = AVcm,2 = gm9 + gmb9 + gm11 + gmb11
gds9 + gds11 + gm9 + gmb9

(9)

3.3 Total Differential Gain and Common-Mode Gain
of the Proposed OTA

The total gain from two stages can be obtained bymultiplying individual gain expres-
sions, which is given by

AV,DM = AVdiff 1 · AVdiff 2 =
(

gmI
gds1 + gds5

)
·
(
gm9 + gmb9 + gm11 + gmb11
gds9 + gds11 + gm9 + gmb9

)
(10)

where

gmI = (gm1 + gmb1) + gm5

(
gm4 + gmb4

gm7 + gds7 + gds4

)

AVCM = AVcm,1 · AVcm,2

AV,CM =
[[

(gm1 + gmb1) − gm5
(gm4 + gmb4)

gm7 + gds4 + gds7

](
1

gds1 + gds5

)](
gm9 + gmb9 + gm11 + gmb11
gds9 + gds11 + gm9 + gmb9

)

(11)
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Combining Eqs. (10) and (11)

CMRR = AV,DM

AV,CM
= (gm1 + gmb1) + gm5(

gm4+gmb4
gm7+gds7+gds4

)

(gm1 + gmb1) − gm5(
gm4+gmb4

gm7+gds7+gds4
)

(12)

3.4 Frequency Response

In this paper, Miller compensation technique has been used to compensate the pro-
posed two-stage OTA in order to make it stable. Here, a compensation capacitance is
used between two high-resistance nodes for splitting the poles. The OTA is designed
to have a higher transconductance (gmIIC) in the second stage, to have sufficient phase
margin by keeping zero at a higher frequency.

The dominant, nondominant pole, and Right Half Plane (RHP) zero is located at

Pdominant = 1

2πR1gmIIR2Cc
(13)

Pnon−dominant = − gmII
2πCL

(14)

PZ = gmI
2πCc

(15)

where R1, R2 denote output impedance at input and output stages.
The Unity Gain Bandwidth of this OTA in Fig. 1 is expressed by

Unity gain bandwidth (UGB) = gmI
2πCc

(16)

4 Simulation Results

The proposed OTA was implemented and simulated using Cadence Virtuoso Tool
with 180 nm standard CMOS technology. The supply voltage is taken as 0.5 V. In
this design, the aspect ratio of all transistors have been chosen to optimize the gain
and input-referred noise.

1 V magnitude of an AC signal is applied to the input with a load capacitance of
5 pF. The simulated open-loop gain and phase response with load capacitance (CL)
of 5 pF are shown in Fig. 5. A gain of 68.0656 dB, a UGB of 9.395 kHz with a phase
margin of 71.90425° have been observed. It is observed from the simulation results
that UGB appears to be low since all the transistors are operated in weak inversion.
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Fig. 5 Open-loop frequency response for gain and phase of the proposed OTA

Figure 6 gives the response of common-mode and power supply rejection of
OTA. The differential gain and common-mode gain is found to be 68.07 dB and −
8.774 dB, respectively. So from the plot, CMRR is 76.84 dB and the PSRR is 71 dB
at 1 mHz approximately. The second stage of the OTA results in a slightly larger
common-mode gain at the output node which reduces the CMRR.

The input-referred noise of the proposed OTA is presented in Fig. 7. Due to the
large input stage transconductance which is almost two times larger as compared
to conventional differential amplifiers [8], the noise is found to be very less, i.e.,
588.105 nV/sqrtHz at 1 kHz of frequency.

To examine the robustness of gain and phase response of the OTA, a Monte
Carlo analysis for 1000 samples has been done which is shown in Fig. 8. The Gain-
Bandwidth value slightly deviates from the actual result due to the process variations.

The proposed OTA is designed to operate well under different device corners and
process variations. Five device corners (nominal, SS, FF, SF, FS) havebeenperformed
to examine the effect of process corners over the performance of proposed OTA. The
gain in typical corner is 68.06 dB. The gain is found to be minimum (65.13 dB) in FF
corner andmaximum (69.89 dB) in SS corner. Also, all these corners are analyzed for
two temperatures 27 and 75 °C to establish the operation of OTA in wide temperature
ranges. The variations of gain and phase for all the five corners are shown in Fig. 9.
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(a)

(b)

Fig. 6 Response of the proposed OTA at VCM of 0.3 V: CMRR (a) and PSRR (b)
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Fig. 7 Input-referred noise characteristics of the proposed OTA

5 Comparison

Performance comparison of proposed OTA with other OTAs designed in 180 nm
technology is given in Table 1.

In the context of performance comparison with other OTAs designed in 180 nm
technology, the proposed design shows overall better results in open-loop gain, power
consumption, phase margin, CMRR. As the proposed design is intended for ultra-
low-voltage and low-power applications especially in biomedical narrowband appli-
cations for frequencies up to a few KHz. It is very much suitable for narrowband
applications. However, the bandwidth can be increased at the cost of power con-
sumption and phase margin. The proposed design consumes less power and it is only
0.25%, 0.28%, 7%, 0.09% of reference paper reported [1, 5, 8, 9] respectively. The
simulated results of the proposed design slightly vary with GBW, phase margin, and
slew rate at the capacitive load of 10 and 20 pF. In our design, settling time values
are 35 µs and 140 µs for 0.1% and 0.01% error, respectively. However, the applica-
tions like wireless sensor networks and biomedical applications where speed is not
a constraint, the proposed design demands more attention.
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Table 1 Performance comparison of proposed OTA, for CL = 5, 10, 20 pF with other OTAs
designed in 180 nm technology

Parameters [5] [7] [9] [1] This work

CL = 5 pF CL = 10 pF CL = 20 pF

Power Supply
(V)

0.5 0.7 0.8 0.5 0.5 0.5 0.5

CMOS
technology
(nm)

180 180 180 180 180 180 180

DC gain (dB) 63 57.5 51 62 68.065 68.066 68.065

GBW (MHz) 0.55 3 0.04 10 0.00939 0.00845 0.00718

PM (°) 50 60 65 60 71.904 72.77 73.91

CMRR (dB) 86 19 65 – 76.69 76.70 76.70

PSRR (dB) 81 52 – – 71 71 71

Load
capacitance
(pF)

20 20 10 20 5 10 20

Slew rate
(V/µs)

0.23 2.8 0.12 2 0.085/0.057 0.072/0.050 0.065/0.047

Power
consumption
(µW)

28 25 1 75 0.07 0.07 0.07
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(a)

(b)

Fig. 8 Monte Carlo simulation results for gain (a), phase (b), and GBW (c)
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(c)

Fig. 8 (continued)

6 Conclusion

This paper presents the approach of low-voltage, low-power, two-stage, fully dif-
ferential OTA design using Voltage Combiners in the second stage to improve the
overall gain. Compared to contemporary reports of OTAs, the proposed design shows
better performances with low-voltage, low-power supply. The power consumption
is only 70 nW at 0.5 V supply; therefore, it is suitable for biomedical narrow band
filter applications. The input-referred noise at 1 kHz is found to be 588.11 nV/sqrtHz
and is useful in the biomedical field.
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(a)

(b)

Fig. 9 The effect of process corners on gain at 27 °C (a), gain at 75 °C (b), phase at 27 °C (c),
phase at 75 °C (d)
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(c)

(d)

Fig. 9 (continued)



0.5 V Two-Stage Subthreshold Fully Differential Miller … 479

References

1. Chatterjee, S., Tsividis, Y., Kinget, P.: 0.5-V analog circuit techniques and their applications
in OTA and filter design. IEEE J. Solid-State Circuits 40(12), 2372–2387 (2005)

2. Sharan, T., Bhadauria, V.: Fully differential, bulk driven, class AB, sub-threshold OTA with
enhanced slew rates and gain. J. Circuits Syst. Comput. 26(1), 1750001 (2017)

3. Ferreira, L.H.C., Pimenta, T.C., Moreno, R.L.: An ultra- low-voltage ultra-low-power weak
inversion composite MOS transistor concept and applications. IEICE Trans. Electron. 91(4),
662–665 (2008)

4. Ferreira, L.H.C., Pimenta, T.C., Moreno, R.L.: An ultra-low-voltage ultra-low-power CMOS
miller OTA with rail-to-rail input/output swing. IEEE Trans. Circuits Syst. II: Express Briefs
54(10), 843–847 (2007)

5. Trakimas, M., Sonkusale, S.: A 0.5 V bulk-input OTA with improved common-mode feedback
for low-frequency filtering applications. Analog Integr. Circuits Signal Process. 59(1), 83–89
(2009)

6. Ferreira, L.H.C., Sonkusale, S.R.: A 60-dB gain OTA operating at 0.25-V power supply in
130-nm digital CMOS process. In: IEEE International Symposium on Circuits and Systems
(ISCAS), pp. 1881–1884. IEEE (2014)

7. Cabrera-Bernal, E., Pennisi, S., Grasso, A.D., Torralba, A., Carvajal, R.G.: 0.7-V three-stage
class-AB CMOS operational transconductance amplifier. IEEE Trans. Circuits Syst. I: Regul.
Pap. 63(11), 1807–1815 (2016)

8. Achigui, H.F., Fayomi, C.J.B., Sawan, M.: 1-V DTMOS-based class-AB operational amplifier
implementation and experimental results. IEEE J. Solid-State Circuits 41(11), 2440–2448

9. Valero, M., Celma, S., Medrano, N., Calvo, B., Azcona, C.: An ultra low-power low-voltage
class AB CMOS fully differential OpAmp. In: IEEE International Symposium on Circuits and
Systems (ISCAS), pp. 1967–1970 (2012)

10. Panigrahi, A., Parhi, A.: Design of 0.5 áV voltage-combiner based OTA with 60 ádB gain
250 ákHz UGB in CMOS. Analog Integr. Circuits Signal Process. 92(1), 159–165 (2017)



Current Feedback Operational
Amplifier-Based Biquadratic Filter

Tripurari Sharan, Khoirom Johnson Singh and Anil Kumar Gautam

Abstract This paper presents a current feedback operational amplifier (CFOA)
based on the topology of the second-generation positive current conveyor (CCII+)
and an output buffer. The CCII+ is comprised of n-input and p-input balanced cur-
rent mirror load OTAs with negative feedback from X node to inverting inputs of the
differential pairs. Non-inverting inputs of differential pair make Y input node. The
dual-input pair with balanced load structure ensures well-matched circuit character-
istic and very low-output offset. This CFOA is biased in the strong inversion region
using a dual power supply of ±0.6 V with a bias current of 10 μA. It dissipates
the total power of 377 μW and satisfies good CFOA characteristics up to 70 MHz
frequency. The CFOA cells have been utilized to design a single input multi output
(SIMO) function voltage-mode universal filter which dissipates the total power of
1.79 mW. These circuits have been simulated using cadence simulator tool in 180 nm
standard n-tub bulk-CMOS process in its UMC environment.

Keywords Symmetric OTA · Current conveyor II+ · Current feedback operational
amplifier · Biquadratic voltage-mode filter

1 Introduction

The CMOS analog design methodology has proved itself better than bipolar technol-
ogy in low-area, low-voltage, low-power aspects which have enabled highly com-
pact low-cost systems having higher design simplicity. Various analog cells are being
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used as voltage and current amplifiers, current integrators and differentiators, capaci-
tance multipliers, impedance simulators, analog-to-digital and digital-to-analog con-
verters, instrumentation amplifiers, oscillators, and waveform generators, etc. [1–4].
Though the CMOS devices suffer from threshold voltage mismatch between nMOS
and pMOS devices, body bias effect and reduced transconductance gm value than
bipolar-based circuits, yet its low-cost fabrication, especially in standardn-tubCMOS
technology process, has enhanced its popularity, success, and utility over bipolar
technology [3]. The various analog design cells, such as an op-amp, OTA, OTRA,
CCII+, and CFOA are being used for analog system design. They offer their own
merits and demerits over one another and selection of a cell for a given analog system
is based on types of input and output signal as well as input and output impedances at
input and output ports [4–6]. Nowadays, current-mode circuit approach has become
more popular than its voltage-mode circuits counterparts. To assure full integration
within the SoC chip, the OTA and OTA-C filters have gained more popularity than
op-ampbased RC-filter design [7–11]. The second-generation positive and negative
current conveyer II has also been used for many analog systems designs in both
voltage- and current-mode aspects but voltage-mode cell, the op-amp has slew rate
and gain-bandwidth limitations over current feedback operational amplifier-based
circuits [12, 13]. So, the CCII+ and CFOA have proved itself more popular for
LV-LP design having enhanced slew rate with constant gain independent of its band-
width. The CCII+ and CFOA cells operate well at low-supply voltage and reduced
power dissipation and are suitable design cells for both voltage- and current-mode
design approaches [14].

The design of mixed-signal system utilizes some of the analog cells such as op-
amps, operational transconductance amplifiers (OTAs), second-generation positive
current conveyors (CCII+), andCFOAs [15, 16].Among these cells, theCFOAwhich
came into existence in around 1985, has a constant bandwidth (up to 100MHz) inde-
pendent of its closed-loop gain. It offers a very high slew rate (typically 2 kV/μs)
suitable for very high-frequency applications [17]. All the analog building block
made of op-amps could also be realized using CFOAs [18]. The CFOA is particu-
larly well suited for applications requiring variable closed-loop gains with constant
bandwidth, such as in automatic gain control applications [14]. The CCII+ cum out-
put buffer-based topology is most popular among other versions of CFOA topologies
addressed in the literature [19]. The input stage of the CFOA is a CCII+ , whereas the
CCII+ contains an OTA and some current buffers [14]. So, the overall performance
of CFOA is dependent on its OTA as well as its current and voltage buffers. The low-
voltage CFOA requires the supply voltage of at least 2 (VT + VOV) where VT is the
threshold voltage of the MOSFET and VOV is its overdrive voltage (VGS − VT ). This
2 (VT + VOV ) is nearly 1.5 V in 180 nmCMOS process and can further be reduced to
1.2 V with a rail-to-rail dual-input pair-based design approach as addressed in Ref.
[14].

AD844 is a commercially available current feedback op-amp (CFOA) with an
accessible Z-terminal. It has the option that its compensation pin (number 5) is
externally accessible while still maintaining pin capability with op-amps [14]. The
prominent nonidealities of the CFOAs include a finite nonzero input resistance Rx
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Fig. 2 Schematic of low-voltage CMOS CFOA

at port-X (typically around 50 �), the Z-port parasitic impedance consisting of a
parasitic resistance Rp (typically 3 M�) in parallel with a parasitic capacitance Cp
(typically, 5 pF) and theY-port parasitic impedance consisting of a parasitic resistance
Ry (typically 2 M�) in parallel with a parasitic capacitance Cy (typically, 2 pF) [14,
20, 21].

In this paper, a low-voltage CFOA cell, based on CCII+ followed by an output
buffer has been described in Sect. 2. The CFOA cells have been utilized to design
a biquadratic single input multiple output functions (SIMO) type voltage-mode uni-
versal filter in Sect. 3. Section 4 presents the comparison of this work with some of
the referred research papers and Sect. 5 concludes the various results.
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2 CFOA Circuit Schematics

Figure 1a, b show the used topology and circuit symbol of CFOA whereas Fig. 2
shows the overall circuit schematic of CMOS CFOA designed in bulk n-tub standard
CMOSprocess technology in strong inversion regionwith gate-driven input approach
to ensure high-frequency applications up to 100 MHz frequency. The design of this
CFOA is based on CCII+ followed by an output buffer approach [22].

The CCII+ has utilized two complementary differential pairs (DPs). The first one
is n-input DP and the latter one is p-input DP. TheseOTAs have used balanced current
mirror load structures as its input core. Non-inverting inputs of dual DPs are tied as
Y input whereas the inverting inputs of both the OTAs have been tied as one node
for X terminal of CCII+. The output nodes of DPs are combined using a combiner
network and current mirrored nodes which comprise the final X input node as well
as final output, i.e., the Z node of the CCII+. The final X node is achieved at the
common drain point of the CMOS devices P9 and N9. The 100% negative feedback
from the final X node to the inverting inputs of OTAs ensures unity gain voltage
conversion within Y and X input nodes as well as very low-input impedance at the
X terminal. The final X terminal is mirrored to get Z output node, comprised of
CMOS transistors P10 and N10 and is achieved at their common drain node [15]. This
circuit has utilized two-pMOS and two-nMOS current sources, one each as a tail
current source of nMOS and pMOSDPs and one each in the combiner network. This
circuit uses one diode connected pMOS (PB1) and one diode connected nMOS (NB1)
with a bias resistor of RB1 across the dual power supply (VDD and VSS) of values
±0.6 V, to generate gate bias voltages of pMOS and nMOS current tail transistors,
VBP and VBN, respectively, (see Fig. 2). The bias current is dependent on the power
supplies, sowell-regulated power supplies are desired. In the case of battery-operated
systems, the dual power supply should be derived using some regulator sub-circuit.
The complementary DPs in the input core of CCII+ ensure its rail-to-rail and low-
voltage (LV) operation. In the output section of the circuit, there is a class AB unity
gain buffer comprised of the CMOS devices P11–P13 and N11–N13 and which has
been adapted from Ref. [13]. The common drain node of CMOS devices P13 and N13

configures the buffered output node (W) of the CFOA. The X, Z, and W nodes of
this CFOA utilized the load resistor of 10 k�, not shown in Fig. 2.

2.1 The Basic Principle of CFOA

The input as well as output voltage and current variables of 4-terminal CFOA are
VY , VX , VZ , VW and IY , IX , IZ , IW . The Y and Z nodes are associated with very high
input/output impedance whereas X and W nodes offer a very low-input and output
impedance [17]. It senses the output signal in the form of voltage at its buffered
output terminal W which is low-impedance node. Ideally, voltage follower action
between Y and X nodes ensures VY = VX and the current mirror action between X
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and Z terminals ensures IZ = IX whereas the voltage buffering action in between
Z and W nodes ensures VW = VZ . The ideal relation between the input and output
variable of CFOA is given by

⎡
⎢⎢⎢⎣

IY
VX

IZ
VW

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎣

VY

IX
VZ

IW

⎤
⎥⎥⎥⎦ (1)

which states that IY = 0, VX = VY , IZ = IX , and VW = VZ . The impedances at
Y input as well as Z output terminals is ∞ whereas the very low impedances are
associated with node X and nodeW. The voltage gain (α), i.e., VX/VY = 1, VW/VZ =
1, and the current gain (β), i.e., IZ/IX = 1. Under the influence of device mismatch in
the fabrication process and threshold voltage differences even among various nMOS
and pMOS transistors, the value of α and β gains may slightly be less than unity, say
0.998 [22–24]. The current gain β is given by

β = (
gmP10 + gmN10

)
/
(
gmP9 + gmN9

)
(2)

The output impedance RZ is given by

RZ = 1/
(
gdsP10 + gdsN10

)
(3)

whereas its output impedance at W terminal is given by

RW ≈ 1/(gmN13 + gmP13) (4)

The input impedance at X terminal is also very low owing to 100% shunt negative
feedback at this terminal. The CFOA supports very high slew rates and bandwidth
which is independent of its closed-loop voltage gain, so it is a suitable cell to design
various low-voltage analog building blocks for high-frequency applications at rea-
sonable power dissipation [22]. Table 1 shows the aspect ratios of the CMOS devices
used in the circuit schematic this CFOA.

Table 1 Width (W) of
CMOS devices used in CFOA
schematic. Channel length
each is 1 μm

nMOS W (μm) pMOS W (μm)

N1, N2 20 P1–P4 10

N5–N8 4 P5–P6 40

N9–N10 25 P7, P8 10

N11, N12, N13 5 and 25 P9–P12 50

NB1–NB3, N3, N4 5 PB1–PB3, P13 10, 100
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2.2 Simulation Results

The DC sweep result has been shown in Fig. 3. The input DC voltage, VY applied at
Y node, has been swept in ±0.6 V range and resulting outputs at X, Z, and W nodes
have shown a very good rail-to-rail operation (see Fig. 3). However, the response of
W nodes shows slight deviation above 320 mV for the case of large input signal.

Figure 4 shows DC sweep response with input voltage applied to Y node and
simulated output currents indicated at X, Z, andWnodes. It depicts very good current
matching of IX and IW for input voltage range of −0.6 V to 420 mV. However, the
current at W node shows good matching from −0.6 V to 260 mV. It depicts matched
output current range of −34 μA to 58 μA associated with W node and the matched
current range of −48 μA to 58 μA for currents associated with X and Z nodes.

Fig. 3 DC voltage sweep with applied input to Y node and outputs at X, W, and Z nodes

Fig. 4 DC sweep with input voltage to Y node and resulting currents at X, W, and Z nodes
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The Fig. 5 shows AC response and voltage gains associated with X, Z, and W
nodes when input VAC has been applied to Y node and all X, Z, and W nodes are
equally loaded by three resistors each of 10 k� value. It showed very good gain
matching between X and W nodes for frequency up to 3 MHz. However, the gain
associated with W node differs slightly by 65 mdB as compared to voltage gains
concerned to X and Z nodes.

Table 2 shows some of the performance characteristics of the CFOA. It also shows
the slew rates, 3-dB bandwidth, and total harmonic distortion (THD) associated with
X, W, and Z nodes.

Fig. 5 AC response with VAC to Y node and resulting voltage gains for X, W, and Z nodes

Table 2 Main characteristics
(simulated results) of the
CFOA shown in Fig. 2

Data Value

Voltage Supply ±0.6 V

Total power consumption 377 μW

3 dB bandwidth, at X, Z, W
(MHz)

100.63, 102.56, 155.22

Biasing current 10 μA

Voltage gain (α), i.e., VX/VY 0.998

Voltage gain (VW/VZ) 0.99

Current gain (β), i.e., IZ/IX 1.000571 and 0.9994

X and Y node resistances 239 �, 3.74 M�

Z and W node impedances 102.9 k�, 45.14 �

Output offsets at X, Z, and W 145 μV, 145 μV,1.38 mV

Average slew rates at X, Z, and W
nodes (V/μs)

55.3, 64.0, 498.0

THD of X, Z, W nodes (%) 0.24, 0.24, 0.29
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The simulated results listed in this table depicts that this CFOA has offered slew
rate and 3-dB bandwidth of 498 V/μs and 155 MHz, respectively at its output (W)
terminal. It dissipates a total power of 377 μW and offers voltage and current gain
ratios very close to unity. The THD offered at X, Z, and W terminals are 0.24%,
0.24%, and 0.29%, respectively with a 100 mV amplitude of 1 kHz sine wave input
at its Y terminal. Its input impedance at Y is very high, typically, Tera � order at
DC frequency. Its impedance at X and W nodes are found to be 239 � and 45 �,
respectively.

3 Biquadratic Universal Filter Using CFOA Cells

These low-voltage CFOA cells have been utilized to design a second-order voltage-
mode SIMO type filters. A popular application of CFOA is to realize voltage-mode
(VM) and current-mode (CM) biquadratic filters [14]. The circuit shown in Fig. 6
realizes all the five generic filter functions, namely: low-pass (LP), band-pass (BP),
high-pass (HP), notch and all-pass (AP). This circuit generates all second-order
voltage-mode filter functions based on SIMO approach.

This circuit has been adapted from the book referred in [14]. It has utilized two
integrators made of CFOA2 and CFOA3 with two-grounded capacitors C1, C2 and
two current summers comprised of CFOA1 and CFOA2 (see Fig. 6). Assuming ideal
CFOAs, characterized as Iy= 0, Iz= Ix, Vx= Vy, and Vw= Vz and using routine
analysis, their transfer functions could be obtained as listed in Table 3 [14].

The low-pass, band-pass, high-pass, and all-pass functions are realized by the
circuit at the corresponding nodes indicated as VLP, VBP, VHP, and VAP, respectively
[14]. However, to realize the band-reject (BR) response, the switch shown in Fig. 6
must be set to BR position. The equal component design has been considered for
simplicity which enabled to use all resistors of value 10 k�. However, the capacitors

VAP/BR

CFOA4

CFOA3

CFOA2

CFOA1

gnd

gnd

gnd

BR

AP

r5r3

r7

C2

C1

r4
R2
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r6VHP
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VLPVin

Y
Y

Y

Y

X

Fig. 6 Biquadratic universal SIMO type voltage-mode filters as adapted from [14]
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Table 3 Transfer functions
of voltage-mode SIMO type
filter responses adapted from
[14]

Filter type Transfer function

Low-pass
V01
VI N

= H0ω
2
0

D(s) = −
(
r2
r1

)
r3

r2 R1C1R2C2

s2+ 1
R1C1

s+ r3
r2 R1C1R2C2

Band-pass
V02
VI N

= H0
ω0
Q0

s

D(s) =
(
r3
r1

)
1

R1C1
s

s2+ 1
R1C1

s+ r3
r2 R1C1R2C2

High-pass
V03
VI N

= H0s2

D(s) = −
(
r3
r1

)
s2

s2+ 1
R1C1

s+ r3
r2 R1C1R2C2

All-pass
V04
VI N

= H0(s2−
(

ω0
Q0

)
s+ω2

0)

D(s) =(
r3
r1

)(
s2− 1

R1C1
s+ r3

r2 R1C1R2C2

)

s2+ 1
R1C1

s+ r3
r2 R1C1R2C2

Band-reject
V04
VI N

= H0(s2+ω2
0)

D(s) =
(
r3
r1

)(
s2+ r3

r2 R1C1R2C2

)

s2+ 1
R1C1

s+ r3
r2 R1C1R2C2

C1 =C2 =C has been swept in the range of 10 pF to 10 nF, which showed central and
notch frequency range of 1.6 MHz to 1.6 kHz. This CFOA cell and filter circuit can
also be utilized to design current-mode single input and single output (SISO) type
filter [14], not considered due to space limitation in this work. For equal component
design, the quality factor (Q) of band-pass and band-reject response is unity. The
typical notations of lower cutoff frequency (fL), higher cutoff frequency (fH), central
frequency (fO), and notch frequency (fN) are used in further description of this filter.

Figures 7 and 8 show all five filter responses when all resistors of 10 k� and two
equal capacitors of 1nF have been used. The generated notch and mid-frequency are
very closely matched to fO = fN = 1/2πRC which is 15.9 kHz. Table 4 lists simu-
lation results of four types of function, basically their cutoff frequencies, mid/notch

Fig. 7 Low-pass, high-pass, all-pass, and band-pass gain vs frequency plots with C = 1nF
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Fig. 8 SIMO, VM notch filter’s response (fN = 16 kHz) with all C of value 1nF

frequencies when capacitor C is considered of value 1nF, 10 nF, and 10 pF. The Q of
notch filter, Q = fO/BW = 16020/16289 = 0.98. This table also depicts that filter’s
corner, central, and notch frequencies are inversely proportional to capacitors used
in this filter, as desired.

Figure 9 shows the transient response associated with X, Z, andW terminals when
a 1 kHz sine wave of 100 mV amplitude is applied to Y node. This figure depicts that
the voltage level at X, Z, and W terminals very closely matches with the Y input.
The THD at X, Z, and W terminals has been found to be 0.24%, 0.24%, and 0.29%,
respectively.

Figure 10 shows the pulse response concerned with output terminal (W) when
input pulse of frequency 20 MHz, amplitude 0.6 V having rise and fall time of 1 ps
has been applied to the Y input node. The pulse response has ensured the positive
and negative slew rates of 545 V/μs and 451 V/μs, respectively. These slew rates are
very high as compared to voltage-mode operational amplifiers.

4 Performance Comparison

The performances of this CFOA have been compared by research work referred in
[22–24] as shown in Table 5.

The figure ofmerit (FoM) called power to bandwidth efficiency is used for the per-
formance comparison as shown in (5). It dictates the ratio of total power dissipation
to 3 dB bandwidth (concerned to W terminal) in the unit of pW/Hz.

FoM(η) = Power dissiption/Band Width (pW/Hz) (5)
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Fig. 9 Transient response with 1 kHz pulse of 100 mV amplitude

Fig. 10 Pulse response of W node with input pulse of 20 MHz and 0.6 V amplitude to Y

It can be concluded that this CFOA has provided better power to bandwidth ratio
as compared to [23, 24] and circuit-3 of [22], whereas this parameter is slightly
worse than circuit-1 and circuit-2, addressed in Ref. [22]. It has offered the best
average RZ of 1.03 M� (for sweep range of 1 Hz to 10 MHz) as compared to others.
Though its power dissipation is more than [23], its power to frequency conversion
ratio (pW/Hz) is better than CFOAs addressed in Ref. [23]. Thus, this CFOA cell is
a suitable choice to design filters, oscillators, instrumentation amplifiers (IAs), etc.,
requiring moderate power consumption.
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Table 5 Performance comparison of this CFOA with some referred work [22–24]

Parameters This
work

[22]
Circuit-
1

[22]
Circuit-
2

[22]
Circuit-
3

[23]
CFOA

[23]
DVCFOA

[24]
CFOA

Power Supply
(V)

±0.6 ±0.75 ±0.75 ±0.75 1.5 1.5 ±1.25

BW(VX/VY),
MHz

100.6 267.7 134.6 70.4 13.8 9.5 592

BW (IZ/IX),
MHz

102.56 806.8 149.9 140.8 28.4 29.3 335

BW
(VW/VZ),
MHz

155.22 335.3 291.1 104.1 27 22 574

IBias (μA) 10 50 50 50 10 10 NA

RX (Ohm) 239 25.4 39.4 113.4 51.5 103 4

RY (M�) ∞ ∞ ∞ ∞ ∞ ∞ ∞
RZ (M�) 1.029 0.193 0.183 0.085 1.0 1.0 0.054

RW (�) 45.14 25.4 39.4 113.4 51.5 103 NA

Gain
(VX/VY)

0.998 0.9948 1.018 0.956 0.99 0.99 0.989

Gain
(VW/VY)

0.99 0.9948 1.027 0.961 1 1 0.989

Gain (IZ/IX) 1 1 1.073 1.074 1 1 1.024

THD of VW
(%)

0.29 1.1 10 21.5 0.65 1 NA

THD of VX
(%)

0.24 0.6 4.4 2.4 0.4 0.7 NA

Power (μW) 377 552 544 756 110 140 1330

FoM(η)
(pW/Hz)

2.432 1.6463 1.8687 7.2622 4.07 6.36 2.317

5 Conclusion

In this paper, dual symmetric (balanced) current mirror load OTAs based CCII+
which is followed by an output buffer is utilized to configure a low-voltage CMOS
CFOA. This simple structure provides very close rail-to-rail input swing and low-
output offset errors. It is concluded from the simulation results that the proposed
amplifier provides very good CFOA features up to 100 MHz frequency as well
as very high slew rate of 350 V/μs associated with output node W. The designed
voltage-mode SIMOfilter provides varying central frequencies ranging in 1.6 kHz up
to 1.6 MHz for its filter capacitors ranging in 10 nF to 10 pF, respectively. It contains
gate-driven input pair-based CMOS OTAs and works well with reduced dual power
supply of ±0.6 V as compared to other gate-driven CFOA circuits which utilized
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±0.75 V supply. This CFOA cell is a suitable choice to design voltage-mode and
current-mode filters, rectifiers, frequency multipliers, oscillators, etc.
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Modeling and FEM-Based Simulations
of Composite Membrane Based Circular
Capacitive Pressure Sensor

Rishabh Bhooshan Mishra, S. Santosh Kumar and Ravindra Mukhiya

Abstract In Micro-electro-mechanical Systems (MEMS) based pressure sensors
and acoustic devices, deflection of a membrane is utilized for pressure or sound
measurements. Due to advantages of capacitive pressure sensor over piezoresis-
tive pressure sensors (low power consumption, less sensitive to temperature drift,
higher dynamic range, and high sensitivity), capacitive pressure sensors are the sec-
ond largest useable MEMS-based sensors after piezoresistive pressure sensors. We
present a normal capacitive pressure sensor, for continuous sensing of normal and
abnormal Intraocular Pressure (IOP). The composite membrane of the sensor is
made of three materials, i.e., Si, SiO2, and Si3N4. The membrane deflection, capac-
itance variation, mechanical sensitivity, capacitive sensitivity, and nonlinearity are
discussed in this work. Mathematical modeling is performed for analytical simu-
lation, which is also compared with Finite Element Method (FEM) simulations.
MATLAB® is used for analytical simulations and CoventorWare® is used for FEM
simulations. The variation in the analytical result of deflection in membrane w.r.t.
FEM result is about 7.19%, and for capacitance, the variation is about 2.7% at max-
imum pressure of 8 kPa. The nonlinearity is about 4.2492% for the proposed sensor
for fabrication using surface micro-machining process.

Keywords Circular composite membrane · Capacitive pressure sensor ·
Mathematical modeling · FEM simulations

1 Introduction

Micro-machined sensors are integrated with an electrical interface to make elec-
tromechanical systems. MEMS sensors are systems which interact with measurands
(like displacement, acceleration, flow, pressure, temperature, etc.) and then convert
it to an electrical signal, which is used to analyze the measurand so that further con-

R. B. Mishra · S. Santosh Kumar (B) · R. Mukhiya
Smart Sensor Area, CSIR-Central Electronics Engineering Research Institute (CEERI), Pilani
333031, Rajasthan, India
e-mail: santoshkumar.ceeri@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
D. Dutta et al. (eds.), Advances in VLSI, Communication, and Signal Processing,
Lecture Notes in Electrical Engineering 587,
https://doi.org/10.1007/978-981-32-9775-3_44

497

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9775-3_44&domain=pdf
mailto:santoshkumar.ceeri@gmail.com
https://doi.org/10.1007/978-981-32-9775-3_44


498 R. B. Mishra et al.

trolling, monitoring, and/or alarming actions can take place. ICs are used to perform
signal conditioning so that the obtained signal can be used for further decision-
making/transmission/communication [1]. The market for MEMS-based devices is
growing at a fast rate from several years. In the sensors domain, MEMS-based
inertial sensors, pressure sensors, and micro-actuators have large applications not
only for consumer electronics, defense systems, and automobile application but also
for biomedical applications. In some biomedical applications, the devices can be
implanted into living-beings, and then biomedical signal can be transmitted using
wireless communication technology, i.e., telemetry [2–4].

MEMS-based pressure sensors have replaced conventionally available pressure
measuring devices like bourdon tubes, bellows, diaphragms, capsules, and various
vacuum measuring devices (such as Pirani gauge and McLeod gauge.). In con-
ventional pressure measuring devices, the pressure causes mechanical movement
that rotates the pointers/dial. However, MEMS devices directly convert input pres-
sure into corresponding electrical signal. MEMS pressure sensors are fabricated
on silicon wafers (SOI, double SOI or single crystal silicon wafers) using sur-
face, bulk or a combination of these two micro-machining techniques. Utilizing the
abovementioned technologies, the diaphragms are released which acts as a sensing
element [5].

Increase or fluctuation in IOP can be the cause of glaucoma. According to the
WorldHealthOrganization (WHO), glaucoma is one of themajor causes of blindness.
Glaucoma causes irreversible eye disease, which damages the optical nerves. The
normal range of IOP is 1.6–2.8 kPa. Therefore, the accurate measurement in early
stage can save the eye from permanent blindness [2, 3].

The normal mode capacitive pressure sensors have a fixed plate and a movable
(usually conductive) plate/membrane, which are separated by a medium, i.e., vac-
uum, air or dielectric materials. The capacitance variation can be obtained by fol-
lowing three techniques (usually the first technique is utilized for designing MEMS
capacitive pressure sensor):

• Changing the separation gap between parallel plates.
• Changing the overlapping area between parallel plates.
• Movement changing in dielectric materials which is filled between plates.

This paper presents mathematical/theoretical modeling and FEM simulation of
composite membrane-based normal mode capacitive pressure sensor for IOP mea-
surement (0–8 kPa). The obtained results are also compared with one of our previous
works, in which the modeling and FEM simulation of normal mode capacitive pres-
sure sensor is carried out for the same application. In that work, only the silicon
material of Young modulus of elasticity 169 GPa and Poisson ratio of 0.066 is used
as diaphragmmaterial. For different diaphragm thicknesses after optimization, com-
parison of theoretical and simulation results is presented [3]. In this presented work,
the composite membrane is made of silicon (with same material properties), silicon
dioxide (Young’s modulus of elasticity 70 GPa and Poisson ratio 0.17), and silicon
nitride (Young’s modulus of elasticity 222 GPa and Poisson ratio 0.27).
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2 Mathematical Modeling of Sensor

2.1 Membrane Deflection and Capacitance Variation

After application of pressure P on thin, clamped, and flat circular diaphragm of radius
a, thickness t which is made of homogeneous, isotropic, and elastic material with
Young’s modulus of rigidity E and Poisson ratio �, the diaphragm deflection can be
given by [3]

w(r) = Pa4

64D

[
1 −

( r

a

)2
]2

(1)

Here, D (flexural rigidity) can be given by

(2)

The base capacitance of the sensor can be given by

Cbase = εA

d
(3)

Here, A, d, and ε are the overlapping areas between plates, separation gap, and
permittivity of medium, respectively.

To find the capacitance of parallel plate capacitor after pressure application, cut
an annulus at radius r of width dr from the deflected clamped circular diaphragm, as
shown in Fig. 1. The capacitance due to this annulus (a small element) can be given
by

a 

Y 

X 
dr 

r 

Clamped

2

dr

Fig. 1 Circular clamped diaphragm depicting an annulus is taken from composite membrane
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∂Cd = ε(2πrdr)

d − w(r)
(4)

After performing the integration over the whole area of the sensor, the capacitance
can be given by

Cd =
a∫

0

ε(2πrdr)

d − Pa4

64D

[
1 − (

r
a

)2]2 (5)

After solving the above equation [3]:

Cw = 4πε

√
D

Pd
ln

∣∣∣∣∣
a2

√
P + 8

√
dD

a2
√
P − 8

√
dD

∣∣∣∣∣ (6)

If the diaphragm material is made of three different materials silicon, silicon
dioxide, and silicon nitride as shown
in Fig. 2, then flexural rigidity of the composite membrane can be given by [5]

(7)

Here, e is the neutral plane (the plane within the composite plate/membrane which
is not in tension, compression or stress when there is application of pressure on the
plate/membrane), this can be given by [5]

(8)

Then deflection in the composite membrane, of radius L, flexural rigidity, and
thickness can be given by

wcomposite(r) = Pa4

64Dc

[
1 −

( r

a

)2
]2

(9)

Fig. 2 Composite
membrane made of three
different materials

Silicon
Silicon dioxide

Silicon Nitride
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The capacitance variation due to pressure application is obtained by modifying
Eq. (4) and can be given by

Cw_composite = 4πε

√
Dc

Pd
ln

∣∣∣∣∣
a2

√
P + 8

√
dDc

a2
√
P − 8

√
dDc

∣∣∣∣∣ (10)

2.2 Sensitivity and Nonlinearity

The mechanical sensitivity is a useful parameter, if maximum membrane deflec-
tion varies in different designs. The mechanical sensitivity is the slope of maximum
deflection versus the pressure range curve. The mechanical sensitivity of the com-
posite membrane can be given by [2, 3]

Smech,composite = a4

64Dc
(11)

The capacitive sensitivity of composite membrane-based sensor is obtained by
the ratio of change in capacitance and the applied pressure range [2–4]:

Scap,composite = Cmax − Cmin

Pmax − Pmin
(12)

Mechanical and capacitive sensitivity, both are terms which define the perfor-
mance and specifications of sensors.

The nonlinearity of the sensor, at a particular point, can be defined by [6]

NLi(% ) = Cd_composite − Cd_composite × Pi
Pm

Cd_composite
× 100 (13)

Here, Pi is applied pressure at any point on the calibrated curve, Pm is maximum
pressure, Cd_composite(Pi) is capacitance at a particular point on the calibrated curve
and Cd_composite(Pm) is the capacitance at maximum pressure.

3 Results and Discussion

The sensor must have good sensitivity, minimum nonlinearity, low power consump-
tion, robustness, and small size. Before fabrication of the pressure sensor, several
steps need to be carried out like designing, mathematical formulation, verification of
mathematicalmodeling, analytical simulations, and comparison of analytical simula-
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tion with FEM simulation. According to themathematical formulation and analytical
simulation, the optimized design of the sensor can be obtained. However, inmodeling
and analytical simulation, several assumptions need to be taken. Therefore, the FEM
simulation is performed to analyze the behavior of the sensor in a practical situation.
The optimization of device using fabrication runs is complex, costly, time-taking, and
needs more effort. Hence, it is highly desirable to have accurate and precise design
and modeling. Considering the practical scenario, in this work, we have modeled
composite membrane and verified the modeling with FEM simulations.

In a capacitive pressure sensor, base capacitance must be in pF range and change
must be in fF range for the capacitance measurement to be performed effectively
and efficiently. Therefore, we should try to increase base capacitance and change in
capacitance by choosing appropriate and optimized design parameters for sensors.
If the overlapping area is increased for a particular thickness of the membrane, then
deflection ofmembrane increases, so that mechanical sensitivity as well as capacitive
sensitivity increase. If thickness of membrane is increased by keeping overlapping
area between plates constant/same, then deflection in diaphragm decreases, so that
both mechanical and capacitive sensitivity decrease.

3.1 Analytical Design for Membrane Deflection

The comparison of diaphragm deflection in 6 µm thick silicon diaphragm and com-
posite diaphragm of the same thickness is performed. In all the designs, composite
membranes have a thickness of 6 µm (t). Silicon thickness is kept 5.3 µm thick and
thickness of SiO2 and Si3N4 are varied as shown in Table 1. The deflection in various
composite diaphragms and in the silicon diaphragm with the same overall thickness
is shown in Fig. 3. The radius of the diaphragm is 360µm and the applied pressure is
8 kPa. The flexural rigidity and maximum deflection in the membrane of these four
membranes are indicated in Table 1.

According to Table 1 and Fig. 3, if flexural rigidity of the membrane is larger,
deflection is lesser; therefore, the mechanical sensitivity is less. Since the flexural
rigidity of Model No. 4 is less and deflection is maximum, it is chosen for FEM
simulation. The radius is modified according to separation so that sensor can be
fabricated for IOP measurements using appropriate process flow.

Table 1 Flexural rigidity and maximum deflection for different models

Model no. Composite diaphragm
thicknesses specification (µm)

Flexural rigidity
(Pa cm3)

Maximum deflection
(µm)

1 t = 6 3.0553 0.68717

2 h1 = 0.2, h2 = 0.5, h3 = 5.3 2.7556 0.76192

3 h1 = 0.15, h2 = 0.55, h3 = 5.3 2.6948 0.77910

4 h1 = 0.1, h2 = 0.6, h3 = 5.3 2.6312 0.79793
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Fig. 3 Membrane deflection
of different thicknesses
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3.2 FEM Simulations and Comparison with Analytical
Results

While performing FEM simulations using CoventorWare®, composite membranes
are merged. Then membrane edges are clamped and the bottom plate is fixed. The
pressure is applied to the top of the membrane. The “Tetrahedron” meshing type of
parabolic element order is used to mesh the model of sensor with element size = 5.

TheMemMechmodule and “Mechanical” type of physics are utilized formechan-
ical analysis, i.e., for obtaining deflection in membrane.

The FEM result of composite membrane deflection of thicknesses h1 =
0.1µm, h2 = 0.6µm, h3 = 5.3µm and radius 354 µm is shown in Fig. 4.

Composite Membrane                  
(Top Plate)

Bo om plate 

Fig. 4 FEM result of deflection in composite membrane-based circular-shaped capacitive pressure
sensor at 8 kPa pressure using CoventorWare®
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Fig. 5 Analytical and FEM
results of maximum
deflection w.r.t. pressure
variation
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The comparison of analytical and FEM results are close to each other which is
shown in Fig. 5. The variation in analytical and FEM results for membrane deflection
increases as applied pressure increases.

The MemElectro module and “Electrostatics” type of physics is utilized
for obtaining base capacitance. The bottom plate is grounded and 1 V volt-
age is applied on the top conductor. To obtain the capacitance at a particular
applied pressure, the CoSolveEM module is utilized in which Surface_BCs and
DC_ConductorBCs are used to define the boundary conditions. In CoSolveEMmod-
ule, mechanical as well as electrical analysis can be performed at a time.

The base capacitance of sensor according to analytical simulation is 1.1619 and
1.206062 pF according to FEM simulation. The analytical and FEM result of capac-
itance variation w.r.t. applied pressure for membrane with a radius of 354 µm is
shown in Fig. 6.

The mechanical sensitivity of the sensor according to analytical and FEM simu-
lation is 93.25625 nm/kPa and 86.999075 nm/kPa, respectively. The capacitive sen-
sitivity according to analytical and FEM simulations is 14.2375 fF/kPa and 13.1535
fF/kPa, respectively.

4 Conclusion

The deflection, capacitance variation, and sensitivity (mechanical and capacitive
both) of composite membrane-based capacitive pressure sensor is discussed with
mathematical modeling and simulations. The membrane of the proposed design is
made of three different materials namely silicon, silicon dioxide, and silicon nitride
with thicknesses of 5.3 µm, 0.6 µm, and 0.1 µm, respectively. The deflection curve
w.r.t. applied pressure is obtained linear which validates the Hook’s Law. The ana-
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Fig. 6 Analytical and FEM
results of capacitance
variation w.r.t. pressure
variation
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lytical and FEM simulation result of capacitance variation w.r.t. applied pressure is
also determined. The sensor has 4.2492% nonlinearity. The variation in FEM results
with analytical result in membrane deflation curve is due to Kirchhoff’s assumptions
which have been considered inmathematical modeling/formulation. Inmathematical
formulations and analytical simulations of base capacitance and capacitance varia-
tion, the fringing field, parasitic effects plus dielectric constant of silicon oxide and
silicon nitride (i.e., 3.9 and 8, respectively) are not considered which are leading to
the variation in analytical and FEM results of capacitance variation w.r.t. applied
pressure.
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Comparative Study on Structural
and Electrical Characteristics of TiO2
Film Deposited by Plasma-Enhanced
Atomic Layer Deposition and RF
Sputtering

Rajesh Kumar Jha , Prashant Singh , Manish Goswami and B. R. Singh

Abstract Titanium dioxide film has been deposited on the p-type (100) silicon sub-
strate using RF magnetron sputtering and Plasma-Enhanced Atomic Layer Deposi-
tion (PEALD) techniques.The effect of deposition techniques and thepost-deposition
annealing on the structural and electrical properties of TiO2 film have been investi-
gated. Multiple angle ellipsometry, X-Ray diffraction (XRD) analysis, Capacitance–
Voltage (C-V), Current density–Voltage (J-V), and breakdown voltage investiga-
tions has been carried out to obtain the structural and electrical characteristics of the
deposited films. XRD data illustrates the amorphous nature of the deposited film for
the annealing temperature from 375 to 500 °C. Multiple angle ellipsometry results
show that the PEALD and sputtered films refractive index variation from 2.0463
to 2.1348 and 2.21 to 2.75, respectively, for annealing temperature 375 to 500 °C.
Electrical characteristics show the leakage current density from 10−5 to 10−6 A/cm2

and flatband voltage shift in the positive side of 2.4 V for PEALD and 0.2 V for
sputter-deposited films.

Keywords PEALD · RF sputtering · Multiple angle ellipsometry · X-Ray
Diffraction (XRD) analysis · CV · IV · Breakdown

1 Introduction

Titanium dioxide is a high-k dielectric material that possesses excellent optical [1]
and electrical properties [2], is deposited by different techniques such as pulsed
laser deposition [3], MOCVD [4], sputtering [5], Sol-Gel [6], etc., and has been
extensively studied in the past few decades. Since the beginning of semiconductor
technology, well-established process technology and the thermodynamically stable
electrical as well as structural properties of SiO2 have served as the most preferred
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gate dielectric. Since 1965, followingMoore’s law, the continuous scaling in CMOS-
based memory technologies has brought the SiO2 to its verge. As the scaling trend
forces the thickness of gate oxide (SiO2) down to ~2 nm, the direct tunneling leakage
current increases to 1 A/cm2 even at a gate voltage of 1 V. Such a large leakage
current raises the concern of excessive standby power consumption in the integrated
circuits. The limitation of SiO2 physical thickness in theVLSI technology leads to the
discovery of alternative dielectric materials called high-k as the possible substitute
for SiO2 [7]. Various high dielectric constant materials such as SiNx (7), Al2O3 (9–
11), HfO2 (25), ZrO2 (25), and La2O3 (30) have been actively investigated in the
last few decades as a gate dielectric. Previously, TiO2 deposited by MOCVD has
been studied as the gate dielectric in the MOSFET by S. A. Campbell et al. 1997 [8]
and as the buffer layer in the Ferroelectric FET by Dan Xie et al. 2010 [9]. With the
development in deposition techniques such as Atomic Layer Deposition, it is now
possible to achieve high-quality and thermodynamically stable TiO2–Si interface, an
essential requirement of the semiconductor and ferroelectric FET devices [10]. In
the ferroelectric FETs, it is difficult to form high-quality thermodynamically stable
ferroelectric–silicon interface, which results in large gate leakage and ferroelectric–
silicon interdiffusion. To overcome these problems, FeFET with an additional high-
k dielectric layer incorporated between the ferroelectric layer and silicon substrate
was proposed. This high-k layer named as buffer layer inhibits the interdiffusion and
increases the data retention capacity significantly [11]. The important requirements
for the buffer layer are high dielectric constant, high bandgap and band offset, and
good thermal stability with silicon [12].

To facilitate the comparison of the gate insulator deposited by sputtering and
PEALD techniques, the structural and electrical characteristics of the TiO2 film at
different process parameters have been analyzed. Quality of dielectric films was
evaluated on the basis of refractive index, XRD pattern, capacitance, leakage current
density, and breakdown voltage.

2 Experimental Procedure

The silicon wafer used in this work was p-type <100> with 275 μm thickness and
having resistivity 1–10�-cm. A standard cleaning process called Radio Corporation
of America (RCA-1 and RCA-2) followed by the buffered Hf dip and nitrogen drying
was carried out to get the impurity-free substrate. The deposition parameters of RF
sputtering and PEALD are compiled in Table 1.

The annealing process was done after the TiO2 film deposition at different tem-
peratures in the nitrogen gas ambient for 30 min in a quartz tube equipped furnace.
After the annealing, ellipsometric analysis was carried out usingmultiple angle ellip-
someter having HeNe laser of wavelength 632.8 nm, procured from M/s SENTECH
Instruments GmbH to obtain the thickness and the refractive index of the deposited
film. Film crystal orientation was investigated using 1.54 Å Cu-Kα laser source. MIS
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Table 1 Process parameters of TiO2 deposited by PEALD and sputtering

Deposition technique Plasma-enhanced atomic layer
deposition

RF magnetron sputtering

Process material 98+% pure Titanium (IV) i-propoxide
precursor

99.99% pure TiO2 target

Base pressure 3.3 Pa (3.3 × 10−2 mbar) 5 × 10−5 mbar

Working pressure 27.13 Pa (27.13 × 10−2 mbar) 1.1 × 10−2 mbar

Argon gas flow rate – 19.6 sccm

Oxygen gas flow rate 75 sccm –

RF power (W) 200 100

Substrate temperature (°C) 200 200

structures were fabricated with the top circular metal electrode of area 3.14 × 10−4

cm2, deposited by thermally evaporating aluminumwirewith the purity of 99%using
a metal mask with a circular opening. Devices were electrically characterized using
semiconductor characterization system, procured from M/s Keithley Instruments,
USA.

3 Results and Discussion

Figure 1 shows the XRD pattern of TiO2 film deposited by PEALD and sputtering
annealed at different temperatures.

XRD results show the only peak at 2θ ≈ 51° representing the silicon substrate. No
other significant intensity peaks were observed in the films, attributed to the amor-
phous film structure throughout the selected annealing temperature range. Amor-
phous film serves as an excellent buffer layer in field-effect transistor and the pas-
sivation layer in the solar cells. The annealed films were characterized to obtain the
refractive index summarized in Table 2.

Variation in annealing temperature from 375 to 500 °C shows the refractive index
changing from 2.0463 to 2.1348 for PEALD and from 2.21 to 2.75 for sputter-
deposited TiO2 films under the conditions summarized in Table I. Film deposited by
sputtering shows higher refractive index indicating higher density as compared to the
PEALD films [13]. Perhaps in sputtered TiO2, high-energy neutral ion bombardment
during deposition provides local rearrangement of atoms allowing them to relax into
lower energy sites which results in high density but also causes residual damage to
the film. This residual damage can be further minimized by annealing [11]. Film
thickness and deposition rates in PEALD and sputtering are directly dependent on
the process parameters, as shown in Fig. 2.

The deposition rate of TiO2 was 0.7143 nm per cycle in the PEALD process at
the substrate temperature of 200 °C and RF power of 200 W. The deposition rate
was found to be 3 nm per minute at the RF power density of 1.234 W/cm2 in the
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Fig. 1 XRD pattern of TiO2 film annealed at 375, 400, 425, 450, and 500 °C, a PEALD deposited,
and b sputtering deposited

Table 2 Refractive Index of
PEALD and
sputtered-deposited TiO2 and
annealed at different
temperatures

Temperature (°C) PEALD Sputtering

375 2.0635 2.65

400 2.0595 2.72

425 2.0463 2.21

450 2.1348 2.75

500 2.0959 2.56

sputtering process. The fabricated MIS structures were tested from accumulation
to inversion in different voltage range and the obtained capacitance–voltage (C-V)
results are shown in Fig. 3.

TheC-Vcurves clearly indicate the effect of post-deposited annealing temperature
on the film capacitance and flatband voltages. For the PEALD-deposited films, the
flatband voltage shifts toward positive with the annealing temperature up to 425 °C
and shifts negative with further increase in the temperature. The maximum flatband
voltage of 2.4 and0.2Vwas observed for PEALDand sputtering, respectively.Higher
positive shift in the flatband voltage has been observed in the PEALD-deposited TiO2

film; this is due to the higher negative charges at the TiO2–Si interface (−1.37× 1012)
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Fig. 2 TiO2 deposition rate and deposition parameters for a PEALD, and b sputtering processes
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Fig. 3 C-V characteristic of the MIS capacitor with TiO2 film annealed at different temperature
and deposited by, a PEALD, and b sputtering

in PEALD as compared to the negative charges (−182.98 × 109) in the sputtered
film. The film quality and the interface charges have a direct impact on the device
leakage current density as shown in Fig. 4.

Minimum leakage current density was observed at the annealing temperature
of 425 °C for the PEALD-deposited and sputter-deposited TiO2 film. The leakage
current densitywas foundoneorder lower in thePEALD-depositedTiO2 as compared
to the sputtered film. Low leakage current density is due to the high-quality and
defect-free amorphous film deposited by PEALD, which is in agreement with the C-
V characteristics observed. Hopping currentmechanism dominates at the low electric
field for the films deposited by both techniques. Annealing temperature dependence
on the device leakage current was seen in both the cases, where the leakage current
density increases exponentially for the gate voltage up to 3 volts indicating thermionic
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Fig. 4 J-V characteristic of the MIS capacitor with TiO2 film annealed at different temperatures,
a PEALD, and b sputtering

emission in the fabricated structures. High leakage current density in the reverse bias
as observed from the J-V characteristic is due to the substrate injection whereas low
leakage in the positive bias is attributed to the Schottky contact at the metal–insulator
junction. Current density increases with applied gate voltage/electric field in forward
and reverse bias. The current almost saturates for the voltage of magnitude above 5V,
indicating the direct tunneling which become constant after a certain high applied
voltage/electric field. For the fabricated MIS structures annealed at 425 °C, stress
voltage was applied and the stress current was measured to obtain its breakdown
voltage, as shown in Fig. 5.

Fig. 5 Breakdown voltage
of PEALD and sputtered
TiO2 film
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Presence of interfacial defects and traps lead to the breakdown of sputtered TiO2

film at 29.7 Vwhereas the PEALDTiO2 film shows the breakdown voltage of 41.8 V.

4 Conclusion

Wehave deposited TiO2 film as a gate insulator by PEALD and RF sputtering. Amor-
phous nature of the deposited film was confirmed from the XRD results. Electrical
characteristics show the positive flatband voltage shift and minimum leakage current
density of the order 10−6 at the annealing temperature 425 °C. Obtained results show
that the deposited film can be implemented effectively as the high-k dielectric (due
to the amorphous nature), passivation layer (due to large negative charge, deposited
by PEALD), and anti-reflecting coating (due to high refractive index).
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Impact of HfO2 as Passivation Layer
in the Simulation of PERC-Type Solar
Cell

Rajesh Kumar Jha , Prashant Singh , Manish Goswami and B. R. Singh

Abstract We report the simulation of high-efficiency c-silicon Passivated Emitter
Rear Contact (PERC) type solar cell structure with rear side passivated with HfO2 as
a passivating material. Variation in the half-length of pyramid has been carried out to
investigate its effect on the solar cell electrical characteristics such as Fill Factor (FF),
Open-Circuit Voltage (Voc), and efficiency. AluminumBack Surface Field (Al-BSF)
and PERC-type solar cell with Al2O3 passivation layer structures were also modeled
for comparison. Effect of variation in passivation layer (HfO2), thickness (10 and
15 nm), and permittivity (k= 14 and 25) on the solar cell electrical characteristics has
been investigated. The result shows the efficiency improvement in the PERC solar
cell with HfO2 passivation layer by 0.5941 and 0.983% as compared to the Al-BSF
andPERCwithAl2O3 passivation layer at 8µmpyramid half-length. Increased series
resistance and reduced FF has been observed with the incorporation of passivation
layer at the solar cell structure. Negligible effect of passivation layer thickness has
been observed on the solar cell electrical parameters whereas the permittivity value
does have significant effect.

1 Introduction

The demand for energy in industrial, household, and agricultural applications are
increasing day by day and projected to be doubled by 2040 [1]. The nonrenewable
energy resources (fossil fuels) are being harvested at a very high rate to meet these
energy requirements and contribute a total 80% of the world’s energy demand [2].
Continuously depleting nonrenewable energy resources and increase in the green-
house gasses resulting in global warming causes a great threat to the human existence
[3]. To mitigate the cause of global warming and continuously increasing air, water,
and soil pollution, development of renewable energy sources has been promoted
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worldwide [4]. In the present scenario, India in spite of being the third largest elec-
tricity producer country in the world is not able to provide electricity to around 237
million people and around 81 million households due to the geographical challenges
[5]. By setting up the solar power generation unit in the rural areas will also generate
the economic opportunities and improvement in education, health, and social wel-
fare of that region [6]. As per the Ministry of New and Renewable Energy (MNRE)
annual report 2015–16, India has the total solar power potential of 750 GW and the
government is targeted to achieve the solar power capacity to 100 GW by the year
2022 [7].

Amongdifferent available renewable energy resources (Wind,Hydro, Tidal, Solar,
etc.), solar energy shows the maximum potential to fulfill the world energy require-
ment. About 60% of the incoming solar energy reaches the Earth’s surface, which
can be effectively transformed into electrical energy using high-efficiency photo-
voltaic cells. Due to the high availability of solar energy, only 0.1% conversion into
electrical energy at the efficiency of 10% would be four times larger than the total
world’s electricity generating capacity, i.e., about 5000 GW [8].

Solar cells or photovoltaic cells are required for the conversion of solar radiations
into electrical energy. The solar cell, basically, is a p–n junction device that converts
the solar energy into electric current by generating electron-hole pairs [9]. Some
semiconductor materials exhibit photoelectric effect that causes them to absorb the
photons of light and release electron-hole pairs resulting in nonzero net current [10].
Solar energy is a clean and renewable energy source, whichwill never drain out. Solar
energy production costs are huge and storage is a problem as well. Photovoltaics is
the fastest growing market with compound annual growth rate of PV installation of
40% [11]. Different types of solar cell technologies have been developed in order
to achieve maximum efficiencies in the best possible cost-effective ways. Silicon
wafer (monocrystalline and multi-crystalline) based solar cell is accounted for a total
share of over 90% in terms of cumulative installed capacity [12]. Development of
Silicon solar cell technology experiences high fabrication cost. The three important
interrelated factors affecting the price of solar cell are mass production, improved
cell efficiency, and reduced material cost [13]. To reduce the cost of the silicon-based
solar cells, thickness of the silicon wafer has to be reduced. The reduced thickness of
the silicon wafer results in the increase of the recombination losses in the solar cells
due to the increase of the surface/volume ratio [14, 15]. Hence, to maintain the high
efficiency of solar cell for reduced thickness, these recombination losses should be
minimized. More than 50% of the recombination losses occur at the surface of the
silicon wafer. Therefore, surface passivation, a technique to minimize these surface
recombination losses has been carried out in this workwithHfO2 as passivation layer.
HfO2has been selected as the passivation layer due to its high dielectric constant, high
energy bandgap, and thermodynamic stability with the silicon surfaces. In addition,
HfO2 is a novel candidate for c-silicon solar cell surface passivation [16, 17].
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2 Solar Cell Simulation

Silvaco TCAD software has been used in this study for the designing and simulating
different solar cell structures. This software package provides tools for Electronic
Design Automation (EDA) and TCAD process and device simulation. Different
simulators have been used like Athena, Atlas, DeckBuild, and DevEdit. Athena
process simulator has been used to create the solar cell structure and to determine
the fundamental deposition and etch processes. Atlas device simulator has been
used to simulate the devices physically and to calculate the electrical characteristics
with input fromAthena and DevEdit. DevEdit tool has been used to define the device
structure and generate newmesh. Tonyplot is a visualization tool and used to visualize
the TCAD structures in 1D, 2D, and 3D.

P-type <100> silicon wafer of thickness 275 µm and resistivity 1 �-cm has
been taken as the substrate material. The front surface of silicon wafer has been
etched using geometrical silicon etching. Phosphorus doping has been used for n+
emitter region formation with a sheet resistance of 90 �-cm. Si3N4 film of thickness
70 nm has been used as antireflection layer on the top of the designed cells. The top
aluminum metal of thickness 1 µm has been used as the contact electrode. Textured
silicon surface has been achieved by etching and phosphorus diffusion has been
done with the dopant dose of 5 × 1017 for 30 min at 900 °C. HfO2 passivation
layer of thickness 15 µm has been deposited on the rear side of the solar cell. The
passivation layer has been etched out to achieve themetallization fraction of 10% and
the full coating of aluminum has been done for the rear contact. For the electrical
characterization of modeled structure, Newton numerical method with maximum
iteration limit set to 50 has been used to calculate the current, Voc, and fill factor.
Electrical parameters comparison has been done for the solar cell with passivation
layer and Al-BSF (structure without passivation layer). Various parameters such as
material, contact and interface parameters have been specified for the solar cells.
Mobility, Shockley–Read–Hall (SRH), and Auger recombination models have been
used to simulate the mobility and recombination of charge carriers in the silicon
solar cells. Luminous optoelectronic simulator, which calculates the optical intensity
profiles of the semiconductor and converts it into the photo-generation rate has been
used for solar cell structure simulation under this work.

3 Results and Discussion

3.1 Al-BSF and PERC Structure

Figure 1 shows the top view of the Al-BSF and PERC solar cell structures modeled
in Silvaco TCAD.

On the top of the designed Al-BSF and PERC structures, no passivation layer has
been deposited in order to keep the design simple for comparison purpose. The full



518 R. K. Jha et al.

Fig. 1 Al-BSF and PERC solar cell structure, a top view, and b top pyramid

Fig. 2 Bottom view of modeled a Al-BSF, and b PERC solar cells

rear metal coating has been done for AL-BSF structure whereas HfO2 passivation
layer has been introduced at the rear side of the PERC solar cell between the silicon
and metal contact, shown in Fig. 2.

Al-BSF solar cell structure has been simulated to obtain theVoc, FF, and efficiency.
The obtained AL-BSF parameters have been used as the reference to compare the
improvement in PERC structure characteristics. The PERC structure has been sim-
ulated with variation in permittivity (k = 14 and 25) and thickness (10 and 15 nm)
of the HfO2 passivation layer. The effect of difference in thickness and permittivity
value on the AL-BSF and PERC solar cell electrical characteristics and efficiency
has been compared.

3.2 Al-BSF and PERC Structure with HfO2 Passivation
Layer

3.2.1 Solar Cell Electrical Characteristics for k = 14

Different solar cell structures (Al-BSF and PERC) has been simulated with variation
in the different lengths of half pyramid. For the constant permittivity value (k = 14)
of the HfO2 passivation layer, different solar cell structures have been simulated and
electrical characteristics are plotted in Fig. 3.
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Fig. 3 Al-BSF and PERC solar cell characteristics, a efficiency versus length of half pyramid, b FF
versus length of half pyramid, and c Voc versus length of half pyramid

The variation in the length of half pyramid has been kept constant for the range
2–8 µm for the AL-BSF and PERC (with 10 and 15 nm HfO2 layer thickness)
solar cells structures while investigating the efficiency, FF, and Voc. For the Al-
BSF structure, it was found that the efficiency increases from 19.75 to 21.3919%
with the increase in the length of half pyramid. Similarly, the improvement in the
efficiency of PERC structure with 10 and 15 nm passivation layer thickness has been
observed. The efficiency improved from 19.80 to 21.986% for the increase in the
length of half pyramid for 10 and 15 nm passivation layer thickness. It has been
observed that the passivation layer thickness does not influence the PERC solar cell
efficiency for HfO2 permittivity value of 14. Comparatively, the efficiency of the
PERC solar cell structure improves from AL-BSF structure by 0.5941%. Efficiency
improvement observed in the PERC structure is due to the reduced recombination
rate of carriers and due to HfO2 passivation layer as comparison to Al-BSF structure.
Carrier recombination reduced in PERC solar cell due to the shielding of carriers to
reach the metal contacts. Carrier shielding is provided because of the fixed negative
interface charges of Si/HfO2 interface [18].

The FF of Al-BSF and PERC structures has been found almost constant with
varying length of half pyramid. A decrement of 1.4319 in the FF has been observed
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in the PERC structures with 10 and 15 nm passivation layer as compared to the Al-
BSF structure. The decrement on the FF is attributed to the increased series resistance
in the PERC structure.

The Voc of modeled Al-BSF structure has been found 0.57221 and does not vary
significantly with the increasing length of half pyramid. Voc of the PERC structure
increases from 0.584 to 0.5885 V for the increase in the length of half pyramid from
2 to 8 µm. An improvement of 1.66% in the Voc for the PERC structure has been
observed as compared to the Al-BSF structure.

3.2.2 Solar Cell Electrical Characteristics for k = 25

Figure 4 shows the efficiency, FF, and Voc characteristics of Al-BSF and PERC
structures with respect to the length of half pyramid.

The efficiency of the PERC structure with the HfO2 passivation layer of permit-
tivity 25 and thickness 10 and 15 nm is found improved by 0.5951% as compared
to the Al-BSF solar cell. Improved efficiency is due to the negative charges at the
HfO2/Si interface. The FF for Al-BSF and PERC structure is observed to be 83.7969
and 82.365, respectively. The FF remains almost constant for the varying length of
half pyramid. Voc of Al-BSF is found 0.57221 and does not change significantly

Fig. 4 Al-BSF and PERC solar cell, a efficiency versus length of half pyramid, b FF versus length
of half pyramid, and c Voc versus length of half pyramid
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with the varying half-length of pyramid. For the PERC structure, the Voc increases
from 0.582 to 0.58885 with the length of half pyramid from 2 to 8 nm. The over-
all improvement of 1.664% has been observed in Voc for the PERC structure as
compared to the Al-BSF structure.

3.3 PERC Structure with Al2O3 and HfO2 Passivation Layer

PERC solar cell structure with Al2O3 and HfO2 buffer layer has been simulated to
obtain the Voc, FF, and efficiency. The analysis has been made for identical thickness
(10 and 15 nm) of Al2O3 and HfO2 passivation layers and summarized in Tables 1
and 2.

Results indicate that the efficiency of PERC structure with HfO2 passivation layer
is 0.983% higher than the cell with Al2O3 layer. Increase in the solar cell efficiency
for HfO2 passivation layer is the result of effective surface passivation as compared to
the Al2O3 passivation layer. From the comparison table, it is clear that the passivation
layer thickness does not influence the solar cell efficiency but the Voc. For 10 nm
passivation layer thickness, theVoc for PERC (HfO2) has been increased by 0.8%and
FF is decreased by 0.161 as compared to the PERC (Al2O3). For 15 nm passivation
layer thickness, the Voc and FF for PERC (HfO2) have been decreased by 2.2% and
0.162, respectively, as compared to the PERC (Al2O3).

Table 1 PERC solar cell
characteristics for HfO2 and
Al2O3 passivation layer of
10 nm

Solar cell type Voc (V) FF Efficiency
(%)

PERC_HfO2
(10 nm)

0.588 82.365 21.987

PERC_Alumina
(10 nm)

0.580 82.204 21.004

Overall
improvement

0.008
(0.8%
increment)

0.161
(decrement)

0.983

Table 2 PERC solar cell
characteristics for HfO2 and
Al2O3 passivation layer of
15 nm

Solar cell type Voc (V) FF Efficiency
(%)

PERC_HfO2
(15 nm)

0.588 82.365 21.986

PERC_Alumina
(15 nm)

0.610 82.203 21.004

Overall
improvement

0.022
(2.2%
decrement)

0.162
(decrement)

0.983
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4 Conclusion

Different electrical parameters (Voc, FF, and efficiency) of the PERC solar cell with
HfO2 passivation layer have been studied. Passivation layer thickness, permittivity,
and length of half pyramid have been varied to observe its effect on the different
solar cell electrical parameters. The obtained results were compared with the Al-
BSF and Al2O3 passivated PERC structure. Significant efficiency improvement has
been observed in the HfO2 passivated PERC structure than the Al-BSF and Al2O3

passivated PERC structures. The optimized value of half pyramid length (8 µm) has
been obtained for which best efficiency can be achieved in case of passivation and
without passivation.
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Effect of Micro Lever Width
on the Mechanical Sensitivity of a MEMS
Capacitive Accelerometer

Apoorva Dwivedi, Prateek Asthana and Gargi Khanna

Abstract The paper presents a MEMS capacitive accelerometer using microlevers
as a suspension system. The microlevers serve to amplify the output displacement
of the accelerometer and hence increase the mechanical sensitivity of the device.
A novel accelerometer design is presented in the paper to be used as a transducer
for a totally implantable hearing application. The design considerations for surgical
implantation of the accelerometer on the middle ear bone umbo are followed in
selecting the dimensions of the accelerometer. The impact of the width of a micro
lever on the displacement of the accelerometer is considered, and an analytical model
including a correction factor is developed. The proposed accelerometer is designed
and simulated in COMSOL MULTIPHYSICS 4.2. The developed analytical model
is validated by comparing with the COMSOL simulation results. The mechanical
sensitivity of the accelerometer with and without considering the effect of microlever
width is compared. The enhanced mechanical sensitivity of 2.60 nm/g is obtained.

Keywords MEMS · Capacitive accelerometer ·Microlevers ·Mechanical
amplification

1 Introduction

A MEMS Capacitive accelerometer is a device which is used to detect mechanical
vibrations and convert them into capacitance changes which can be converted into
readable electrical forms. The wide usability of such devices in a host of applications
like biomedical sensing, tilt measurement, inertial navigation, earthquake detection,
surveillance applications, microgravity and space applications, oil explorations, etc.,
necessitates high performance and hence enhanced sensitivity.

Some of the reported methods to increase the sensitivity of MEMS capacitive
accelerometers include increasing the proof mass and nominal capacitance, low
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damping and decreasing the stiffness constant along the sense axis [1–4]. Geomet-
rical optimisation of the various geometry parameters of the device and the use of
genetic algorithms have also been reported in the literature [5, 6]. Also, the use of
advanced electronics interface circuitry is prevalent in research circles to accomplish
the goal of enhanced sensitivity [7–9].

One method to enhance the sensitivity in capacitive accelerometers is by amplify-
ing the displacement of the sensing element. This is achieved by using microlevers.
The microlever connects the proof mass with the capacitive sense mechanism. The
displacement output at the capacitive sensing stage is amplified by the property of the
lever. The levers can be classified into three types based upon the position of the pivot,
input effort and the output load as shown in Fig. 1. The type 1 levers amplify both the
force and displacement. However, the effort and load move in opposite directions.
In type 2 lever, both the load and effort move in the same direction. However, it can
only amplify force. The type 3 lever is the ideal solution for increasing the total dis-
placement and hence sensitivity as the effort and the load move in the same direction,
and it can only amplify the displacement. The accelerometer proposed here utilised
the type 3 lever as the effort and load moving in the same direction contribute to
the increase in the overall displacement of the sensing element and hence increased
sensitivity. The use of microlevers in microsystems has been reported in the literature
[1, 4, 10]. However, the microsystems have been assumed to be wide and thus the
effect of their width.

The paper studies the effect of variation in microlever width on the displacement
sensitivity of a MEMS capacitive accelerometer which could be used in any applica-
tion. The article is divided into four sections. The first section introduces the paper.
The second section explains the design and working principle of the accelerometer

Fig. 1 The three types of
micro levers
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with the microlever. The results and discussions from the research work carried out
are explained in the third section. The final section concludes the paper.

2 Dynamics of the Device

2.1 Device Structure and Working

The accelerometer consists of a proof mass connected to the capacitive sense mecha-
nismonboth sides by a systemof fourmicrolevers as shown inFig. 2. Themicrolevers
serve as the suspension element aswell alongwith amplifying the displacement of the
proof mass. The accelerometer is compactly designed such that it fulfils the require-
ments to be used as a fully implantable microphone surgically mounted on middle
ear bone umbo [11]. The total number of sensing fingers is 276 on both the sides
of the proof mass. The proof mass undergoes displacement under external acceler-
ation which is then transferred to the capacitive sense mechanism. The change in
capacitance can then be measured using an electronics interface circuitry.

Fig. 2 The proposed novel accelerometer design
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Fig. 3 The accelerometer lumped model with a microlever

2.2 Analytical Modelling

The microlever is the crucial feature of the proposed accelerometer design. Figure 3
shows the lumped model of the accelerometer with proof mass and capacitive sense
mechanism. The pivot of themicrolever is modelled as a hinged element representing
the translation stiffness constituent and the rotational stiffness constituent kai and kai,
respectively. The stiffness constituents are given as

kai = Ea

Lp
(1)

kti = EI

Lp
(2)

where E is Young’s modulus of elasticity of material, I = tw3
b

12 is the moment of
inertia, Lp is the length of the pivot, A = twb is the area of the cross section of the
pivot, t represents the thickness of the lever, wb denotes the width of the lever, L0 is
the length of the lever and Li is the length of the effort arm. The stiffness constants
at the output arm kao and kto have the same values as kai and kti, respectively. Hence,
the effective stiffness constants given by ka and kt are

ka = kai + kao = 2kai (3)

kt = kti + kto = 2kti (4)

The external acceleration a causes the proof mass (mpm) and the capacitive sense
mechanism (msc) to displace under an applied force. The output displacement xout
of the capacitive sense stage [12] is evaluated as

xout = (mpm + msc)a

ka
+ LiLo(mpm + Lo

Li
msc)a

kt
(5)
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Fig. 4 Deviation in the displacement of the accelerometer with respect to the aspect ratio

In the above formula, the width of the lever is assumed to be wide and neglected.
However, when the lever width is narrowed, it is found that the displacement sen-
sitivity of the accelerometer is affected by the variation in the width of the lever.
The simulations executed in COMSOL MULTIPHYSICS have offered substantial
information on the effect of the width of microlever on the displacement of the
accelerometer as shown in Fig. 4. The variation in accelerometer output displace-
ment is evaluated with respect to the ratio of lever width to the lever length (aspect
ratio). With a decrease in the microlever width, the displacement xout is increased;
thus, enhancing the sensitivity of the accelerometer as shown in Fig. 4. It is observed
that an increase in the lever width causes the output displacement to stagnate and
become independent of the lever width as already demonstrated by Eq. (5). The
paper presents a correction factor β to include the displacement that is caused by the
deformation of the lever arm with the aspect ratio (WL/L0).

β = L0 × 10−6 × (2.31)100
WL
L0 (6)

Including the correction factor β in Eq. (5), the output displacement becomes

xout = (mpm + msc)a

ka
+ LiLo(mpm + Lo

Li
msc)a

kt
−

[
L0 × 10−6 × (2.31)100

WL
L0

]
(7)

The numbers 100 and 2.31 shown in Eq. (7) are acquired from an empirical
analysis of the simulation findings. The mechanical/displacement sensitivity of the
accelerometer is defined as xout /a.
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3 Results and Discussion

The proposed structure is designed in COMSOLMULTIPHYSICS 4.2. The material
chosen for accelerometer design is silicon as it is the established technology in the
fabrication of MEMS structures. The Young’s modulus of elasticity of silicon is
131 Gpa and its density is 2330 kg/m3. The dielectric material used is air as it offers
very little damping. The three-dimensional geometry of the accelerometer structure
is shown in Fig. 5.

The number of sensing capacitive fingers on both sides of the proof mass on the
capacitive sense mechanism is 276. The thickness of the device layer is 25 µm.

Table 1 shows the geometrical parameters of the accelerometer. The range of the
applied acceleration is from 0 to 1g. The geometry and input acceleration range for
the accelerometer is selected such that it can be used in fully implantable hearing aids

Fig. 5 Three-dimensional accelerometer model in COMSOL MULTIPHYSICS 4.2

Table 1 The dimensions of
the accelerometer

Geometrical parameters Dimension (µm)

Proof mass length 130

Proof mass width 954

Sensing finger length 96

Sensing finger width 2

Gap between sensing fingers 2

Length of spring beam (Ls) 207

Width of spring beam 3

Length of pivot arm 20

Width of pivot arm 3
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mounted on middle ear bone umbo where high sensitivity is required to sense and
measure incoming sound signals [6, 11]. Figure 6 indicates a direct linear relationship
between the accelerometer output displacement with respect to the applied umbo
acceleration. The analytical and simulation results are compared in Table 2.

The results inTable 2 show that the error inmechanical sensitivity is approximately
1%. Hence, the formula developed in the presented work accurately matches the
simulation results.
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Fig. 6 Variation in the displacement of the accelerometer with respect to umbo acceleration

Table 2 Comparison of analytical and simulation values of mechanical sensitivity

Umbo acceleration (g) Analytical values of
mechanical sensitivity

Simulation values of
mechanical sensitivity

Error (%)

0.0 0 0 0

0.1 0.259 0.260 1

0.2 0.518 0.520 1

0.3 0.777 0.780 1

0.4 1.036 1.040 1

0.5 1.295 1.300 1

0.6 1.554 1.560 1

0.7 1.813 1.820 1

0.8 2.072 2.080 1

0.9 2.331 2.340 1

1.0 2.590 2.600 1
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4 Conclusion

The paper presents an accelerometer with microlevers for enhanced sensitivity. The
paper studies the influence of the width of the microlever on the displacement of
the accelerometer and introduces a correction factor for the same. It is observed that
for enhanced mechanical sensitivity, the width of the lever needs to be as narrow
as possible. The analytical results are compared with simulations implemented in
COMSOL MULTIPHYSICS. The mechanical sensitivity of 2.60 nm/g is obtained.
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Noise and Linear Distortion Analysis
of Analog/RF Performance in a Two
Dimensional Dielectric Pocket
Junctionless Double Gate (DP-JLDG)
MOSFET to Control SCEs

Abhinav Gupta, Amrish Kumar, Sanjeev Rai and Rajeev Tripathi

Abstract In this paper, a dielectric pocket junctionless double gate (DP-JLDG)
MOSFET has been proposed with an example of n-channel and with a 20 nm chan-
nel length. The characteristics of the proposed device have been compared with a
junctionless double gate (JLDG) MOSFET. The proposed device offers excellent
analog/RF behavior and can operate over a wide range of frequency with low power
dissipation. This paper also analyses the impact of dielectric pockets on analog and
digital performance of the device. Further, in this paper an exclusive effort to investi-
gate the noise and distortion analysis of DP-JLDGMOSFET has been incorporated.
The proposed device is an appropriate alternative for low power analog and digi-
tal circuits due to its higher device gain, larger operating range, and lower power
dissipation.

Keywords JLDG · SCEs · Dielectric pocket · Analog and RF FOMs

1 Introduction

The continuous miniaturization of MOS device at nanometer scale imposes many
challenges such as augmented gate leakage current and numerous short channel
effects (SCEs) [1]. To extend the scaling limits ofMOS devices, multiple gates (MG)
MOSFETs have been considered as a foremost candidate. As the MG MOSFETs
offers enhanced current driving competency and exceptional control over SCES [2].
The researchers have investigated and proposed various types ofMGMOSFETs such
as double gate [3], triple gate [4], quadruple gate [5], dual material double gate [6],
triple material double gate [7], and junctionless double gate MOSFETs [8], etc.
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To overwhelm the limitation of MOS device and to enhance the scaling limit of
MOS devices, lateral channel engineering techniques such as halo implantation [9]
and pocket implantation [10] has been incorporated by the researchers. The electric
field penetration from drain to the source has been shielded by pocket implantation
[11]. The presence of dielectric pocket (DP) reduces the charge sharing between
source and drain regions. Because the DP near the sidewalls of the channel serves
as diffusion stopper for highly doped source and drain regime. Hence the SCEs are
reduced through DP. However, DP will enhance the band to band tunneling current
and the risk of avalanche breakdown. It will also reduce the on current (Ion) of the
device as the effective channel length of the device increases [12].

The Dielectric Pocket Junctionless Double Gate (DP-JLDG) MOSFET has been
proposed as a leading candidate to come up with the aforementioned challenges by
incorporatingDP in a junctionless double gate (JLDG)MOSFET. Section 2 describes
the JLDG device structure with all possible cases of DP-JLDG MOSFETs. The
simulation setup has also been discussed in Sect. 2. In Sect. 3, the electrostatic, analog
and RF analysis has been studied. Further, the linearity analysis has been discussed in
Sect. 4. The advantages of DP-JLDG MOSFET over conventional JLDG MOSFET
have been discussed in Sect. 5 in terms of electrostatic, analog/RF and linearity
performance matrices.

2 DP-JLDG Device Structure and Simulation Setup

In 2006, Jayanarayanan et al. [13] and Gili et al. [14] have already proposed the
dielectric pocket double gate MOSFET concept for a junction based DG architec-
tures having 50 nm and 70 nm channel length respectively. In the present work, a
similar device concept has been adopted for JLDG MOSFET to reduce the SCEs.
The six possible structures have been obtained by changing the location of dielectric
pocket (DP). Figure 1 shows the JLDG device structure (D1) having 20 nm channel
length and all possible DP-JLDG device structures have been illustrated in Fig. 2.
Device D2 is theDP-JLDGMOSFET incorporatingDP at both source and drain side.
Devices D3 is the DP-JLDG MOSFET considering DP at the boundary of channel
and source/drain at both source and drain side. Device D4 is the DP-JLDGMOSFET
with DP inside the channeling regime at both source and drain end. Device D5 is
having DP only at the drain end. Device D6 includes DP at the edge of channel and
drain only at drain side. Device D7 is the DP-JLDG MOSFET incorporating DP
inside the channel region only at the drain side.

The silicon film thickness must be scaled down with channel length in order to
minimize the SCEs [15]. Hence the channel thickness considered in thiswork is 5 nm.
The doping concentration of channel, source, and drain regions have been considered
as 1 × 1019 cm−3. The work function of the metal gate is 5.2 eV. The thicknesses
of the top and bottom gate oxides are 1 nm each. The DP length and DP thickness
have been taken as 7 nm and 1.5 nm respectively. In numerical simulations, Shockley
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Fig. 1 a JLDG MOSFET, b–g all possible DP-JLDG MOSFET device structures

Read Hall (SRH)model has been included, to care about minority carrier recombina-
tion. The field mobility models (FLDMOB), constant mobility model (CONMOB),
and Boltzmann model are used to imitate electrostatic, analog/RF and linearity per-
formance matrices of the DP-JLDG MOSFET. The various scattering mechanisms
cause the mobility degradation in the device. To consider these degradation effects,
constant mobility (CVT) model has been incorporated for temperature variation.

3 Noise and Linear Distortion Analysis

If the terminal voltage of a MOS device varies with time, the on current of the device
also varies with time. But this assumption is not true as the on current reveals minute
fluctuations that are referred to as noise. Hence, an accurate noise description is
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Fig. 2 Plot of drain current with gate voltage for all device structures (i.e. D1, D2, D3, D4, D5,
D6, and D7) for both linear and logarithmic scale

important for optimum circuit design [16, 17]. The thermal noise is an important
parameter of a device. It is produced by the arbitrary movement of charge carriers
in a conducting medium. This arbitrary movement accounts for the capability of
material to store energy in the form of random agitation. The expression for thermal
noise can be given as;

Svt = 4 · K · T · fT · RDS (1)

where K is Boltzmann’s constant, T is operating device temperature, fT is the cutoff
frequency (i.e. operating bandwidth), Svt is the thermal noise power spectral density
and RDS is the drain to source resistance.

In analog/RF circuits, the nonlinear behaviors such as higher order harmonics and
intermodulation distortions are introduced at the output which results in the wastage
of useful output power. Hence the reduction of harmonic distortion turns out to be a
primary objective for analog/RF circuit application based on MOSFETs. The linear
distortion characteristics can be analyzed by higher order transconductance coef-
ficients, higher order voltage, impedance interception points, and intermodulation
distortion. For an extremely linear device, the higher order transconductance should
be insignificant. Mathematically its coefficients can be expressed as;

gm = ∂nIDS
∂V n

GS

(2)

The identical extrapolated input voltage for the first-second and first-third har-
monics are represented by voltage intercept points (i.e. VIP2 and VIP3) and are
given as
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V IP2 = 4× gm1

gm2

(3)

V IP3 =
√
24× gm1

gm3

(4)

The input intercept point of the third harmonic (IIP3) can be defined as the extrap-
olated input power at which the third harmonic and first harmonic powers become
comparable and is expressed as

IIP3 = 2× gm1

3× gm3 × Rs
(5)

The intermodulation distortion of third harmonic can be expressed as inEq. (6) and
is defined as intermodulation harmonic power, where third and first-order intermod-
ulation harmonic powers becomes comparable. For enhanced device characteristics
all intercept points should be as high as possiblewhereas IMD3 should be low enough
such that it will provide lower distortion.

IMD3 =
{
9× (V IP3)3 × gm3

2

}2

× Rs (6)

4 Noise and Linear Distortion Analysis

In this section, the characteristics of the dielectric pocket junctionless double gate
(DP-JLDG) MOSFET has been investigated and compared with a JLDG MOSFET
by using ATLASTM device simulator [18]. The plot of drain current for all device
structures (i.e. D1, D2, D3, D4, D5, D6, and D7) for both linear and logarithmic
scale is shown in Fig. 2. From Fig. 2 it can be observed that the on current of a JLDG
MOSFET degrades with the application of dielectric pocket (DP).

Figure 3 illustrates the plot of on current and output conductance of all device
cases for VGS fixed at 1 V and varying drain bias voltage. The ON current of JLDG
MOSFET reduces due to the presence of DP at the boundary of the source/drain
regime. Hence, the output conductance also reduces with the application of DP. The
plot of transconductance generation factor (TGF) and transconductance with gate
to source voltage for all cases of DP-JLDG MOSFET is illustrated in Fig. 4. From
Fig. 4, it has been examined that with the application of DP, TGF increases, i.e.,
the maximum gain can be achieved with lower power dissipation with the device.
Figure 5 demonstrates the plot of early voltage and intrinsic gain (dB) with gate to
source bias voltage for all device cases. With the application of DP at the boundary,
both early voltage, and intrinsic gain increases.
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Fig. 3 Plot of drain current and output conductance with gate voltage for all device structures (i.e.,
D1, D2, D3, D4, D5, D6, and D7) for both linear and logarithmic scale

Fig. 4 The plot of transconductance generation factor (TGF) and transconductance with gate to
source voltage for all cases of DP-JLDG MOSFET

The electrostatic performances of all cases of DP-JLDG MOSFET have been
compared in Table 1. From Table 1 it has been observed that the device D7 shows
the highest immunity to short channel effects (SCEs). As the threshold voltage and
on current of device D7 is highest among all other device cases and the subthresh-
old swing (SS) and drain induced barrier lowering (DIBL) of device D7 is lowest
among all device cases. Hence, the DP-JLDGMOSFET incorporating DP inside the
channel region only at the drain side can be used for low power circuit applications.



Noise and Linear Distortion Analysis of Analog/RF Performance … 539

Fig. 5 The plot of early voltage and intrinsic gain (dB) with gate to source bias voltage for all
device cases

Table 1 Electrostatic parameters of DP-JLDG MOSFET for all device cases

Parameters Devices

D1 D2 D3 D4 D5 D6 D7

Threshold voltage (V) 0.649 0.603 0.601 0.585 0.568 0.563 0.701

DIBL (mV/V) 8.866 9.848 10.281 19.367 17.214 14.734 6.742

SS (mV/decade) 63.056 64.142 65.187 65.42 65.504 65.805 61.531

Ion/Ioff (× 1012) 33.8 5.48 2.86 2.09 2.02 1.55 71.5

The comparison of analog performance parameters for all device cases of DP-JLDG
MOSFET is shown in Table 2. From Table 2 it has been observed that the transcon-
ductance, output conductance, and early voltage of device D1 is highest among all
device cases. The intrinsic gain of device D3 is highest among all cases of DP-JLDG
MOSFET and the TGF of device D7 is highest among all device cases.

Table 2 Analog performance parameters for all device cases of DP-JLDG MOSFET

Parameters Devices

D1 D2 D3 D4 D5 D6 D7

gm (mA/V) 1.55 1.08 1.06 0.994 1.39 1.37 1.18

gd (mA/V) 1.36 0.948 0.894 0.870 1.07 1.07 1.05

VEA (V) 10.47 8.31 9.38 8.52 6.76 6.14 5.92

AV 38.05 43.78 45.54 43.52 42.20 41.70 41.07

TGF (V−1) 40.25 41.22 40.72 41.31 41.28 41.07 41.45
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The plot of intrinsic capacitances with the gate to source voltage is shown in
Fig. 6. From Fig. 6, it has been observed that the intrinsic capacitance increases with
application ofDPat the boundary of source/drain regime. The plot of cutoff frequency
and gain transconductance frequency product (GTFP) with gate to source voltage
for all device cases is shown in Fig. 7. With the application of DP cutoff frequency

Fig. 6 The plot of intrinsic capacitances with gate to source voltage

Fig. 7 The plot of cutoff frequency and gain transconductance frequency product (GTFP) with
gate to source voltage
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Fig. 8 The plot of gain frequency product (GFP) and transconductance frequency product (TFP)
with gate to source voltage

decreaseswhereasGTFP increases. Figure 8 demonstrates the gain frequencyproduct
(GFP) and transconductance frequency product (TFP) with gate to source voltage.
From Fig. 8, it has been examined that both GFP and TFP increases with application
of DP. The speed of a device can be measured with the carrier transit time. The transit
time of a MOSFET is inverse of its cutoff frequency. Figure 9 shows the variation of
transit time with gate t source voltage for all device cases and with the application
of DP transit time of the device increases.

The RF performance parameters of DP-JLDGMOSFET for all device cases have
been compared in Table 3. From Table 3 it is observed that the parasitic capacitances
of device D3 are lowest among all devices. The cutoff frequency of device D1 is
highest, i.e., the cutoff frequency reduces with the application of DP. Further, it has
also been observed from Table 3 that GFP, TFP, and GTFP of device D3 is highest
among all device cases as the reduction in the parasitic capacitances results in the
enhancement of these RF performance parameters.

Theplot of second-order transconductance (gm2) and third-order transconductance
(gm3) are shown in Figs. 10 and 11 respectively. From Figs. 10 and 11 it is observed
that both gm2 and gm3 reduces with the application of DP because of the reduction in
the on current of the device. The plots of voltage intercept point (VIP2 and VIP3) are
shown in Figs. 12 and 13 respectively. From Figs. 12 and 13 it has been examined
that the linearity performance of the device degrades with the application of DP.
Figures 14 and 15 demonstrate the plot of IIP3 and IMD3 with gate to source bias
voltage for all device cases.With the application ofDP both IIP3 and IMD3 decreases
which results in the nonlinear behavior of the device.

Figure 16 demonstrates the plot of thermal noisewith a gate to source bias voltage.
It has been observed from Fig. 16 that the thermal noise of a device is almost constant
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Fig. 9 The variation of transit time with gate t source voltage for all device cases

Table 3 Comparison of RF performance parameters of DP-JLDG MOSFET for all device cases

Parameters Devices

D1 D2 D3 D4 D5 D6 D7

Cgs (aF) 477 407 382 420 552 553 583

Cgd (aF) 416 374 346 439 346 336 419

fT (GHz) 480 387 513 345 382 381 306

GFP (THz) 34.4 32.2 49.9 33.7 25.9 29.7 19.7

TFP (THz/V) 6.47 5.97 7.04 5.35 5.49 5.91 4.68

GTFP (THz/V) 481 698 1170 705 505 636 424

in subthreshold regime and it starts diminishing in the saturation region. It has also
been examined from Fig. 16 that the thermal noise of a JLDG MOSFET increases
with application of dielectric pocket at the boundary of source/drain regime.

5 Conclusion

In this paper, we have investigated the noise and linear distortion analysis of
DP-JLDG MOSFET considering all possible applications of DP at the edge of
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Fig. 10 The plot of gm2 with gate voltage

Fig. 11 The plot of gm3 with gate voltage
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Fig. 12 The plot of VIP2 with gate voltage

Fig. 13 The plot of VIP3 with gate voltage
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Fig. 14 The plot of IIP3 with gate voltage

Fig. 15 The plot of IMD3 with gate voltage
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Fig. 16 The plot of thermal noise with gate to source voltage for all device cases of DP-JLDG
MOSFET

source/drain regime. The electrostatic, analog/RF, linearity parameters, and ther-
mal noise of DP-JLDG MOSFET have been compared with the JLDG MOSFET
through extensive device simulation. The results reveal that the DP-JLDGMOSFET
device D7, i.e., the DP-JLDG MOSFET incorporating DP inside the channel region
only when the drain side offers an excellent electrostatic performance compared
to all other structures. The early voltage of device D1 is highest among all other
devices which show that there is very less impact of channel length modulation in
the saturation region. The intrinsic gain and gain-bandwidth product of device D3 is
highest among all DP cases which prove its capability to operate for higher frequency
applications. Hence, the proposed device offers excellent analog/RF behavior and
can operate over a wide range of frequency with low power dissipation. The results
also show that the thermal noise and the linearity performance of the device degrade
with the application of the DP. The proposed device is an appropriate alternative for
low power analog and digital circuits due to its higher device gain, larger operating
range, and lower power dissipation.
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Finite Element Modeling of a Wideband
Piezoelectric Energy Harvester for
Ambient Vibration Extraction

Prateek Asthana, Apoorva Dwivedi and Gargi Khanna

Abstract The work proposes a novel piezoelectric energy harvester (PEH) based on
the seesaw mechanism. The seesaw structure has been utilized in PEH for extracting
a wide range of ambient vibrations and converting them into usable electrical energy.
The proposed structure operates on the first two resonant frequencies in comparison
to the conventional cantilever system thatworks on the first resonant frequency. Eigen
frequency, as well as response to a varying input vibration frequency, is carried out
showing better performance of seesaw cantilever design. The harvester efficiently
converts mechanical energy into electrical energy while reaching a power output of
0.55mW with a wider band of operation.

Keywords Finite element modeling · Piezoelectric energy harvester · Vibration ·
Analytical modeling · Resonant frequency · Renewable energy

1 Introduction

The need for self-powered devices, has arisen in recent times due to the limited
capacity of the battery and inconvenience of replacing or recharging batteries, which
have a fixed lifetime as compared to energy harvesting techniques lasting the system
lifetime. A new perspective to power supply for wireless devices is energy harvesters.
There are limited energy sources available on earth, hence energy harvesting tech-
niques provide a nonconventional energy resources being researched at an increasing
rate. The advantage of microscale energy harvesting is package minimization which
leads to ease of integration with other systems [4, 5, 9]. Real-life applications require
continuous power supply to function throughout their lifetime; hence, energy har-
vesting is the best power supply for these applications. Macro-energy harvesters
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Fig. 1 Frequency band for ambient vibration extraction. a Narrowband frequency extraction. b
Wideband frequency extraction [1]

have been in practical use for a long time, but for independent miniature electronic
devices, a need for sufficient power supply to help them function has been an area
of research for the past few years. Vibration is a viable source of energy. There are
many ambient vibration sources from which energy can be extracted and utilized to
power microelectronic devices like wireless sensor nodes. Wideband extraction is
an important criterion for extraction of ambient vibrations. Ambient vibrations are
random in nature; hence, in order to harvest power from these sources, a wideband
energy harvester is essential. Figure1 shows the need for wideband extraction as
compared to narrowband extraction. Some of the sources for wideband vibration
extraction are busy street, busy railway platforms, train tracks, bridges, etc. While
the sources for narrowband extraction include car engines, electrical appliances, etc.

A study of various harvesters utilized for wideband vibration extraction have
been described in Table1. It can be analyzed from the Table that in order to provide
a wideband, nonlinearities were being introduced in the system, these nonlinearities

Table 1 Piezoelectric energy harvesters
Mechanism Volume (cm3) Frequency (Hz) Bandwidth

(Hz)
Acceleration Peak power (µW)

Linear 4.38 58.6 1–2 0.5g, 0.1g 1153

Monostable nonlinearity 4.38 58 10 a©0.5g 0.5g, 0.3g 1330

Combined bistable and
monostable nonlinearity

7.2 65.8 10 a©0.5g 0.5g, 1g, 0.2g 1403

Bistable nonlinearity 2.56 35.2 6.2 a©0.5g 0.5g, 0.2g 29.2

MEMS/magnetically
tunable

0.11 230 12 a©0.125g 0.125g 8.45

MEMS/monostable
nonlinearity

0.14 630 82 a©0.5g 0.5g 2.5

3D printed/softening
monostable nonlinearity

6 150 4.5 a©1g 0.1g 2500



Finite Element Modeling of a Wideband Piezoelectric Energy Harvester … 551

Fig. 2 a Finite element model of seesaw piezoelectric energy harvester. b Meshed model of PEH

increase the bandwidth but at the same time make the system hybrid and bulky. In
this work, we have proposed a linear wideband energy harvester. The harvester is
based on a seesaw-type lever as shown in Fig. 2.

The paper is further subdivided into twomain sections. The first section introduces
the dynamics of the device and the second discusses the results and findings.

2 Device Dynamics

Device dynamics consist of operation of device, device dimensions, and resonant
frequency analysis of device carried out on COMSOL Multiphysics.

2.1 Operation of Device

A seesaw device is implemented to harvest ambient mechanical vibration and con-
vert them into usable electrical energy. A seesaw device has two arms with both
contributing equally in power generation; when one arm goes up, the other goes
down like a seesaw swing in a playground. The first two resonant frequency together
form the bandwidth of the design [3].

Numerical Model

The working of device depends on its resonant frequency. When the resonant fre-
quency matches the ambient frequency, then the maximum power is obtained. In
case of seesaw mechanism, the wide bandwidth is obtained because the first two
resonant frequencies of the structure are very close [6, 7]. The resonant frequency
is derived with the help of Euler–Bernoulli beam theory. Following assumptions
are made in the analytical modeling on the constitutive piezoelectricity relations:
(a) Beam assumption for Euler–Bernoulli; (b) negligible air damping for external
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excitation; (c) proportional damping (i.e., viscous air damping and strain rate damp-
ing are assumed to be proportional to bending stiffness and mass per length); and
(d) uniform electric field through the piezoelectric thickness [12]. The piezoelectric
constitutive equations are given as

σ = sX + dE (1)

D = dX + εE (2)

where s is elasticity modulus (Pa) and σ is stress (Pa) that is dependent on electric
field E (N/C) and strain X , while d is the piezoelectric constant (m/V). Electric
field and strain determine the dielectric displacement D. ε is absolute permittivity of
the piezoelectric material (F/m). Assumptions (a) and (b) determine the governing
equation of mechanical motion as

Y I
∂4wr el(x, t)

∂x4
+ ca

∂wrel(x, t)

∂t
+ kv(t)(

dδ(x)

dx
− dδ(x − L)

dx
)+

m
∂2wrel(x, t)

∂t2
+ cs I

∂5wrel(x, t)

∂t∂x4
= −[m + Mtδ(x − L)

∂2wb(x, t)

∂t2
(3)

where I is moment of inertia of beam; M(x, t) is the internal bending moment of
the beam; wrel(xt) and wb(xt) are deflections relative to the base motion and base
excitation, respectively; ca and cs are coefficients for viscous air damping and strain
rate damping, respectively, and m is mass per unit length [10–13]. The bending
moment of the piezoelectric layer [14, 15] is given by

Dp = E2
pt

4
p + E2

npt
4
np + Eptnp(2t2p + 2t2np + 3tptnp)

12(Eptp + Enptnp)
(4)

The natural transverse vibration is written as

fi = v2
i

2π
√
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(
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)

√
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ρ

(5)

The Bernoulli–Euler equation can be derived in a term related to bending modulus
as

fi = v2
i

2πl2b

√
D

mw

(6)

with vi for the first three modes are: v1 = 1.8751, v2 = 4.6941, and v3 = 7.857. The
first natural frequency of the unimorph structure is calculated as

fN = 0.1615

l2b

√
Dp

m
(7)
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The natural frequency of cantilever with proof mass, fM is

fM = fN

√
mef f

mef f + Mt
(8)

Mt is the additional proof mass while the effective mass at the tip of the cantilever
structure is mef f [8, 15]. Effective mass is given by

mef f = 0.236ρbwbhblb (9)

2.2 Device Dimensions

Device dimensions play a key role in determining the performance of piezoelectric
energy harvester. The device dimensions of the seesaw structure have been described
in Table2. Device parameters have been designed to target the natural frequency of
around 100 Hz. Finite element model and meshed model of the design have been
shown in Fig. 2.

2.3 Resonant Frequency Analysis

Themodels are simulated using COMSOLMultiphysics in 3D. The physics included
piezoelectric devices, which implements both electrostatics and solidmechanics, and
an additional electric circuit study is added to determine the voltage generated across
the resistor. Resonant frequency of the design is shown in Fig. 3. The geometrical
parameters of the model are given in Table 2. Corresponding to ambient vibrations,

Table 2 Device parameters for piezoelectric energy harvester

Parameter name Parameter symbol Parameter value (mm)

Length of device L 40

Length of piezo L p 40

Width of device wd 4

Thickness of piezo tp 0.06

Thickness of substrate ts 0.04

Length of proof mass Lm 9

Thickness of proof mass tm 4
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Fig. 3 a First mode shape of seesaw piezoelectric energy harvester. b Secondmode shape of seesaw
piezoelectric energy harvester

the acceleration value of 1g is applied to the designed structure [5]. The structure
has been designed using silicon as substrate material and Zinc Oxide as piezoelectric
material.

3 Result and Discussion

Piezoelectric energy conversion is based on converting mechanical energy into elec-
trical energy. Mechanical energy is represented as the elastic strain energy of the
device, while the electrical energy is the stored energy on the piezoelectric layer.
The efficiency of the device is the ratio of Eharvested to that of Estored . Total elastic
strain energy and electrical stored energy are shown in Fig. 4.

E f f. = Eharvested

Estored
= 3.604

4.561
= 79.03% (10)

The conversion of stress on the piezo layer to electrical power is displayed by
electromechanical coupling. Higher is the stress on the piezo layer, higher is the
displacement leading to significant conversion to electrical power. Higher power is
generated by the piezoelectric layer of the device which leads to an increase in the
quantity of accumulated charges and larger potential being developed on the layer.
The drop across the 4Mohm resistor has been plotted in Fig. 5. A peak output voltage
for the harvester is produced at a peak current of around 11A while the peak voltage
is around 45V and a maximum power of 0.57mW across the load resistor. The peak
power across the load resistor is around 0.55mW. The bandwidth of the harvester is
around 20Hz compared to a conventional harvester of around 6Hz [2].
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Fig. 4 Energy response of PEH. a Displacement of free ends. b Elastic strain energy. c Electrical
stored energy

Fig. 5 Output characteristics of a seesaw PEH. a Current output. b Voltage output. c Generated
power output
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4 Conclusion

Awideband energy harvester with resonant frequency of 104 and 114Hz is simulated
in COMSOL. The harvester has a bandwidth of around 20Hz while a peak power of
around 0.55mW is generated from ambient vibrations. This prototype can be further
optimized to produce more power and better performance. A further energy har-
vesting circuitry techniques like synchronized switch harvesting on inductor (SSHI)
and synchronous charge extraction (SCE) can be applied on it to further amplify the
output and improve the performance of the energy harvester.
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Impact of Oxide Engineering
on Analog/RF Performance
of Doping-Less DMDG MOSFET

Abhinav Gupta, Amrish Kumar, Sanjeev Rai and Rajeev Tripathi

Abstract In order to reduce short channel effects, a dual metal concept has been
employed in MOSFETs. But to eliminate the problem of a gate tunneling dual mate-
rial double gate (DMDG) MOSFET is not sufficient. Hence, to overcome gate tun-
neling oxide engineering technique has been employed in a DMDGMOSFET. In this
paper, a doping-less dual material double gate (DL-DMDG)MOSFET has been ana-
lyzed using oxide engineering technique. To induce an n-type substrate in a doping-
less MOSFET, charge plasma concept has been incorporated. Using 2D ATLAS
simulator various analog/RF parameters have been investigated for this device with
different oxide materials. The basic purpose of this paper is to improve analog/RF
performance of the device and to increase immunity to SCEs.

Keywords DL-DMDG MOSFET · Charge plasma · SCEs · Analog/RF

1 Introduction

The MOSFETs have become the most important and basic building block of VLSI
circuits. The demand for higher packing density, high-speed and low cost requires
scaling of the MOSFET. Scaling of MOSFETs in nano-scale regime results in the
reduction of the distance between the source and drain due to which gate elec-
trode fails to control over the complete channel region because of charge sharing
between the drain and source extension [1, 2]. Hence, continuous scaling of MOS-
FET increases the short channel effects (SCEs) [3, 4] and thus degrades the per-
formance of the device. As the electron drift characteristics in the channel and the
threshold voltage variation is limited by the SCEs. Various methods such as channel
engineering, strain engineering and work function engineering techniques have been

A. Gupta (B)
Electronics Engineering Department, Rajkiya Engineering College, Sonbhadra 231206, India
e-mail: abhinavkit87@gmail.com

A. Kumar · S. Rai · R. Tripathi
Department of Electronics and Communication Engineering,
Motilal Nehru National Institute of Technology, Allahabad 211004, India

© Springer Nature Singapore Pte Ltd. 2020
D. Dutta et al. (eds.), Advances in VLSI, Communication, and Signal Processing,
Lecture Notes in Electrical Engineering 587,
https://doi.org/10.1007/978-981-32-9775-3_50

557

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9775-3_50&domain=pdf
mailto:abhinavkit87@gmail.com
https://doi.org/10.1007/978-981-32-9775-3_50


558 A. Gupta et al.

employed bymany researchers to enhance the performance of the device and to avoid
the undesirable SCEs [5, 6].

Due to excellent immunity to SCEs, double gate (DG) devices provide better
scalability in the sub-nano-meter regime. In 2010, Mohankumar et al. [7] presented
double gate MOSFET using the gate and channel engineering and analyzed its ana-
log/RF performance parameters. DG MOSFETs shows improvement in analog/RF
parameters compared to the single gate. In 2011, Sharma [8] proposed a device
called Nano-scale DG MOSFET and analyzed this device using 2D ATLAS simu-
lator. However, if channel length of the device reduced below 100 nm, double gate
device still shows significant drain induced barrier lowering (DIBL) and threshold
voltage roll-off. In order to eliminate above problem, Dual metal gate concept has
been employed in MOSFETs in which two different materials of different work
function has been used as a gate electrode. Further, the major issues associated
with conventional doped devices are random dopant fluctuations (RDF) [9] which
degrades the device performance and increases gate leakage current. To overcome
above problem and to improve mobility and current driving capability of the device
doping-less technology [8] has been incorporated. The doping-lessMOSFET is basi-
cally an MOS transistor in which intrinsic substrate has been used and with the help
of charge plasma [10] concept, an n-type plasma has been induced in the channel for
conduction mechanism.

In this paper, analog/RF performance of DL-DMDG MOSFET [11] using oxide
engineering has been investigated. The concept of the Dual metal gate has been
incorporated in the device and due to work function difference between two gate
metal, there is a step in potential profile in channel region due to which SCEs reduces
and trans-conductance improves. Due to scaling oxide thickness reduces, which leads
to gate leakage current due to tunneling phenomena. Hence, to overcome above
problem double gate oxide (DGO) [12] concept has been incorporated in this device,
in which the oxide is divided into two regions in such a manner that the permittivity
of region 2 (near the drain) is greater than permittivity of region 1, i.e., near the
source end (ε2 > ε1). Si–Ge material has been used as a channel for enhancement
of mobility and drive current of the device [13]. Charge plasma has been used as
the main conduction mechanism in a doping-less MOSFET. When metal of different
work function and semiconductor are brought in contact with each other then, p-
type or n-type charge plasma is generated in the semiconductor film based on the
metal work function [14]. As the device is doping-less it is free from impurities due
to which leakage current has been reduced which further reduces the SCEs of the
device as compared to the conventional doped device.

In this paper, numerical simulation has been performed in order to analyze the
impact of oxide engineering on electrostatic, analog/RF parameters of DL-DMDG
MOSFETby using 2-DAtlas simulator. Alongwith the introduction, in Sect. 2 device
structure and its specifications have been described. Section 3 consists of simulation
results for electrostatic and analog/RF parameters of doping-less DMDGMOSFET.
Finally, in Sect. 4 conclusion has been conferred.
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2 Device Structure and Simulation Setup

A doping-less dual material double gate (DL-DMDG) MOSFET is shown in Fig. 1.
In this device charge plasma concept has been employed to induce carriers for con-
duction. When metal and intrinsic semiconductors are amalgamating together then,
at the equilibrium condition, Fermi level of semiconductor and metal are aligned.
If metal work function is lesser than the semiconductor, electrons are transferred to
semiconductor from metal and in this manner n-type plasma has been generated in
an intrinsic semiconductor. And if semiconductor work function is lesser than that
of metal, electrons are transferred from semiconductor to metal and in this manner
p-type plasma has been generated in an intrinsic semiconductor. In order to generate
n-type plasma, work function should be small. Hence, for source/drain contact work
function of 3.9 eV has been taken. In order to decrease gate leakage current, two
different materials as a gate oxide have been used. Different work functions gate
metal (M1 and M2) are used, such an arrangement offers simultaneous rise in trans-
conductance and reduced SCEs due to step in the surface potential profile [15]. Si–Ge
material is used as a channel to enhance mobility and current driving capability.

As the device is symmetrical, the same voltage has been applied to both the front
and back gates. The arrangement of the gate oxide in DL-DMDG MOSFET is 1:1
ratio of SiO2:HfO2 with a thickness of 0.9 nm on both sides. Further, channel length
and channel thickness are 20 nm and 5 nm respectively. The device specifications
are shown in Table 1. Work functions employed for two metal gate i.e. control gate
and screening gate are 5.3 eV (M1) and 4.6 eV (M2) respectively.

Fig. 1 Cross-sectional view of DL-DMDG MOSFET
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Table 1 Device specification
for DL-DMDG MOSFET

Parameters Values

Gate work function (M1) 5.3 eV

Gate work function (M2) 4.6 eV

Gate oxide thickness (tox) 0.9 nm

Region 1 oxide length 10 nm

Region 2 oxide length 10 nm

Doping concentration (Nd) 1015 cm−3

2-D ATLAS device simulator [16] has been used for evaluating electrostatic and
analog/RF parameter of the device. In order to study temperature deviation in simula-
tion, inversion layer constant voltage temperature (CVT) model has been used. Con-
stantmobilitymodel, fieldmobilitymodel andBoltzmannmodel are used to simulate
electrostatic and analog/RF performance of the device. In addition to this Shockley–
Read–Hall (SRH) has been used for generation and recombination ofminority carrier
to consider the minority carrier leakage currents and Fermi–Dirac model has been
used with a rational Chebyshev approximation to get precise results. Parameters like
sub-threshold swing, Ion/Ioff ratio, drain induced barrier lowering (DIBL), threshold
voltage shows that doping-less device is higher immunity to short channel effects
(SCEs) [17].

3 Simulation Results

3.1 Electrostatic Parameters

Figure 2 shows the comparison of drain current of DL-DMDGMOSFET for different
region 2 oxidematerial. From Fig. 2 it has been observed that drain current is high for
higher oxide permittivity of region 2. Table 2 shows the electrostatic performance of
DL-DMDGMOSFET for different region 2 oxide material. From Table 2 it has been
observed that higher the oxide permittivity of region 2, better will be the electrostatic
performance of the device. Further, it has been concluded that as oxide permittivity of
region 2 increases, the device will be more immune to short channel effects (SCEs).

3.2 Analog/RF Parameters

Themost important figure ofmerit (FOM) for the analog circuit are trans-conductance
(gm), output conductance (gd), early voltage (Vea) and intrinsic gain (Av) [18].
Figure 3 represents the variation of drain current and trans-conductance with respect
to gate bias voltage for different region 2 oxide materials and from Fig. 3 it has been
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Fig. 2 Comparison of drain current of DL-DMDGMOSFET for different region 2 oxide material

Table 2 Electrostatic
parameters of DL-DMDG
MOSFET for different region
2 oxide material

Parameters HfO2 Al2O3 Si3N4

DIBL 3.04 5.66 6.87

Sub-threshold
swing

62.17 79.68 79.89

Ion/Ioff 8.32 × 1010 8.02 × 1010 7.88 × 1010

Fig. 3 Variation of drain current and trans-conductance as a function of gate bias voltage for
different region 2 oxide material
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Fig. 4 Variation of drain current and output conductance as a function of gate bias voltage for
different region 2 oxide material

concluded that as the oxide permittivity of region 2 increases, drain current as well
as trans-conductance increases because leakage current reduces. Figure 4 shows the
variation of drain current and output conductance with respect to drain bias voltage
for different region 2 oxidematerials and here alsowith increase in oxide permittivity
of region 2, output conductance increase and large output-conductance means small
resistance which leads to increase drain current.

Figure 5 shows the variation of trans-conductance and Trans-conductance gen-
eration factor (TGF) as a function of gate bias voltage for different region 2 oxide
material. Figure 6 shows the variation of intrinsic gain and early voltagewith gate bias
voltage for different region 2 oxide material. From the curve, it has been concluded
that for small gate voltage early voltage is high and as the gate voltage increases early
voltage decreases and finally become constant. Table 3 shows themaximumvalues of
analog FOMs such as trans-conductance (gm), output conductance (gd), early voltage
(Vea), intrinsic gain (Av) and trans-conductance generation factor (TGF) for different
region 2 oxidematerial. FromTable 3 it has been concluded that as oxide permittivity
of region 2 increases analog performance of the device improves.

The gate to source capacitance (Cgs) and gate to drain capacitance (Cgd) has been
evaluated fromATLAS simulator using 1MHz frequencywith the step size of 0.02V.
Figure 7 shows the variation of intrinsic Cgs and Cgd as a function of gate voltage for
different region 2 oxide material. From Fig. 7 it has been observed that Cgd shows
little variation with respect to gate bias voltage while Cgs increases with increase in
gate bias voltage. Further, both the capacitances (Cgs and Cgd) increases with increase
in region 2 oxide permittivity .
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Fig. 5 Variation of trans-conductance and TGF as a function of gate bias voltage for different
region 2 oxide material

Fig. 6 Variation of intrinsic gain and early voltage as a function of gate bias voltage for different
region 2 oxide material
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Table 3 Simulated analog
FOM for different region 2
oxide material

Parameters HfO2 Al2O3 Si3N4

Trans-
conductance
(S)

4.75 × 10−3 4.1 × 10−3 4.05 × 10−3

Output
conductance (S)

3.8 × 10−3 3.5 × 10−3 3.4 × 10−3

Early voltage (V) 31.96 18.78 16.00

Intrinsic gain
(dB)

46.62 42.00 40.05

TGF (V−1) 30.71 30.49 30.31

Fig. 7 Variation of Cgs and Cgd as a function of gate bias voltage for different region 2 oxide
material

Figure 8 shows the variation of cut-off frequency (ft) and GTFP as a function of
gate bias voltage for different region 2 oxide material. Figure 9 shows the variation
of TFP and GFP as a function of gate bias voltage for different region 2 oxide
material. Table 4 shows the maximum values of RF FOMs such as cut-off frequency
(ft), trans-conductance frequency product (TFP), gain frequency product (GFP), gain
trans-conductance frequency product (GTFP) for different region 2 oxide material.
From Table 4 it has been observed that with the increase in oxide permittivity of
region 2, RF performance of device improves.
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Fig. 8 Variation of Cut-off frequency and GTFP as a function of gate bias voltage for different
region 2 oxide material

Fig. 9 Variation of TFP and GFP as a function of gate bias voltage for different region 2 oxide
material
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Table 4 Simulated RF FOM
for different region 2 oxide
material

Parameters HfO2 Al2O3 Si3N4

Cut-off
frequency
(Hz)

3.37 × 1011 4.56 × 1011 4.52 × 1011

Cgs (F) 2.94× 10−16 2.10× 10−16 1.94× 10−16

Cgd (F) 1.22× 10−15 5.76× 10−16 4.83× 10−16

GFP (Hz) 2.98 × 1012 4.26 × 1012 5.98 × 1012

TFP (Hz/V) 7.15 × 1013 5.74 × 1013 4.55 × 1013

GTFP
(Hz/V)

1.05 × 1013 3.37 × 1012 5.77 × 1012

4 Conclusion

In this paper, a doping-less dual material double gate (DL-DMDG) MOSFET using
charge plasma has been investigated. Using 2DAtlas simulator analog/RF parameter
of DL-DMDG MOSFET has been evaluated for different region 2 oxide materials.
From the results, it has been observed that device shows better performance in terms
of sub-threshold swing, Ion/Ioff ratio, DIBL etc. for high oxide permittivity of region
2 oxidematerials. Further, a peak value of analog/RF parameters has been studied for
different region 2 oxide material. From the tabular results, it has been concluded that
DL-DMDGMOSFET shows better performance for higher region 2 oxide permittiv-
ity. Finally, it has been concluded that DL-DMDGMOSFET shows better analog/RF
performance for high oxide permittivity and provide better immunity to SCEs.
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Phosphorene: A Worthy Alternative
of Graphene and MoS2 in Surface
Plasmon Resonance Sensor

J. B. Maurya , Alka Verma and Y. K. Prajapati

Abstract In this paper, Graphene, MoS2, and Phosphorene-based surface plasmon
resonance sensor are analysed numerically and theoretically. Transfer matrix method
is used for the formulation of attenuated total reflection intensity. The surface plasmon
resonance curves are obtained by using angular interrogation. The number of layers
of Graphene, MoS2, and Phosphorene are optimized with respect to performance
defining parameters; shift in resonance angle, minimum reflection intensity, and
beam width of surface plasmon resonance curve. It is found that senor will have
best performance for 10 layers of Graphene, 4 layers of MoS2, and 10 layers of
Phosphorene. Further, at these optimized number of layers, Phosphorene has highest
sensor performance in terms of Sensitivity, Resolution, and Quality factor. Hence,
it is believed that Phosphorene can replace Graphene and MoS2 in surface plasmon
resonance sensor.
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1 Introduction

The properties like high sensitivity, real time monitoring, label free, fast, reliable,
repeatable, reusable, and use of small amount of sample, etc., of surface plas-
mon resonance sensor (SPR), an optical sensor, make it best choice to sense the
change in refractive index (RI), e.g., for the detection of gas, chemical, biochemical,
biomolecule, etc. [1]. Because of the extraordinary detection property and perfor-
mance, SPR sensor has vast application in the study of interaction between different
biomolecules e.g., proteins, nucleic acids, peptides, receptors, antibodies, and lipids,
in the investigation of viral binding for surface functionalization, in antiviral drug
discovery tools, in food safety, inmines to sense the toxic and hazardous gas leakages,
etc. [2].

The SPR sensor was first configured by H. Reather and E. Kretschmann in 1968
[3]. The Kretschmann configured SPR sensor has a thin surface plasmon (SP) active
metal layer in the range of 40–50 nm which is deposited on the substrate. This con-
figuration needs a light coupler, e.g., prism, waveguide, or grating to couple the light
at the bottom surface of metal layer in order to excite SP at the top surface (interface
of metal-dielectric) of metal surface. A. Otto, contemporaries of E. Kretschmann,
had also configured a slightly different SPR sensor [4]. The Otto’s configuration had
a gap of approximately 100 nm between the substrate and SP metal. As per the prac-
tical aspect, it was very difficult to maintain such a thin air gap between substrate
and a thin SP metal, which seems to be a key reason for the lack of popularity of
Otto’s configuration. The resonance condition, known as SPR, is achieved when the
wave vector of incident light becomes equal to the wave vector of surface plasmon.
This resonance condition can be achieved by four type of the interrogation; angle,
wavelength, phase, and intensity. Out of these interrogations, the angle interrogation
is mostly used because of its easy operation with the help of goniometer. In addi-
tion, angle interrogation requires single monochromatic laser source which makes
the experimental setup much economic. Hence, in this paper angle interrogation is
adopted.

Life sciences are being potentially facilitated by SPR sensor because of its capa-
bility to detect the presence of single biomolecule. The single-stranded Deoxyri-
bonucleic acid (ssDNA) virus based human pathogens such as Human Boca virus
(HBoV) which is responsible for lower respiratory tract infections [5, 6], and Par-
voviridae B19 responsible for infectious disease in the pediatric population which
is also known as fifth disease or slapped cheek syndrome [7, 8], must be detected in
the early stage of infections before the severity of infections in order to protect the
patient from death. TheDNAhybridization detection capability of SPR sensormakes
it suitable to detect these ssDNA-based human pathogens [9]. In DNA hybridization
detection, the complimentary ssDNA is immobilized on the top surface of sensor,
and then target ssDNA is allowed tomake pair via hybridization with complementary
ssDNA, which results in double stranded DNA (dsDNA), which eventually increases
the RI near the top surface of SPR sensor. This local increase in RI can be detected
by SPR sensor.
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Bare SP metals, e.g., gold, silver, copper, aluminum have less binding ability
with the complimentary ssDNA in order to get immobilize on their surface [10].
Also, these metals are prone to the oxidation and corrosion, which degrades the
performance of SPR sensor [11]. Hence, to achieve the immobilization of ssDNA,
the surface of these metals must be functionalize to have higher affinity toward
ssDNA and to protect them against oxidation and corrosion. These requirements
can be fulfilled by several layered nanomaterials; e.g., Graphene (invented in 2004)
[12], MoS2 (invented in 2010) [13], and black Phosphorene (invented in 2014) [14]
because of their chemical inert nature and natural binding property with ssDNA. The
Graphene can bind the ssDNA with the π-stacking bonding property with carbon
rings of nucleobases present in ssDNA [15]. The MoS2 can bind the ssDNAwith the
van derWaals force between nucleobases of ssDNAand the basal plane ofMoS2 [16].
Phosphorene can bind the ssDNA after the functionalization with cationic polymer
poly-L lysine (PLL) [17]. Here, PLL will work as linker between Phosphorene and
ssDNA.

As it is seen that Graphene, MoS2, and Phosphorene can bind ssDNA on their
surface, which is required to detect infectious human pathogen, the analysis of SPR
sensor havingSPmetal coveredwith anyof these nanomaterials is essential.Hence, in
this paper effects of adding these nanomaterials on sensor performance are analyzed.

2 Theory

2.1 Sensor Structure and Design Parameter

The schematic diagram of nanomaterial-based SPR sensor structure is presented in
Fig. 1. Here, the silver is considered as SP active metal layer because of its highest
performance among gold, silver, copper, aluminum [18]. At a time, anyone of the
Graphene,MoS2, and Phosphorene can be placed on the silver layer. At the operating
wavelength 633 nm, the refractive indices of theBK-7 prism, silver, Graphene,MoS2,
and Phosphorene are 1.5151 [18], 0.0803 + 4.2347i [18], 3 + 1.1487i [18], 5.9 +
0.8i [18], and 3.5 + 0.01i [19] respectively. The refractive index (RI) of the sensing
medium (nc) is considered to vary from 1.33 (pure water) to 1.335 (impure water
after adsorption of biomolecules). The thickness of silver layer, Graphene, MoS2,
and Phosphorene are 50 nm, (G × 0.34) nm, (M × 0.65) nm, and (P × 0.56) nm
respectively, whereG,M, and P are the number ofGraphene,MoS2, and Phosphorene
layers respectively.
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Fig. 1 Schematic of nanomaterial based surface plasmon resonance sensor

2.2 Mathematical Modeling of Reflectance Curve

The matrix method for N-layer model is applied for the calculation of reflection
intensity of the reflected light [20]. This method is efficient and does not consider
any approximation. The thicknesses of the layers, dk, are considered along the z-axis.
The dielectric constant and RI of the kth layer is considered as εk and nk respectively.
By applying the boundary condition, the tangential fields at Z= Z1 = 0 are presented
in terms of the tangential field at Z = ZN−1 as follows;

[
U1

V1

]
= H

[
UN−1

VN−1

]
(1)

where U1 and V1 represent the tangential components of electric and magnetic fields
respectively at the boundary of the first layer and UN−1 and VN−1 are the correspond-
ing fields for the boundary at N th layer. The Hij presents the characteristics matrix
of the combined structure of the sensor, and for p-polarized light it can be given as

Hij =
(
N−1∏
k=2

Hk

)

ij

=
[
H11 H12

H21 H22

]
(2)

with,

Hk =
[

cosβk (−i sin βk)/qk
−iqk sin βk cosβk

]
(3)
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where

qk =
(

μk

εk

)1/2

cos θk =
(
εk − n21 sin

2 θ1
)1/2

εk
(4)

and

βk = 2π

λ
nk cos θk(zk − zk−1) = 2πdk

λ

(
εk − n21 sin

2 θ1
)1/2

(5)

After some straightforwardmathematical steps, one can obtain the reflection coef-
ficient for p-polarized light which is given below;

rp = (H11 + H12qN )q1 − (H21 + H22qN )

(H11 + H12qN )q1 + (H21 + H22qN )
(6)

The reflection intensity Rp of the defined multilayer configuration is given as;

Rp =
∣∣rp∣∣2 (7)

2.3 Principle of Operation

A p-polarized light wave of 633 nmwavelength, generated fromHe–Ne laser source,
is focused on the lateral plane of the prism. This prism couples the light to the
deposited silver thin film. With the effect of attenuated total reflection (ATR), the
evanescent field of coupled light excites the plasmons at silver surface. These excited
plasmons propagate along the interface ofmetal-dielectric at the resonance angle, and
termed as surface plasmon wave (SPW). The wave vector of this SPW can be varied
with the incidence angle (θ) of light at the prism. The resonance condition is achieved
after incidence angle greater than critical angle {θc= sin−1(nc/nprism)} at whichwave
vector of SPW is exactly matched with the incident light. The incidence angle at
which resonance condition is achieved known as resonance angle (θres), i.e., θres >
θc. As the RI of sensing medium is changed, the resonance condition is disturbed,
hence again one has to change the incidence angle to achieve the resonance condition.
Thus, the change in RI of sensing medium due to adsorption of biomolecules can be
measured by measuring the shift in resonance angle (�θSPR). The intensity of ATR
light (R = Rp) corresponding to different incident angle can be measured on the
opposite face of the prism by the photo-detector followed by Lock-in-amplifier, and
the same is plotted as incidence angle versus reflection intensity. This plot is known
as reflectance curve or SPR curve which has dip at resonance angle. The incidence
angle corresponding to the minimum reflection intensity is known as the resonance
angle (θSPR).
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2.4 Performance Parameters

Themain performance parameters of the SPR sensor are sensitivity, resolution (detec-
tion accuracy), and the quality factor. For a good sensor, higher value of all of these
performance parameters is always desire.

Sensitivity (S) to the sensing medium RI change is defined as the ratio of shift in
resonance angle of incidence (�θSPR) to the RI change in the sensing medium (�nc);

S = ΔθSPR

Δnc
(8)

The beam width is determined by the method adopted by J. B. Maurya and Y.
K. Prajapati and the determined beam width is termed as Jitednra-Yogendra beam
width (JYBW) [21]. The resolution is defined as the reciprocal of the beam width of
the reflectance curve;

Resolution = 1

JYBW
(9)

The quality factor (Q) is defined as the ratio of sensitivity to the beam width of
the reflectance curve;

Q = S

JYBW
(10)

3 Result and Discussion

In Fig. 2, the SPR curves are plotted for monolayer of Graphene, MoS2, and Phos-
phorene at sensing medium refractive index 1.33 and 1.335. Since, the adsorption
of biomolecules accounts very less change in refractive index of sensing medium,
�nc is considered very less. As the nc is changed from 1.33 to 1.335, right shift of
resonance angle for all of the nanomaterial can be easily observed from Fig. 1, which
signifies the adsorption of biomolecules on the surface of nanomaterials. Since the
�nc is constant for all the nanomaterials, as per the (8) amount of right shift, i.e., �θ

will define the sensitivity order of different nanomaterial. However, the sensitivity
will also depend on the physisorption property of different nanomaterialswith respect
to particular biomolecule, which is out of scope for numerical analysis. The �θ for
Graphene, MoS2, and Phosphorene are; 0.63, 0.63, and 0.57, respectively. Hence,
from (8) the sensitivity order for monolayer; Graphene = MoS2 > Phosphorene.
But, as per the practical point of view, the synthesis of large uniform monolayer of
Graphene, MoS2, and Phosphorene are very tough and not always possible. Hence,
the variation of �θres, minimum reflection intensity (Rmin), and JYBW along with
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Fig. 2 Reflectance curve for monolayer of Graphene, MoS2, and Phosphorene at sensing medium
refractive index 1.33 and 1.335 indicating refractive index sensing

number of layers of nanomaterial are essential, which are accomplished in the fol-
lowing paragraphs.

In Fig. 3, �θ, Rmin, and JYBW are varied corresponding to the number of layers
of nanomaterials. Here, the�θ is calculated corresponding to�nc = 0.005, whereas
Rmin and JYBW are calculated at nc = 1.335 (after the adsorption of biomolecule).
It is seen from this figure that the �θ for Graphene and Phosphorene increases
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respect to performance defining parameters; shift in resonance angle, minimum reflectance, and
beam width of reflectance curve
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monotonically, for the considered range, with the number of nanolayers, whereas for
MoS2, the �θ increases up to four layers and start to decrease rapidly beyond four
layers. This can be justified by observing the Rmin of nanomaterials.

The Rmin and JYBW are the function of extinction coefficient (imaginary part
of the RI) and thickness of the material [22]. The wave propagation is slowed down
in the lossy medium (higher extinction coefficient), and this speed of propagation
further decreases as the thickness of lossy medium increase. As a result of this, the
surface plasmon damps in the lossy medium which increases with the extinction
coefficient and thickness of material. The SPR curve becomes shallower (increasing
Rmin) and broader (increasing JYBW), as the surface plasmon damping increases.
Hence, the Rmin and JYBW increase with the number of nanolayers (increasing
thickness).

The Rmin and JYBW of all nanomaterials are increasing monotonically because
of the increasing damping with number of nanolayer. At any particular nanolayer,
extinction coefficient has the order; Graphene (1.1487) > MoS2 (0.8) > Phosphorene
(0.01), and thickness of monolayer has the order; MoS2 (0.65 nm) > Phosphorene
(0.56 nm) > Graphene (0.34 nm). Hence, the product of extinction coefficient and
thickness of monolayer nanomaterial follow the order; MoS2 (0.52) > Graphene
(0.39) > Phosphorene (0.0056). It seems that Rmin and JYBW follows the order
of product of extinction coefficient and thickness of monolayer nanomaterial, i.e.,
MoS2 >Graphene > Phosphorene. It is just a coincidence nothing else, because if two
number less than zero are multiplied the result is less than the individual numbers,
but it is not the case for damping in material. Although the extinction coefficients
or thickness of any material is less than zero, increasing of either of these quantity
increase the damping.

The Rmin of Phosphorene is approximately equal to zero which is completely
considerable throughout the range of considered number of nanolayers.Whereas, the
maximum Rmin of Graphene is less than 0.4 (at G = 10) which can be considered
for the identification of SPR dip. But, the Rmin for MoS2 is increasing at a rapid rate
with the number of MoS2 layers, and it reaches approximately at 0.6 for M = 4, at
the worst case it can be considered for the identification of SPR dip. But, the Rmin
beyond 0.6, for MoS2 (M > 4), signifies the improper SPR dip which is not possible
to identify, and hence improper �θ may be observed.

The JYBW of Graphene and Phosphorene are considerable throughout the con-
sidered range, whereas for the MoS2 it can only be considered up to four layers (M
= 4), beyond which the JYBWwill be very high, and as per (9) and (10), significant
decrease in the resolution and quality factor of the sensor can be observed. Hence,
on the basis above discussion regarding Fig. 3, it can be said that for having high
sensitivity and considerable resolution and quality factor at sufficient SPR dip (con-
siderable Rmin), the optimized number of layers of Graphene (G), MoS2 (M), and
Phosphorene (P) are; G = 10, M = 4, and P = 10 respectively.

In Fig. 4, a bar graph is plotted to compare the sensor performance parameter, i.e.,
sensitivity, resolution, and quality factor for the optimized number of layers of all
of the three considered nanomaterials, i.e. Graphene, MoS2, and Phosphorene. It is
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Fig. 4 Surface plasmon resonance sensor performance in terms of sensitivity, quality factor, and
resolution for the optimized number of layers of Graphene, MoS2, and Phosphorene

found that Phosphorene has highest all of the three performance parameters, which
is always desired for a good sensor.

4 Conclusion

Three layered nanomaterials namely; Graphene, MoS2, and Phosphorene are ana-
lyzed theoretically and numerically. It is found that the optimized number of layers
for Graphene, MoS2, and Phosphorene are 10, 4, and 10, respectively. And, at these
optimized number of layers, the Phosphorene has highest sensor performance in
terms of sensitivity, resolution, and quality factor. Hence, Phosphorene can replace
the Graphene andMoS2 for the SPR sensing provided that its physisorption property
must be suitable for the antibody immobilized on it.
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Substrate Integrated Waveguide
Wideband and Ultra-Wideband
Bandpass Filters Using Multimode
Resonator

Naveen Singh, Sandeep Kumar, Sanjay Gupta and R. K. Chauhan

Abstract In this paper, a novel design technique using substrate integrated waveg-
uide (SIW) based on multimode resonator is presented for the implementation of the
dual-band bandpass, wideband bandpass and ultra-wideband bandpass filters. Filter
design is started by etching fourW-shaped slots on the upper conductor layer of SIW
cavity in order to produce few resonant peaks in passband. W-shaped slots forming
up quintuple mode resonator create wide passband while maintaining overall size of
the filter to bemuch less. Implemented wide bandpass filter achieves an insertion loss
lower than 0.8 dB, return loss better than 12 dB in the passband and 3 dB fractional
bandwidth of 44%. The structure is further modified into two H-shaped slots oper-
ating as sextuple mode resonator. This design produces an ultra-wideband bandpass
filter with an insertion loss smaller than 1.1 dB, return loss better than 11 dB in the
passband and 3 dB fractional bandwidth of 55%.

Keywords Substrate integrated waveguide (SIW) · Multimode resonator (MMR) ·
Ultra-wideband (UWB)

1 Introduction

Recently, the demand of filters in the field of wireless radio frequency (RF) commu-
nication systems has been growing at a very fast pace. This puts challenges before
the designers to design and develop receiver compatible filters with reduced size.
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Ultra-wideband bandpass filters are among such filters that are preferred for support-
ing high data rate while providing several narrow transmission bands. The proposed
filters have been studied for wideband of frequency ranging from 6 to 14 GHz. This
ultra-wide frequency spectrum has numerous high speed wireless applications such
as broadcasting satellite, radiolocation, etc. Interestingly, SIW technology has been
successfully employed to design such filters with high quality factor, low loss, high
power capability and low cost.

Substrate integrated waveguide (SIW) is composed of two rows of periodic metal-
lic via holes embedded in a dielectric substrate that connect two parallel metal plates
[1, 2]. It has many similarities with conventional rectangular waveguides [2]. It pre-
serves advantages of conventional rectangular waveguides, namely, high Quality
factor. Losses of SIW components are lower than corresponding microstrip devices.
SIWs have attracted much attention in the recent years, because it allows the design
of several microwave components with easy fabrication with planar circuits, includ-
ing filters, directional couplers, circulators, oscillators, mixers, power amplifiers, slot
array, and leaky antennas.

In order to make overall size of SIW bandpass filter to be much compact with
a wide passband, a multimode resonator (MMR) is the best possible element to
be considered in the design of filters. If each multimode resonator has N resonant
modes within the desired passband, the proposed filter is considered to be N th order
filter with very much compact size. Multimode resonators can be classified on the
basis of number of modes such as dual-mode resonators, triple-mode resonators,
quadruple-mode resonators, quintuple-mode resonators, and so on [3].

The following sections constructW andH-shaped slots etched on the uppermetal-
lic layer of SIW in order to produce a number of resonant peaks in this way imple-
menting a dual-band bandpass filter which is further modified into a wideband and
ultra-wideband SIW bandpass filters with very much reduced size, respectively. In
Sect. 2, design and analysis of dual-band bandpass filter is introduced by etching four
W-shaped slots. This design is further examined with variation of a few parameters,
then a wideband bandpass filter is obtained with return loss higher than 12 and 3-dB
fractional bandwidth (FBW) of 44.2%. This section extends its design procedure by
etching twoH-shaped slots on the upper metallic plate of SIW cavity which produces
an ultra-wideband filter with 3 dB fractional bandwidth of 55% and return loss better
than 11 dB in Sect. 3, Results are discussed after extensive parametric studies and
numerical optimization in a high-frequency electromagnetic simulator (HFSS). This
simulation tool is based on algorithm implementing finite element method.

2 Design and Analysis of Proposed Filters

In general, three design techniques are used to design a bandpass filter using mul-
timode resonator. Coupling resonators topology [4] is employed as the first design
technique. Dual-mode resonator filters are generally preferred to be designed using
this technique. Second design technique deals with distributing the fundamental
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resonant frequencies of the resonator according to the insertion loss function of the
chebyshevpole in passband [5]. The third designmethod, typically called 3dBmatch-
ing technique, is more common for higher mode resonator filters design, namely the
quadruple-mode resonators filter [6], the quintuple-mode resonators filter. Technique
used in [5] is utilized to implement the proposed filters in this paper.

The design procedure can be started by first choosing the desired center resonant
frequency of TEm0k mode given by (1). The initial sizes of this cavity can be obtained
when m as 1 and k are already decided. It is noteworthy to say that the number of
modes of resonator filter is determined by k. Other resonance frequencies in the
passband can be evaluated using (3).

fTEm0k = c0
2
√

εr

√(
m

weff

)2

+
(

k

leff

)2

(1)

In (1), c0 is speed of light in vacuum, εr is relative permittivity of substrate, weff

is the equivalent width of SIW and leff is the equivalent length. weff And leff can be
determined using the formulas given in [1]:
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π
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The constituted slots behaving as multimode resonator is created to produce few
resonant peaks in the passband and a transmission zero in the upper cutoff frequency,
thus improving the upper stopband performance. The resonant frequencies exist
between lower cutoff frequency and transmission zero frequency in this way creating
a wide passband. It is worth to note that different types of shapes for the slot behaving
as multimode resonator can be studied from [3]. From [3], four W-shaped slots are
initially considered in our design which is further modified into two H-shaped slot
for getting ultra-wideband response.

2.1 Design of Dual-Band Bandpass Filter

A single-layer Rogers RT/duroid 5880 (tm) substrate is utilized to fabricate the
proposed dual-band bandpass filter with a thickness of 0.8 mm using linear arrays of
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metallized via-holes with a diameter of 1 mm and a gap of 1.75 mm between them.
Design of dual-band bandpass filter can be initiated by first fixing the dimensions
of each W-shaped slot at D, t, w, u at 4.50 mm, 0.75 mm, 0.20 mm, 0.325 mm
respectively in order to make simple and effective way of design. The length h is
allowed to vary from 3.8 to 4.6 mm and length m is also allowed to vary from 1 to
2.5 mm. The optimized value for the h and m was obtained to be 4.2 mm and 1.5 mm
respectively. The desired slots will haveW-shaped that will constitute resonant peaks
in both passbands as shown in Fig. 1a.

The simulated return loss for the filter in lower and upper passband is better than
46 dB and 16 dB respectively. The insertion losses which is mainly attributed to
conductor and dielectric losses is found to be lower than 1.2 dB. Insertion loss is
improved by choosing diameter of metallic cylinders half to the center-to-center
distance between them [1, 2] (Table 1).
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Fig. 1 a Schematic of the SIW based dual-band bandpass filter with four W-shaped slots. b Sim-
ulated frequency responses of ultra-wide bandpass filter

Table 1 Dimensions of
dual-band bandpass filter

Symbols Value (mm) Symbols Value (mm)

L 31.75 B 15.00

D 5.50 S 11.40

m 1.50 t 0.75

r 0.25 g 0.10

u 0.30 w 0.20

p 1.75 h 12.70
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Fig. 2 a Schematic of the SIW based wideband bandpass filter with four W-shaped slots. b Simu-
lated frequency responses of ultra-wide bandpass filter

Table 2 Dimensions of wide
bandpass filter

Symbols Value (mm) Symbols Value (mm)

L 28 B 15

D 4.50 S 9.50

m 2.45 t 0.75

r 0.50 g 0.10

u 0.30 w 0.20

p 1.75 h 5.76

2.2 Design of Wideband Bandpass Filter Using Quintuple
Mode Resonator

With a slight variation in dimensions of h and m in W-shaped slots of SIW dual-
bandpass filter, a wideband bandpass filter can be obtained as shown in Fig. 2a. More
specifically, h should be kept below 2,6 mm and m at 2.45 mm. This proposed filter
has a sharp transition at upper cutoff frequencywith a fractional bandwidth of 44.2%.

We observe from the return loss frequency response that the filter has five resonant
peaks in the passband due to constituted quintuple mode resonator. These resonant
frequencies constitute a wide passband with an insertion loss of 0.8 dB and return
loss higher than 12 dB (Table 2).

2.3 Design of Ultra-Wideband Bandpass Filter Using
Sextuple Mode Resonator

Ultra-wide band bandpass filter can be implemented on W-slotted SIW cavity by
extending the slot to H-shaped as depicted in Fig. 3a. In this structure, six resonant
modes exist between lower cutoff frequency and transmission zero frequency, thus
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Fig. 3 a Schematic of the SIW based ultra-wideband bandpass filter with two H-shaped slots.
b Simulated frequency responses of ultra-wide bandpass filter

Table 3 Dimensions of
ultra-wide bandpass filter

Symbols Value (mm) Symbols Value (mm)

L 28.00 B 15.00

D 7.30 S 9.50

m 2.45 t 0.75

r 0.50 g 0.10

u 0.30 w 0.20

p 1.75 h 3.20

creating awide sixth order bandpass filter due to presence of sextuplemode resonator.
These resonant frequencies can be approximately evaluated by (3) if we have an
evaluated center frequency by taking average of cutoff frequency and transmission
zero frequency.

With varying h and m and keeping rest of the dimensions fixed, we get desired
UWB filter with a fractional bandwidth of 55%. Figure 3b shows the simulated fre-
quency responses of the proposed bandpass filter. The simulated passband insertion
loss achieves better than to be 1.1 dB with return loss higher than 11 dB (Table 3).

3 Results and Discussion

All the proposed bandpass filters are fabricated on a Rogers RT/duroid 5880 (tm)
substrate with a dielectric loss tangent of 0.0009 and thickness of 0.8 mm. Filter
design is initiated with dual-band bandpass filter by creating four W-shaped slots on
upper metallic layer of SIW cavity. Its return loss in lower and upper passband is
better than 46 dB and 16 dB, respectively. Its Insertion loss is achieved to be better
than 1.02 dB in lower passband and 1.2 dB in the upper passband. With a slight
variation of dimensions of slots, a wide bandpass filter is realized with slots behaving
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Table 4 Comparison with other works

Ref. FBW
(%)

IL
(dB)

RL
(dB)

Size λg ∗ λg

[7] 61 <1.54 >10.0 2.5 * 0.7

[8] 77 <2.00 >10.2 1 * 0.7

[9] 114 <2.5 >9.5 3.3 * 0.4

[10] 5 <3.0 >10 0.19 * 0.21

[11] 13.9 <2.5 >9.6 0.107 * 0.11

[12] 15.4 <1.2 >10.4 0.19 * 0.25

[13] 117 <3 >11 0.514 * 0.312

This work (wideband bandpass filter) 44.2 <0.8 >12 1.03 * 0.55

This work (ultra-wideband bandpass filter) 55 <1.1 >11 1.03 * 0.55

as quintuple mode resonator with a 3 dB fractional bandwidth of 44%. Its return loss
is greater than 12 dB and insertion loss is better than 0.8 dB in the passband. This
filter is further designed as ultra-wideband bandpass filter by modifying the slots
into H-shaped producing six resonant peaks in passbands. Its return loss is greater
than 11 dB and insertion loss is better than 1.1 dB in the passband. 3 dB ultra-wide
passband typically ranges from 8.1 to 14.1 GHz with a fractional bandwidth of 55%.
Results are compared with other ultra-wideband filter works in Table 4. Although
proposed wideband filters have narrow fractional bandwidth, they are superior than
others in terms of small insertion loss, better return loss with reduced size and easy
fabrication with planar circuits.

4 Conclusion

Dual band, wideband and ultra-wideband bandpass filters have been presented in
this paper using multimode resonator. Size of the wideband and ultra-wideband
bandpass filters has been greatly reduced by etching W-shaped and H-shaped slots
on the top metallic layer of SIW cavity respectively. Slots behaves as multimode
resonator producing resonant peaks in the passband and a transmission zero at the
upper cutoff frequency. This study clearly manifests a simple and effective method
to design ultra-wideband bandpass filter with insertion loss better than 1.1 dB and
return loss higher than 11 dB. FBW is 55%. Such a compact UWB bandpass filters
can be effectively utilized in modern wireless communication systems with a high
reception data rate.
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Impact of Dimensional Effects
on Subsurface Leakage Current
of a Low-VTH Nanoscale MOSFET
Under Accumulation Bias

Vadthiya Narendar and Ashutosh Kumar Pandey

Abstract In portable battery-operated electronics, power dissipation has become
a critical parameter. The presence of various types of leakage current components
in nanoscale MOSFET influences the leakage power dissipation. There is another
type of leakage current present in nanoscale MOSFET which is due to VDS, the
reduction of barrier height between the source and drain at distance away from the
semiconductor-oxide interface is known as subsurface leakage current. The subsur-
face leakage current is clearly noticeable in low-threshold voltage (VTH) transistors.
This paper investigates the reliability issues with dimensional parameter such as gate
length (LG), source/drain junction depth (XJ), and drain-to-source voltage (VDS) on
subsurface leakage current of a nanoscale MOSFET. It is observed that the subsur-
face leakage current is exponentially dependent on LG. Subsurface leakage current
increases with XJ. Dimensional parameter dependent subsurface leakage current is
extracted using ATLAS TCAD simulator.

Keywords Leakage current · Nanoscale device · Subsurface leakage current ·
Zero-VTH MOSFET

1 Introduction

The major performance metrics of digital integrated circuits (ICs) are power dis-
sipation, delay (speed), and area. Power dissipation is predominating parameter in
battery operated electronic components. In complementarymetal oxide semiconduc-
tor (CMOS) circuits, the prime source for power dissipation in nanometer regimes is
due to the presence of various types of leakage current in MOSFETs. CMOS devices
are scaled down by following Moore’s law for every technological node to attain

V. Narendar (B)
National Institute of Technology Warangal, Warangal 506004, Telangana, India
e-mail: narendarv@nitw.ac.in

A. K. Pandey
Motilal Nehru National Institute of Technology Allahabad, Allahabad 211004, UP, India
e-mail: chandan270697@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
D. Dutta et al. (eds.), Advances in VLSI, Communication, and Signal Processing,
Lecture Notes in Electrical Engineering 587,
https://doi.org/10.1007/978-981-32-9775-3_53

587

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9775-3_53&domain=pdf
mailto:narendarv@nitw.ac.in
mailto:chandan270697@gmail.com
https://doi.org/10.1007/978-981-32-9775-3_53


588 V. Narendara and A. K. Pandey

30% decrease in delay time of a transistor which results in higher packing density
and higher performance along with reduced threshold voltage, channel length and
gate oxide thickness [1–9]. The amount of current flow in a transistor when the gate
voltage is zero is known as off-state (Ioff) leakage current and it is influenced by other
leakage components such as subthreshold leakage, gate induced drain leakage and
punchthrough current. Moreover, Ioff also depends on device physical dimensions,
channel doping, supply voltage, gate oxide thickness [5, 6]. Aforementioned various
types of leakage currents in bulk MOSFET are modeled and available in the BSIM6
model. In addition to that, there is a leakage current path between the source and the
drain underneath the channel region is called as subsurface leakage current. From
the literature, it has not received much attention. The subsurface leakage current is
clearly noticeable in zero-threshold voltage transistors [10].

The continuous increase in demand of low-power electronics pushes the conven-
tional MOS devices into an ultra-low-threshold voltage (VTH) MOS devices. A new
breakthrough zero- threshold voltage device enables the electronic industry to intro-
duce a very low supply voltage (0.1 V) with high precession circuits for the first time
[11]. They enable countless applications starts from ultra-sensitive remote sensors to
implantable medical devices. They also facilitate to design relay sensors and ampli-
fier circuits which demands long term power back-up for uninterrupted operation. In
addition to that, they also allow the electronic industry to design the circuits which
takes 100 times less operating power than aggressive MOSFETs [12, 13]. Moreover,
they offer to design sensitive and critical security applications in extremely remote
locations, even in implantable medical devices for long-lasting operational life to
avoid invasive surgery. They also useful in wide verity of analog circuits such as
computers and its peripherals, hand held instrumentation, industrial control, secu-
rity and alarm systems and sensor and detection systems. The other special analog
circuits such as level translators, multiplexers, and buffers circuits are also designed
with them. The applications of ultra-low-VTH devices are diverse into Analog/RF,
communication, and biomedical applications [14–17]. In addition to that, other verity
of circuits such as: input/output, current reference, bandgap reference, high perfor-
mance, input buffers and voltage regulators, etc. [18–22]. This paper investigates the
impact of dimensional effect such as gate length (LG), substrate doping (NBULK), gate
oxide thickness (Tox), gate-to-source voltage (VGS), drain-to-source voltage (VDS),
and temperature on subsurface leakage current of a nanoscale zero-VTH MOSFET.
This paper is organized as follows. Section 2 describes the device structure and
simulation setup. The impact of device parameters on subsurface leakage current is
explained in Sect. 3. Section 4 includes results and discussion in which the numerical
simulation data obtained from ATLAS device simulator is compared with BSIM6
[23, 24]. Finally, Sect. 4 concludes the paper.

Subsequent paragraphs, however, are indented.
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2 Device Structure and Simulation Setup

Figure 1 shows cross-sectional view of nMOSFET structure used in ATLAS device
simulator with parameters of gate length (LG), gate oxide thickness (Tox), bulk sub-
strate doping (NBULK), and source/drain junction depth (XJ). The source and drain
regions are n+-doped (Gaussian) with 1× 1020 cm−3 and extension regions of source
and drain are doped with 1 × 1019 cm−3 to suppress the GIDL current [25]. The
numerical simulations of ATLAS include Shockley–Read–Hall and band-to-band
tunneling models. Concentration based mobility model (CONMOB) along with field
dependent mobility model (FLDMOB) has been incorporated for carrier mobility.
For carrier transport drift-diffusion model is included. To measure the shift in energy
band gap at semiconductor-oxide interface and its corresponding transverse elec-
tric field quantization model is included. Moreover, Auger model is also included.
The device simulations are carried out at 300 K unless stated otherwise. The lightly
doped zero-threshold voltage devices are promising candidates to show the subsur-
face leakage current. It has been used in various applications such as analog and RF,
electrostatic discharge (ESD) and I/O.

The drain current variation with respect to gate to source voltage characteristics
of nMOSFET at W= 1 µm, Tox = 2 nm, VGS =−3 V and VDS = 0.2 V for different
gate length (LG) is depicted in Fig. 2. It can be noticed from Fig. 2 that, in strong
accumulation regime (VGS = −3 to −1 V) the leakage current (in a log scale) is
independent of gate bias and depends on gate length. The subsurface leakage current
shown in Fig. 2 is not due to the leakage current components occurs in conventional
MOSFET such as p-n junction leakage current, GIDL current and parasitic BJT
current. The drain-to-body p-n junction leakage current is independent of gate length
[5]. The GIDL current is more sensitive to the negative gate bias, GIDL rises with
increasing negative bias and it can be minimized by lightly doped drain (LDD)
architecture [25]. The contribution of parasitic BJT current is added when source-
body junction is forward biased. In order to justify the subsurface leakage current,
device parameter based model need to be studied.

Fig. 1 Cross-sectional view
of n-channel MOSFET
device structure
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Fig. 2 Drain current (IDS)
variation with respect to gate
to source voltage (VGS)
characteristics of nMOSFET
for different gate length (LG)
at XJ = 60 nm, W = 1 µm,
Tox = 2 nm and VDS = 0.2 V
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3 Impact of Dimensional Effects on Subsurface Leakage
Current

3.1 Drain-to-Source Voltage and Gate Length

The electron current density contour plots of nMOSFET for different gate lengths
(L_G= 20, 25, 30, 40 and 50 nm) is depicted in Fig. 3a–e. It shows that, away from
Si/SiO2 interface beneath the channel region the subsurface leakage current paths
have been established between source and drain. From Fig. 3 it can be clearly noticed
that subsurface leakage current path is going away Si/SiO2 interface and interaction
of leakage path is also decreasing as gate length increases from 20 to 50 nm. In other
words, the gate control over the channel is increases and leakage current suppressed.
Thus, subsurface leakage current is sensitive to L_G as demonstrated in Fig. 2.

Fig. 3 Electron current density contour plots of nMOSFET at Tox = 2 nm, XJ = 40 nm, W =
1 µm, VGS = – 3 V and VDS = 0.1 V with gate length (LG) a 20, b 25, c 30, d 40, and e 50 nm
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The subsurface leakage current also reduces the barrier height by increasing
V_DS, this effect is analogous to DIBL with diverse intensity. In short channel
device, the gate control over the channel is reduced by decrease in barrier height
considerably for a smaller value of V_DS. As a result, the electron from source
can easily surmount the barrier. With the help conduction band energy diagram the
impact of V_DS is demonstrated in Fig. 4.

The drain current variation with respect to gate to source voltage of nMOSFET
for different drain-to-source voltages at L_G = 30 nm, Tox = 2 nm, X_J = 60 nm
and W= 1 µm is shown in Fig. 5. It can be observed from Fig. 5 that the gate length
sensitive subsurface leakage current to be exponential and it is clear evident from
the slopes in log scale for different V_DS values are almost same. The variation
of drain current (subsurface leakage) at V_GS = −3 V in log scale with respect to
gate length (L_G) for different drain-to-source voltages is depicted in Fig. 6. The
leakage current increases with decreasing gate length and increasing drain-to-source
voltage. Figure 7 illustrates the drain current variation with respect to drain-to-source
voltage for different gate lengths (L_G = 20, 30, 40, 50, and 60 nm) at V_GS =

Fig. 4 Conduction band
energy diagram of
nMOSFET for different
drain-to-source voltage at LG
= 30 nm, Tox = 2 nm, XJ =
60 nm, VGS = –3 V

-1.20

-0.90

-0.60

-0.30

0.00

0.30

0.60

0.90

0.00 0.10 0.20 0.30

C
on

du
ct

io
n 

B
an

d 
En

er
gy

 (e
V

)

Position along the channel from source to drain (μm)

Source Drain

VDS = 0, 0.1, 0.15, 0.2, 0.5, 1 V

LG = 30 nm, Tox = 2nm, 
XJ = 60 nm, VGS= –3 V. 

Gate
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Fig. 6 Drain current (IDS) at
VGS = –3 V variation with
respect to gate length (LG)
for different drain-to-source
voltage (VDS) at NBULK = 1
× 1017 cm−3, XJ = 60 nm,
Tox = 2 nm
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Fig. 7 Drain current
variation with respect to
drain-to-source voltage for
different gate length at W =
1 µm, Tox = 2 nm, XJ =
60 nm
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−3 V. The drain current exponentially depends on V_DS. However, the curves are
marginally deviating from exponential trend at higher V_DS which is due to the
nonlinear barrier height lowering. The high injected electrons influence the space-
charge effect, because it screen out the electric field by drain terminal as a result,
reduction of barrier height lowering [26]. The low mobility implies the minimized
drift current across drain-body reverse bias junction which results into more linear
barrier lowering. However, the linear approximation is adopted for interpretation and
subsurface leakage current mentioned in [27].

It can be observed that, when VDS = 0 V, the leakage current is also zero.
Moreover, for larger gate length (LG > 70 nm) the drain current is independent
of gate length which means that the reverse-biased junction leakage dominate the
drain current.
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Fig. 8 Drain current (IDS)
variation with respect to
gate-to-source voltage (VGS)
characteristics of nMOSFET
for different source/drain
junction depth (XJ) at LG =
40 nm, W = 1 µm, Tox =
2 nm, and VDS = 0.1 V
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3.2 Source/Drain Junction Depth

In long channelMOSFETs, the source/drain junction depth (XJ) is larger than the gate
depletion layer width. The XJ influences the device performance such as threshold
voltage electron drift, and subthreshold characteristics. In addition to that itmodulates
the subsurface leakage current aswell. The drain current variationwith respect to gate
to source voltage is demonstrated inFig. 8.The electron current density cotour plots of
nMOSFET for different source/drain junction depth (XJ) at LG = 40 nm,W= 1µm,
Tox = 2 nm, VGS = −3 V and VDS = 0.1 V is illustrated in Fig. 9. It can be noticed
from Fig. 8 that in case of shallower XJ, subsurface leakage current is less which is
due to the fact that, the leakage current path is close to the surface and better gate
control. It is clear evident that asXJ increase from40 to 120nm the subsurface leakage
current increases. We can observe that the subsurface leakage current dependence on
XJ to be in exponential relationship from Fig. 8. The subsurface leakage current is
higher for higher XJ. It can be observed that the exponential increase in subsurface
leakage current is inversely proportional to technology node.

Fig. 9 Electron current density contour plots of nMOSFET at LG = 40 nm, W = 1 µm, Tox =
2 nm, VGS = – 3 V and VDS = 0.1 V with source/drain junction depth (XJ) a 40, b 60, c 80, d 100,
and e 120 nm
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4 Conclusion

Due to VDS, the reduction of barrier height between the source and drain region at a
distance away from semiconductor–oxide interface is known as subsurface leakage
current. A device dimensional parameter dependence subsurface leakage current
extracted from ATLAS TCAD simulation results. The subsurface leakage current
is influenced by device dimensional parameters. The subsurface leakage current is
estimated including gate to source voltage (VGS), gate length (LG), source/drain
junction depth (XJ). As device scaled down into sub-45 nm regime (short channel),
the interaction between source and drain increases which leads to higher leakage
current. Further, subsurface leakage current increases with XJ.

References

1. Frank, D.J., Dennard, R.H., Nowak, E., Solomon, P.M., Taur, Y., Wong, H.: Device scaling
limits of Si MOSFETs and their application dependencies. Proc. IEEE 89(3), 259–288 (2001)

2. Chang, L., Choi, Y.-K., Ha, D., Ranade, P., Xiong, S., Bokor, J., Hu, C., King, T.-J.: Extremely
scaled silicon nano-CMOS devices. Proc. IEEE 91(11), 1860–1873 (2003)

3. Skotnicki, T., Hutchby, J.A., King, T.-J., Philip Wong, H.-S., Boeuf, F.: The end of CMOS
scaling—toward the introduction of newmaterials and structural changes to improveMOSFET
performance. IEEE Circ. Dev. Mag. 21(1), 16–26 (2005)

4. Dennard, R.H., Gaensslen, F.H., Yu, H.-N., Rideout, V.L., Bassous, E., Leblanc, A.R.: Design
of ion-implanted MOSFET’s with very small physical dimensions. IEEE J. Solid-State Circ.
SC-9, 256–268 (1974)

5. Roy, K., Mukhopadhyay, S., Mahmoodi-Meimand, H.: Leakage current mechanisms and leak-
age reduction techniques in deep-submicrometer CMOS circuits. Proc. IEEE 91(2), 305–327
(2003)

6. Lo, S.-H., Buchanan, D.A., Taur, Y.,Wang,W.: Quantum-mechanical modeling of electron tun-
neling current from the inversion layer of ultrathin-oxide nMOSFET’s. IEEE Electron Device
Lett. 18(5), 209–211 (1997)

7. Vasudev, P.K.: Ultra-thin silicon-on-insulator for high speed sub-micrometer CMOS technol-
ogy. Solid State Technol. 61–65 (1990)

8. Swaina, S.K., Dutta, A., Adakb, S., Pati, S.K., Sarkar, C.K.: Influence of channel length and
high-K oxide thickness on subthreshold analog/RF performance of graded channel and gate
stack DG-MOSFETs. Microelectron. Reliab. 61, 24–29 (2016)

9. Veeraraghavan, S., Fossum, J.G.: Short-channel effects in SOI MOSFET’s. IEEE Trans. Elec-
tron Dev. 36(3), 522–528 (1989)

10. Ohguro, T., et al.: 0.18µm low voltage/low power RF CMOSwith zero VTH analogMOSFETs
made by undoped epitaxial channel technique. IEDM Tech. Dig. 33.5.1–33.5.4 (1997)

11. Junior, C.S., Deotti1, D., da Ponte1, R.M.,Machado1,M.B., Schneider,M.C.: Zero-Threshold-
VoltageMOSFETs: a survey. (2012). http://www.lbd.dcc.ufmg.br/colecoes/sforum/2012/0015.
pdf

12. Burr, J.B., Schott, J.: A 200 mV self-testing encoder/decoder using Stanford ultra-low-power
CMOS. In: IEEE International Solid-State Circuits Conference (1994)

13. de Sousa, F.R., Machado, M.B., Galup-Montoro, C.: A 20 mV colpitts oscillator powered by a
thermoelectric generator. In: IEEE International Symposium on Circuits and Systems, Seoul,
Korea (2012)

14. Voldman, S.H.: ESD: circuits and Devices, 2nd edn. Wiley, West Sussex, UK (2015)

http://www.lbd.dcc.ufmg.br/colecoes/sforum/2012/0015.pdf


Impact of Dimensional Effects on Subsurface Leakage … 595

15. Paliouras, V., Vounckx, J., Verkest, D., ed.: Integrated circuit and system design: power and tim-
ing modeling, optimization and simulation. Springer, Heidelberg (Lecture Notes in Computer
Science), vol. 3728 (2005)

16. Yuan, F.: CMOS Circuits for Passive Wireless Microsystems. Springer, New York (2010)
17. Lee, E.K., Lam, A., Li, T.: A 0.65 V rail-to-rail constant gm opamp for biomedical applications.

In: IEEE International Symposium on Circuits and Systems, pp. 2721–2724 (2008)
18. Li, K.-T., Lin, C.-C.: High voltage tolerant I/O circuit using native NMOS transistor for

improved performance. US Patent No. 7,113,018 (2006)
19. Eberlein, M.: A technology compensated current reference in standard CMOS. In: 7th Inter-

national Conference on ASIC, pp. 522–525 (2007)
20. Banba, H., Shiga, H., Umezawa, A., Miyaba, T., Tanzawa, T., Atsumi, S., Sakui, K.: A CMOS

bandgap reference circuit with sub-1-V operation. IEEE J. Solid-State Circ. 34, 670–674 (1999)
21. Hunt, J.S., Saripella, S.C.: Input buffer circuit. US Patent No. 6,784,700 (2004)
22. C.-Y. Chen, “Powermanagement unit for use in portable applications”USPatent No. 6,879,142

(2005)
23. Device Simulation Software: Silvaco International. Santa Clara, CA (2012)
24. Chauhan, Y.S., et al.: BSIM6: Analog and RF compact model for bulk MOSFET. IEEE Trans.

Electron Device 61(2), 234–244 (2014)
25. Parke, S.A., Moon, J.E., Wann, H.C., Ko, P.K., Hu, C.: Design for suppression of gate-induced

drain leakage in LDDMOSFETs using a quasi-two-dimensional analytical model. IEEE Trans.
Electron Devices 39(7), 1694–1703 (1992)

26. Sze, S.M., Ng, K.K.: Physics of Semiconductor Devices, 3rd edn. Wiley, New York, NY, USA
(2007)

27. Lin, Y.-K., et al.: Modeling of subsurface leakage current in low VTH short channel MOSFET
at accumulation bias. IEEE Trans. Electron Devices 63(5), 1840–1845 (2016)



Dielectric Pocket (DP) Based Channel
Region of the Junction-Less Dual
Material Double Gate (JLDMDG)
MOSFET for Enhanced Analog/RF
Performance

Amrish Kumar, Abhinav Gupta and Sanjeev Rai

Abstract In this paper, Dielectric pocket (DP) based channel region of the junction-
less dual material double gate (JLDMDG) MOSFET is proposed. A comparative
analysis of the JLDMDG and DPDMDG on the basis of analog/RF performance
parameters has been done. Dielectric pockets are introduced in the channel region
of JLDMDG. It can be observed that DPDMDG MOSFET has better functional
density, higher early voltage and lower trans-conductance for high amplification. It
can also be compared RF performance which shows that DPDMDG MOSFET has
higher gain bandwidth product, lower values of capacitances for high-speed operation
and lower power dissipation. Sensitivity parameters are estimated for DPDMDG and
JLDMDG and it is observed that Ion and Ioff in DPDMDG is less sensitive to variation
in tsi and tox in compare with JLDMDG. The analog/RF performance has shown that
the DPDMDG MOSFET has better characteristics in low-power design and high-
frequency applications.
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1 Introduction

During the past few decades, the device performance with excellent high speed has
been achieved by the upgraded design. The design mainly uses of high class material
and scalingdevice dimensions.However, the biggest challenges in upcoming technol-
ogy, is to control the short-channel effects while the down scaling of channel length.
The short-channel effects are more dominating as we decreasing or down scaling the
channel length [1, 2]. The SCEs such as the threshold voltage roll-off, drain induced
barrier lowering (DIBL) and hot-carrier effect [3]. Therefore, to overcome the SCEs
most of the researchers have been working on the channel engineering with different
structure and different materials. In the recent trends, Junction-less (JL) Transistors
[4] is more suppress the short-channel effects. It reduces the complex fabrication
process which is used to formation the junction. In a junction-less devices have
constant doping concentration throughout the source, drain and channel regions, it
means there are no junction i.e. (source-gate or drain-gate) junction. Junction-less
transistor is behaving as variable resistor and it operates in fully depleted regions.
The conduction mechanism of JL transistor is bulk conduction instead of surface
channel conduction. Due to this the leakage current in a junction-less device is less
compared to conventional double gate (DG) MOSFET. Dielectric pocket (DP) [5,
6] based channel region of the junction-less dual material double gate (JLDMDG)
MOSFET is called as DPDMDG MOSFET. The dielectric pockets are simply a
SiO2 layer area exists at the lateral walls of the channel region. DP cause to limit
the diffusion which happens between highly doped source and drain region of the
MOSFET. Due to this, the charge sharing decreases and improves the device perfor-
mance. In the DPDMDG device, the importance of dual material gate (DMG) [7]
provides high electron velocity, enhance drive current, trans-conductance and reduce
the output conductance. A DMG has two different gate electrodes one is control gate
M1 (workfunction of control gate M1 is qϕM1) and another one is screening gate
M2 (workfunction of screening gate M2 is qϕM2) where work function (qϕM1) is
greater than (qϕM2) for n-channel MOSFET. DPDMDG improves the analog/RF
performance by using the structure of DMG. In Sect. 2 discusses the DPDMDG
device structure and simulation model. Section 3 shows the simulation results and
discussion with comparison of analog/RF performance of DPDMDG and JLDMDG
MOSFET along with their sensitivity analysis. In Sect. 4 paper has been concluded.

2 Device Structure and Simulation

The structure of junction-less dual material double gate (JLDMDG) MOSFET with
dielectric pocket (DP) in the channel region has been proposed. JLTs having heavily
doping throughout the source, drain, and channel regions. The device is turn OFF
condition when it operates in fully depleted mode. For this purpose, a gate metal
which has a large work function difference to that of the channel is needed. The
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Fig. 1 Device structure of n-channel DPDMDG MOSFET

dielectric pockets are simply a SiO2 layer introduced at the lateral walls of the
channel region. DP cause to limit the diffusion which is happen between highly
doped source and drain region of the MOSFET.

The device structure of DPDMDG MOSFET is shown in Fig. 1. The thickness
of gate oxide tox, gate length L and channel thickness tSi are 1.5 nm, 50 nm and
10 nm respectively. The work functions for control gate M1 and screening gate M2
are 4.77 eV and 4.6 eV, respectively. The doping in source, channel and drain region
is pentavalent to make the transistor N type. The device parameters [8] of DPDMDG
transistor are shown in Table 1.

The simulation has been done by Silvaco ATLAS [9] device simulator. During
the simulation constant voltage and temperature (CVT) mobility model, Shockley–
Read–Hall (SRH) andAuger recombinationmodels for minority carrier combination
have been used. In the simulation standard recombination models along with The
Fermi–Dirac carrier statistics have been used. For the solving equation of the models
we choose Newton’s Gummel methods. As the thickness of the proposed model is
below 10 nm so Quantum mechanical effect will comes into play. So, drift diffusion
model is used in simulation and neglected the Quantum mechanical effect (QME).

Table 1 Device parameter of
DPDMDG MOSFET

Symbol Quantity Value

L Channel length 50 nm

ND Doping concentration 2 × 1018 Cm−3

tSi Channel thickness 10 nm

tox Gate oxide thickness 1.5 nm

W1 Work function for gate1 4.77 eV

W2 Work function for gate2 4.6 eV

Ld Length of dielectric pocket 6 nm

Wd Width of dielectric pocket 5 nm
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3 Results and Discussion

The analog performance [10–12] of any devices can be defined the following impor-
tant parameters such as, trans-conductance generation factor (TGF) intrinsic gain
(Av), trans-conductance (gm), early voltage (VEA), and output conductance (gd),
etc., from Fig. 2a shows the variation of trans-conductance (gm) and drain current
(ID) with gate voltage. Trans-conductance is the rate of change in drain current to
change in gate voltage for little period of ID −VGS curve with all other parameters is
constant. If the value of gm is higher results higher amplification factor of the device.
Figure 2a shows that as we increase the gate to source voltage, gm increases up to
0.7 V, i.e., peak value of gm after that gm start to reduce. Trans-conductance is defined
as

gm = dID
dVGS

(1)

The variation of trans-conductance generation factor (TGF) with gate to source
voltage is shown in Fig. 2b TGF define as the ratio of trans-conductance and drain
current and it shows that the how much drain current required to achieve a defi-
nite value of trans-conductance. So, maximum value of TGF means that we need
minimum value of drain current to reach desired trans-conductance. Hence, TGF is
defined as

TGF = gm
ID

(2)

Figure 3a shows the variation of early voltage (VEA) and intrinsic gain (AV) with
respect to gate voltage. Early voltage is the ratio of drain current to output conduc-
tance. As we increase the gate voltage the VEA is decreases but after certain gate

Fig. 2 aVariation ofDrain Current and trans-conductance as a function of gate voltage. bDeviation
of TGF with gate voltage (VGS) with fixed drain voltage (VDS)
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Fig. 3 a Deviation of early voltage (VEA) and intrinsic gain (AV) with gate voltage (VGS) with
fixed drain voltage (VDS). b Deviation of Cgs and Cgd as a function of gate voltage with fixed drain
voltage

voltage it become constant because of device comes in the saturation region. Intrin-
sic gain is the ratio of trans-conductance and output conductance. As we increase
the gate voltage the AV is decreases. For the better analog performance of the device
is that the early voltage and intrinsic gain both should be higher. The calculation
formula for both is given as

VEA = ID
gd

(3)

AV = gm
gd

= gm
ID

VEA (4)

The RF performance [13, 14] of any devices can be defined the following impor-
tant parameters such as gain frequency product (GFP), cut-off frequency (fT), trans-
conductance frequency product (TFP) and gain trans-conductance frequency product
(GTFP) . Firstly, we calculate the capacitances Cgd and Cgs, i.e., Cgd means capaci-
tance between gate to drain terminal, i.e., and Cgs means capacitance between gate
to source terminal, i.e. Now we apply a DC ramp voltage signal which is varying
from 0 to 1 V with 1 MHz frequency. The step voltage is 0.05 V.

Figure 3b shows the variation of Cgs and Cgd with gate voltage and both Cgs and
Cgd increases when we increase the gate voltage. From the Eq. 5 the capacitances Cgs

and Cgd should be as low as possible to get the enhanced RF performance. Figure 4
shows the variation of cut-off frequencyw.r.t. gate voltage (Vgs) for different values of
Vds. The characteristics of the device behave as an amplifier up to cut-off frequency.
The calculation formula for cut-off frequency is given as

fT = gm
2π

(
Cgs + Cgd

) (5)
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Fig. 4 Deviation of cut-off frequency, TFP and GFP as a function of gate voltage

The GTFP is the products of intrinsic gain and trans-conductance frequency prod-
uct (TFP). This parameter decides the device switching speed as high as GTFP. It
means the high value of GTFP gives the better device RF performance. It is defined
as

GTFP =
(
gm
gd

)
×

(
gm
ID

)
× fT (6)

GFP =
(
gm
gd

)
× fT (7)

TFP =
(
gm
ID

)
× fT (8)

Figure 4 shows the variation of TFP andGFPwith increasing gate voltage (Vgs) for
different values of Vds. GFP is important aspect of the device that combines both low
as well as high frequency. GFP is the product of intrinsic gain and cut-off frequency.
TFP can be defined as product of cut-off frequency and TGP. It represents that power
utilization and bandwidth cannot be improved simultaneously. From Fig. 4 when
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Table 2 Sensitivity matrix
for DPDMDG and JLDMDG

Parameters DPDMDG JLDMDG

SIon(tsi) 0.37 0.5

SIoff(tsi) 15.9 21.3

SIon(tox) −0.53 −0.664

SIoff(tox) 11.95 12.05

device operate in the triode region, the TFP and GFP both are increase with gate
voltage. Both are decreases in the saturation region. The expression for GFP and
TFP is shown in Eqs. 7 and 8 respectively.

3.1 Sensitivity Analysis of the Devices

Sensitivity analysis offers a relative significance of each device parameters on par-
ticular performance metrics, for the DPDMDG and DMDG devices, we have to
calculate the sensitivity .The sensitivity metric (S) on a parameter (p) is defined as

SS(p) = ∂S
S

/
∂p
p

(9)

where S is parameter for which we want to calculate sensitivity and p is the device
parameter such as tsi, tox. Table 2 compares sensitivity parameter for JLDMDG and
DPDMDG. Here we have estimated sensitivity in Ion and Ioff with respect to ton and
tox.

Here we have estimated sensitivity of Ion and Ioff with respect to tsi and tox. It can
be observed that DPDMDG MOSFET is less sensitive to variation in tsi and tox in
comparison with JLDMDG.

4 Conclusion

In this paper, a dielectric pocket (DP) based channel region of the junction-less
dual material double gate (JLDMDG) MOSFET structure has been simulated. A
comparative analysis of the JLDMDG and DPDMDG on the basis of analog/RF
performance parameters has been done. Form the simulation result, it shows that
JLDMDG has better gate controllability over the channel. It can be observed that
DPDMDG MOSFET has better functional density, higher early voltage and lower
trans-conductance for high amplification. TheRFperformance shows thatDPDMDG
MOSFET has higher gain bandwidth product, lower values of capacitances for high
speed operation and lower power dissipation. Sensitivity parameters are estimated
for DPDMDG and JLDMDG and it is observed that Ion and Ioff in DPDMDG is
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less sensitive to variation in tsi and tox in compare with JLDMDG. The analog/RF
performance has verified that DPDMDG MOSFET has improved characteristics in
low-power design and high-frequency applications.
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Study and Performance Analysis
of Carbon Nanotubes (CNTs) as a Global
VLSI Interconnects

Kavindra Kumar Kavi

Abstract This research works are primarily focused on the modeling approach of
Carbon Nanotubes (CNTs). Based on the number of conducting channels and differ-
ent number of shells and their arrangements in bundles an Equivalent Single Conduc-
tor (ESC) transmission linemodel proposed to analyze the effect of power dissipation
and propagation delay. Driver Interconnect Load (DIL) system is used to analyze the
power dissipation and propagation delay performances. A SPICE simulation is used
to compare the performance of bundle Multiwall Carbon Nanotubes (MWCNTs) as
compare to conventional bundle Single Wall Carbon Nanotubes (SWCNTs) inter-
connect. After the performance analysis it is observed that power dissipation and
propagation delay increase with the length of interconnects, but the power dissi-
pation and propagation delay decreases for bundle of MWCNT as compare to the
conventional bundle SWCNT.

Keywords Carbon nanotube (CNT) · Multiwall CNT bundle (MWCNT) · Power
dissipation · Propagation delay · Interconnects · Driver interconnect load (DIL)

1 Introduction

On the silicon chip to provide an electrical connection among nodes of circuit and
systems a thin film of conducting material used called as a VLSI interconnect. It
plays a major role in 32 nm and below nanoscale technologies Interconnects [1].
In the recent age of high-speed technology, it is much important that device speed
should be enhanced in order to provide high speed applications. The speed of VLSI
circuits or IC’s depends on the main circuit dimensions as well as interconnect used
to connect various components [2]. To analyze these dimensional effects, differ-
ent measures are used like use of thick wires, insertion of repeaters and applying
distributed interconnects [3].
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(a) (b)

Fig. 1 a SWCNT [9]. b MWCNT [10]

Carbon nanotubes (CNTs) have many applications due to their unique properties
like large current carrying capability [4], high thermal conductivity and highmechan-
ical strength [5] and high thermal stability [6]. CNTs are basically an allotropes of
carbon which are made up by rolling up a graphene sheets in cylindrical form [7].
Based on number of shells CNTs are of two types, single walled CNT (SWCNT) and
multiwalled CNT (MWCNT) [8]. A single wall Carbon nanotubes (SWCNT) con-
sists of one rolled up graphene sheetswith diameter of fewnm [9],wheremulti walled
carbon nanotubes (MWCNTs) are formed by several rolled up graphene sheets coax-
ially with a diameter ranges from 2 nm to several tens of nanometres. The SWCNTs
have attracted much more attention than MWCNTs are shown in Fig. 1 due to their
simple structure [10].

This research paper produce a hierarchical modeling aspects and analysis of per-
formances for different CNT bundled structures for VLSI interconnect. Depending
on the different arrangements of SWCNTs and MWCNTs, there are three various
structures are proposed for CNT interconnects.

2 Physical Structures of CNTs Interconnects

2.1 An Isolated SWCNT

An isolated SWCNT situated on ground plane at the height of “h” and the diameter
of SWCNT is “d” as shown in Fig. 2 [11]. The diameter of an isolated SWCNT can
calculate by the given formula

dSWCNT = 0.249

π

√
m2 + n2 + mn nm (1)

where m and n are the chiral vectors.
It has been assume that the height SWCNT is almost equal to the length of an

isolated SWCNT. The parameter “h” can be replaced by the length of SWCNT, if
there is no ground plane.
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2.2 SWCNT Bundle

TheCNTs are placed in fix dimensional areawhich having a geometrical significance
as well as easy to convert into its equivalent circuit models. The different types of
modeling and design parameters to be calculated based on geometry of CNTs. In the
following section according to ITRS the SWCNT bundle and MWCNT are situated
in 32 nm technology node with AR are 2.5.

The modeling of SWCNTs can be done easily due to the simple structure as
compare toMWCNTs. In factmost CNTs interconnect fabrication efforts are focused
on analysis of an isolated SWCNT or SWCNT bundle. There are great many number
of SWCNTs are arrange in a bundle such a way that each SWCNT is by surrounded
by six immediate neighbors shown in Fig. 3.

The distances between two consecutive SWCNTs are called as spacing (SP)
between SWCNTs. It is a center to center distance of SWCNTs. The diameter of

Fig. 2 SWCNT of diameter
“d” and distance “h” from
ground plane

Fig. 3 Geometry of
SWCNTs bundle
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each SWCNT is d (1 nm). The distance between two SWCNTs is called inter shell
spacing (δ) which is approximately equal to van der Wall’s gap between neighboring
carbon atoms. The relation between spacing (SP) and inter shell spacing (δ) is given
by

SP = d + δ (2)

The number of SWCNTs in rows of bundle or along width is NW and the number
of SWCNTs in columns of bundle or along with height is NH . The total number of
SWCNTs can be obtained by using bundle height and width such as total number of
SWCNT as below

NSWCNT = NWNH − integer

[
NH

2

]
, IfNH is even, (3)

NSWCNT = NWNH − integer

[
NH − 1

2

]
, IfNH is odd, (4)

where, NW = W− d
SP

andNH = H− d
SP

.

2.3 MWCNT Bundle

MWCNTs are made of many number of SWCNT situated coaxially (as shown in
Fig. 4) and each shell in an MWCNT can be metallic or semiconducting depends
on different chiralities. To achieve the low resistance with the contribution of inner
shells the contact of MWCNTs must be properly implemented [12].

According to the geometry of MWCNT above ground plane it can be observed
that number of rolled up graphene sheets with diametersD1,D2 …Dn concentrically
situated [13]. The gap between two consecutive inter-shells is almost equal to the

Fig. 4 Geometry of
MWCNT above ground
plane
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van der Waal’s gap (δ) between neighboring carbon atoms such as

δ = Dn − Dn−1

2
≈ 0.34 nm (5)

SWCNT having a diameter 1 nm. Since MWCNT having number of shell hence
its diameter varies according to the number of shell where outer and inner shell
diameters are represented as D1 and Dn, respectively, where n is the total number
of shells. The distance between the ground plane and the center of MWCNT is
equivalent to H = Dn/2 + ht , where ht gives the distance between outermost shell
and the ground plane. The diameter of outer most shell of MWCNT can be provides
as

Dn = D1 + 2 × δ × (n − 1) (6)

where n is No. of shell, δ is 0.34 nm and Dn is Outer shell diameter of MWCNT.
According to ITRS 32 technology node, the aspect ratio (AR) of width and height
of the bundle is 2.5. The total number of MWCNT can be obtained by using bundle
width and height such as

NMWCNT = NWNH − integer

[
NH

2

]
(7)

where NW = W−Dn
Dn+δ

+ 1 and NH = H−Dn

(D+δ)
√
3/2

+ 1; where NW and NH represent the
number of CNT in vertical and horizontal direction respectively. All the shells of
MWCNT conduct current through a conducting channel. The number of conducting
channel for each shell is defined as

Nchannel
n =K1TDn + K2 Dn >

dT

T
and

2/3Dn ≤ dT

T
(8)

where n = 1, 2, 3 … k, T = Room Temperature (300 K), expressed in Kelvin, Dn =
Radius of thenth shell in nm,K1=3.87×10−4 nm−1 K−1,K2=0·2,dT = 1300 nmK.

dT

T
= 1300 nmK

300 K
= 4.3 nm (9)

3 Proposed ESC Model

The equivalent single conductor (ESC) transmission line model is an advanced CNT
interconnect model which comes after transformation of equivalent distributive RLC
model of CNT (Fig. 5). In this model the scattering resistances are varies with value
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Fig. 5 ESC model of CNTs interconnects

ofmfp and number of conducting channels. This model is use to connect with driver-
interconnect-load (DIL) system [10].

The equivalent resistances for each shell of any CNTs are the summation of the
two different types of resistances, contacts resistance (RC) and scattering resistance
(RS). The contacts resistance which exits among drivers, interconnects and loads at
contacts. The contacts resistances for each shell of any CNTs are the summation
of the two different types of resistances, i.e., intrinsic contact or quantum contact
resistance (Rq) and Imperfect metal nanotubes contact resistance (Rmc). The intrinsic
contact or quantum contact resistance (Rq) occurs due to quantum confinement of
electrons in a nano-wire. The value of intrinsic resistance for single shell in both the
side of contacts is 6.45 K�. Imperfect metal nanotubes contact resistance (Rmc) is
due to the imperfection in materials and its structures which are depend on the fabri-
cation process and Its values are varying in the range of 3.2–3.5 K�. The equivalent
resistances Req = Rc + RS ·l where,

Rc =
⎡

⎣
(

1

(NCNT )mn

(
Rq

∑k
n=1 Nn

+ Rmc

))−1
⎤

⎦

−1

(10)

mn = m1, m2, m3…mk are the different type of CNTs in a bundle. Nn = N1, N2,
N3…Nk are different shell of channel. The Scattering resistance (RS) exist when the
nanotubes length (l) exceeding the mean free path (λ) of electrons and the equivalent
resistance of the ESC

RS =
⎡

⎣
(

1

(NCNT )mn

(
Rq

∑k
n=1 Nn · λmfpn

))−1
⎤

⎦

−1

(11)

λmfp mean free path, i.e., lossless path of the CNT. The magnetic inductance (LM)
is depends on the magnetic fields inside and between the shells due to the magnetic
field induced by current flowing through a nanotubes.

LK = Lk
2NBundle

total

, where, Lk = h

2e2vf
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The kinetic inductance (LK ) exists due to the kinetic energy of the electron.

LM = μ0

2π
cosh−1

(
Dn + 2ht

Dn

)
× Nw (12)

where ht is the height between CNTs and the ground plane and Nw is the number of
CNT along with width of bundle. Electrostatic capacitance (CE) occurs due to the
potential difference between the ground plane and the bundle, where as the finite
density of electronics states in a quantum wire provides the quantum capacitance
(CQ).

CE = 2πε0εr

cosh−1
[

(Dn+ht)
Dn

] × Nw (13)

and

CQ = 2Cq × NBundle
total (14)

where Cq = 2e2

hvf
and Dn is outer shell diameter. The equivalent capacitance of ESC

model such as

Ceq =
[

1

CE
+ 1

CQ

]−1

(15)

4 Simulation Setup

To compare the power dissipation and propagation delay a DIL system used for
different bundledCNT structures as shown in Fig. 6. TheDIL system consists of three
integrals component as driver, interconnects and load. In the recent VLSI research
CMOS inverter is treating as driver due to small power consumption. The power
supply used for get ON to the CMOS inverter is VDD = 1 V. The interconnect models
are the ESC model of SWCNT bundle, Single SWCNT and Double MWCNT. The
load in DIL system is used as a capacitive load (CL). The value of CL is 10 aF [14].

5 Results and Discussions

Power dissipation and propagation delay are compared using the above-mentioned
setup. To analyze the performance among MWCNT bundle and SWCNT bundle
interconnect a SPICE simulation is used for the 32 nm technology node given by
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Fig. 6 Simulation setup (DIL system)

International Technology Roadmaps for Semiconductor (ITRS). First of all utilized
the above mention dimension for SWCNT bundle accommodation and analyzed the
performance of SWCNT bundle. At the same bundle dimension it has try to accom-
modate single MWCNT in hole bundle but the some of the area infect equal area
are unutilized by placing single MWCNT because the bundle have 2.5 time higher
length with respect to width. Therefore finally we have taken MWCNT bundle and
placed two MWCNT to reduce the unutilized area and compared the performance
of CNTs. According to increasing length of the interconnect, the propagation delay
and power dissipation also increase due to length dependent resistance that is called
scattering resistance. Figure 7 presents the simulation results and comparison of
different CNT bundle for propagation delay and power dissipation for global inter-
connect length. Due to the variation in number of conducting channel the resistive
and capacitive parasitic for different CNTs got change and the same way the propa-
gation delay and power dissipation got a regularly increment according to length of
CNTs interconnects.

Fig. 7 a Propagation delay analysis of different CNT bundle. b Power dissipation analysis of
different CNT bundle
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The simulation results for propagation delay and power dissipation has been
shown inTables 1 and2 respectively.According to results placed in table it is observed
that the power dissipation and propagation delay increase with the global length for
all types of CNTs interconnects, but at the same time the percentage reduction in
propagation delay for double MWCNT compares to conventional SWCNT bundle
and singleMWCNT are almost 77% and 13% respectively and the percentage reduc-
tion in power dissipation for MWCNT bundle having double MWCNT compares to
conventional SWCNT bundle and singleMWCNT are almost 4.2% and 0.7% respec-
tively at the global length of interconnects. The area utilization by bundle having
double MWCNT is double as compare to bundle having single MWCNT where as
lesser as compare to SWCNT bundle. The mix CNTs can give the batter replacement

Table 1 Propagation delay for different CNTs and percentage reduction in propagation delay

Interconnects
lengths (μm)

Propagation delay (in ns) of different CNTs % reduction in propagation
delay for the bundle having
double MWCNT compared
to

SWCNT
bundle

Bundle
having single
MWCNT

Bundle
having two
MWCNT

SWCNT
bundle

Bundle
having single
MWCNT

100 0.193 0.187 0.185 4.14 1.06

200 0.225 0.190 0.187 16.88 1.57

400 0.3442 0.199 0.190 44.76 4.50

600 0.543 0.210 0.195 64.08 7.14

800 0.714 0.222 0.200 71.98 9.90

1000 0.890 0.236 0.205 76.96 13.13

Table 2 Power dissipation for different CNTs and percentage reduction in power dissipation

Interconnects
lengths (μm)

Power dissipation (in microwatt) of different
CNTs

% reduction in power
dissipation for the bundle
having double MWCNT
compared to

SWCNT
bundle

Bundle
having single
MWCNT

Bundle
having two
MWCNT

SWCNT
bundle

Bundle
having single
MWCNT

100 3.527 3.523 3.518 0.25 0.04

200 3.531 3.524 3.521 0.28 0.08

400 3.540 3.526 3.522 0.50 0.11

600 3.555 3.531 3.525 0.84 0.16

800 3.611 3.540 3.528 2.29 0.33

1000 3.680 3.557 3.532 4.02 0.70



614 K. K. Kavi

as compare to higher density of MWCNT due to the maximum utilization of bundle
area.

6 Conclusions

In this research paper, primarily CNT interconnects have been demonstrated for the
global interconnects lengths ranging from 100 to 1000 μm. Based on the number
of conducting channels, different number of shells and arrangements of CNT in
bundle an (ESC) transmission line model has been developed and used to analyze
the effect of power dissipation and propagation delay. With the help of modeling
and formulations of design parameters numerical calculations have carried out. DIL
system is used to analyze the power dissipation andpropagation delay performance.A
SPICE simulation is used to compare the interconnect performance between SWCNT
bundle and bundled MWCNTs. After the performance analysis it has been observed
that the percentage reductions in propagation delay for bundle MWCNT having two
MWCNTS as compares to conventional SWCNT bundle and MWCNT bundle are
almost 77% and 13% respectively, where power dissipation for bundle MWCNT
having two MWCNT has a small reductions compares to conventional SWCNT
bundle and MWCNT bundle are almost 4.2% and 0.7% respectively at the global
length of VLSI interconnects.
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Parasitic Series Resistance for 4H-SiC
and Diamond-Based IMPATT Diode
at Ku Band

Bhupendra Jothe, Girish Chandra Ghivela and Joydeep Sengupta

Abstract In this work, parasitic series resistance (Rs) has been computed for
IMPATT using 4H-SiC and diamond at Ku band. Rs is calculated from the
conductance- susceptance profile of the IMPATT. Rs of 4H-SiC was found to be
less than diamond at the corresponding frequency. As 4H-SiC is having lesser Rs

value than diamond, it can deliver more power to the output RF circuit as compared
to diamond-based IMPATT diode.

Keywords 4H-SiC · Diamond · Series resistance · IMPATT ·
Conductance-susceptance

1 Introduction

The oscillation in IMPATT diode is due to its negative resistance. Crucial device
parameter that limits the output power to RF circuit and efficiency of an IMPATT
diode is its parasitic series resistance (Rs) [1]. In this paper author has concentrated
on RF output power. As the negative resistance that develops in an IMPATT diode
is very small thus the positive series resistance (Rs) should not cross the value of the
negative resistance, otherwise the oscillationswill cease or stop.Theparasitic positive
series resistance of an IMPATT diode come into existence due to the substrate, the
metal semiconductor contact, undepleted epitaxial layer and a small part arise from
device package. Thus an appropriate technology is required to reduce the value of
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this positive resistance, so that the oscillation can sustain. Measuring Rs through
network analyzer is difficult task because of circuit modeling complexity [2, 3]. So
a computer-based method has been developed here. Electrical series resistance Rs is
well recognized as limiting factor for power and efficiency in IMPATTdiodes. In 1983
an effectivemethod ofmeasuring Rs had been proposed byAdlerestein et al. [4]. They
used observation of the oscillation threshold bias current for a diode in a standard
circuit. The material used was GaAs near 40 GHz. Similarly calculation of Rs for Si
(Single Drift Region (SDR) Structure) IMPATT was carried out by Mitra et al. by
considering unequal ionization rates and drift velocities of the two types of charge
carriers in Silicon in1994 [5]. So lot many researchers have been experimentally
measured the parasitic series resistance of IMPATT diodes operating at different
frequencies. But the experimental measurement of series resistance is very much
time-consuming and expensive method. That is why our aim is to develop a simple
and generalized computer-based simulation method which can predict close value of
parasitic resistance of particular structure of IMPATT diode operating at particular
frequency. So we have to develop the numerical model of the parasitic resistance,
which should be independent of operating frequency of the device, it means the
model should be sustain at any operating frequency band. The numerical model is
developed as described under Sect. 2, which is followed by DC and Small-signal
analysis of IMPATT devices. Here, we have focus on the parasitic series resistance
determination parts as the details of DC and small-signal analysis are described in our
previousworks [6–8]. The completemethod of parasitic resistance determination can
be applied to any IMPATT structure. The characteristics of microwave device and the
contribution of diode negative resistance from the depletion layer of the diode can be
obtained through the use of this method. As per recently reported articles [6–11], 4H-
SiC and diamond are having the better performances as compared to other materials.
Therefore, 4H-SiC and Diamond(c) based Double Drift Region (DDR) IMPATT
diodes are designed here to oscillate in Ku-Band. This paper mainly describes the
detailed computer-based method to calculate the parasitic positive series resistance
Rs of packagedDDR IMPATTdiodes fromhigh frequency small-signal conductance-
susceptance characteristics. Thismethodwould be suitable for determiningRs for Ku
band diodes with appropriate values of ionization rate and drift velocity, at maximum
electric field.

2 Numerical Estimation of Series Resistance

The circuit shown in Fig. 1 [12] below represents equivalent circuit for IMPATT
diode, whereG and B represent the diode conductance and susceptance respectively.
We can determine the magnitudes of G and B from simulation by using values of
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G
Rs

gCp

Lp

LB

IMPATTchip
Package RF circuit

Fig. 1 Equivalent circuit for IMPATT diode

ionization rate and drift velocities of charge carriers for 4H-SiC and Diamond taken
from [13, 14]. Rs is the series resistance of the device, g is the load conductance
and L is the circuit inductance. Cp and Lp are the package capacitance and package
inductance respectively. By using [15] Impedance of the packaged device is given,

Zdp = 1

G + j (B − Bp)
+ Rs (1)

Zdp = G + RsG2 + Rs(B − Bp)
2 − j (B − Bp)

G2 + (B − Bp)2
(2)

where Bp = 1(
ωL p− 1

ωCp

) = Effective susceptance caused by package parameter.

Impedance of the RF circuit is given by [15],

Zr f =
jωL

(
1
g

)

1
g + jωL

= ω2L2g + jωL

1+ ω2L2g2
(3)

The oscillation condition is given by,

Zdp + Zr f = 0 (4)
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Both real and imaginary parts of Eq. (4) must be separately equal to zero,

Real (Zdp + Zr f ) = 0 (5)

Imaginary (Zdp + Zr f ) = 0 (6)

From above equation we get

G + RsG2 + Rs(B − Bp)
2

G2 + (B − Bp)2
+ ω2L2g

1+ ω2L2g2
= 0 (7)

As the method proposed for IMPATT oscillator by Scharfetter and Gummel [16],
where the authors have shown that with increasing voltage swing, the susceptance
of the diode remains almost constant. Thus the frequency of oscillation does not
change much with the build-up of amplitude of oscillation. At threshold, g= 0 [15].
So Eq. (7) reduces to

Gth + RsG
2
th + Rs(Bth − Bp)

2 = 0 (8)

whereGth and Bth are conductance and susceptance of the diode at the threshold con-
dition when the total conductance of the packaged diode becomes just negative. The
equivalent circuit of the IMPATT diode is shown in Fig. 1; where Lp and Cp are pack-
age inductance and capacitance respectively. The expression for series resistance, Rs

is [15]

Rs = |Gth |[
G2

th + (Bth − Bp)2
] (9)

2.1 Material Parameters

The used parameters of the materials are listed in Table 1.
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Table 1 Material parameters

Material parameters 4H-SiC Diamond

An 4.57 × 1010 1.935 × 108

Ap 5.13 × 108 1.935 × 108

bn 5.24 × 109 7.749 × 106

bp 1.57 × 109 7.749 × 106

Vns 2.508 × 105 1.981 × 105

Vps 2.5 × 105 1.829 × 105

εr 1 5.7

μp 120 0.18

μn 120 0.22

J0 4 × 108 5 × 108

*An, bn are ionization coefficient of electron and Ap, bp for holes
* J0 is the total current density
*Vns, Vps saturation velocity of electron & hole
*εr, is relative dielectric constant
*μn ,μp are the electron and hole mobility

3 Results and Discussion

For calculation of the value of series resistance Rs, typical value of package induc-
tance and capacitance are specified by manufacturer for calculation. In this paper the
typical value used are Lp = 0.080 nH and Cp = 0.110 pF [15]. The change in para-
sitic series resistance with operating frequency in Ku band for 4H-SiC and diamond
are shown in Tables 2 and 3 respectively. The susceptance-conductance profiles for
4H-SiC and diamond are shown in Figs. 2a,b respectively.

4 Conclusion

After observing the above result we can conclude that the series resistance for 4H-
SiC is less as compared to the Diamond IMPATT diode, as Rs is the factor which will
limits the output power from IMPATTdiode to theRF circuit. So formaximumoutput
power the value of Rs should be as small as possible. Therefore 4H-SiC IMPATT
diode deliver more power to the output RF circuit as compare to Diamond IMPATT
diode.
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Fig. 2 Susceptance-conductance profile a for 4H-SiC and b for diamond
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Design and Analysis of Self-biased OTA
for Low-Power Applications

G. Manikanta, R. A. Mishra, N. A. Srivastava and R. K. Jaiswal

Abstract This paper presents an operational-transconductance-amplifier (OTA) for
ultra-low power applications with high CMRR (common mode rejection ratio) and
PSRR (power supply rejection ratio). The proposed OTA is a three-stage design. In
order to attain the lower supply voltage and high CMRR, a bulk-driven differential
pair with the tail current source has been considered as the first stage. The current
mirror biasing technique makes sure that all the transistors operate in subthreshold
region. A common source amplifier has been opted with current mirror as a load
in second stage. At last, common source inverting amplifier is third stage of the
designedOTA. The circuit has been designed and synthesized using cadence virtuoso
simulator in 180 nm CMOS technology. It has been found that these stages are
helpful in achieving high low-frequency gain. Hence, CMRRand PSRR also increase
in significant amount. The results describe that the proposed design offers low-
frequency gain of 58 dB with CMRR of 72 dB and PSRR of 56 dB for a supply
voltage (VDD) of 0.5 V. The proposed OTA provides the power dissipation of 1.8µW
at VDD = 0.5 V. Also, the low-frequency gain of 57 dB, CMRR of 70 dB and PSRR
of 55 dB with a power dissipation of 2.5 µW have been measured at VDD = 0.6 V.
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1 Introduction

In recent time, the electronics industry is running toward the design of low-power
and high-performance integrated circuits (ICs) to accommodate the current market
demand especially for portable devices. As per recent reports, the supply voltage
will be scaled below 0.6 V for high-performance applications till 2025 [1]. These
low-power circuits find their integration more rapidly in handheld devices for faster
analog/digital computations. However, the scaling of supply voltage and transistor
channel length has been continuously deteriorating the performance of analog cir-
cuit design parameters like gain, output voltage swing, CMRR, PSRR, etc. Several
techniques have been reported to overcome these issues. Multistage cascading is one
of the best methods to get high gain, and also bulk-driven transistors have been taken
over gate driven transistors to achieve low power consumption. In recent literatures,
various low-voltage design techniques had been proposed such as self-cascoding,
bulk-biasing, level–shifting and floating-gate-transistors [2, 3].

AnOTA is one of themost important design blocks in analog circuit and dominates
with its application in low-power automatic gain control (AGC) amplifiers, high-
speed data acquisition systems, etc. Various designs of OTA have been reported
recently which operate supply voltage less than 1 V [4–6]. Moreover, low-power and
high-performance OTA design is still one of the most challenging areas of research
among analog industries [7–10].

In this paper, design and analysis of an ultra-low-power OTA has been presented
that operates at supply voltage of less than 1 V. In which, a differential pair is used to
achieve design requirements like high DC gain, high CMRR, and PSRR. Also, bulk-
driven transistor has been considered to achieve the ultra-low-power requirements.
Section 2 discusses the analysis of separate biasing OTA and the self-biased OTA
design is explained in Sect. 3. The proposed design of self-biased OTA has been
discussed in Sect. 4 for overall circuit analysis along with the experimental results.
Section 5 concludes with the contribution of this paper.

2 Separate Biased OTA

The separate biased three-stage OTA is shown in Fig. 1 [11]. First stage is pseudo
differential pair with commonmode feed forward circuit [8]. The pseudo differential
pair has been taken to attain the advantage of low power by reducing the required
supply voltage. The minimum supply voltage required is VDDmin = VGS1 + VGS2. So,
the power consumption will also reduce. The threshold voltage of both PMOS and
NMOS is 0.3 V. Common source amplifier is the second stage with current mirror as
load and common source amplifierwith triode load is the third stage. These horizontal
cascading using common source amplifierswill increases the overall gain of theOTA.
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Fig. 1 Low voltage three-stage OTA [11] with VB1, VB2, VB3 as the external supply voltages

3 Self-biased OTA

The self-biased OTA is shown in Fig. 2 [11]. The external biasing voltages are
removed and the voltages generated inside the circuit are used as biasing for the
transistors in order to make a separate biasing OTA as self-biased OTA [7, 11]. The
voltage generated at VOFF is connected at VB1 to bias all M1 transistors and this VB1
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Fig. 2 Self-biased OTA [11]
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is connected to VB2 to bias theM5 transistor. The first stage output of is connected to
the third stage to bias the M8 transistor. The biasing is indicated with dashed lines in
Fig. 2. This type of biasing increases the CMRR, PSRR and also power consumption
decreases by 25% approximately.

4 Proposed OTA Design

The proposed OTA is a three-stage circuit. In the first stage, one tail current source
is connected to avoid the common mode deterioration in self-biased OTA. In which,
common source amplifier is the second stage and the common source inverting
amplifier is the last stage. These two stages are useful to get high DC gain.

4.1 Design of Input Stage

The problem in the self-biased OTA is less CMRR, PSRR due to the pseudo differ-
ential pair at the input stage. This Problem can be eliminated by connecting a tail
current source [12] or a transistor in saturation region or by using current mirror cir-
cuit as presented in Fig. 3. The tail current source will allow the common current to
flow through it and will result in increased CMRR, PSRR approximately by 50% and
the design is practically good enough to use. The proposed input stage also increases

Fig. 3 Input stage of
proposed OTA circuit
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M 1 M 1

M 2

M T1
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Fig. 4 Bulk-driven NMOS transostor [11]. a Circuit operation. b Cross-section

the unity gain bandwidth which is helpful in using the design over a wide range of
frequencies.

4.2 Bulk-Driven MOS Transistor

The bulk-driven MOS transistor technique avoids the threshold voltage demand and
hence, extends the admissible voltage of operation [3, 11]. The bulk-drivenMOSwill
behave like junction field transistor operated in depletion region. Figure 4 shows the
cross sectional view of bulk-driven MOS transistor. Although, it has the capability
to cut-down the threshold voltage requirement, it also has several drawbacks. First,
the relation between the transconductance of the bulk-driven transistor (gmb) and the
gate driven MOS transistor gm is found as, gmb = ngm (n = 0.2−0.4). Second, gate
driven has better noise immunity over bulk-driven MOS and also access to the bulk
is available only with the P-MOS.

4.3 Proposed Circuit and Discussion

The proposed circuit is a three-stage OTA which is shown in Fig. 5. The first stage is
PMOS bulk-driven differential pair with tail current source which will improves the
CMRR and PSRR. Common source amplifier is the second stage in which current
mirror acts as a load [12]. The transistor M5 biased with help of current mirror of
M2. Third stage is common source inverting amplifier formed by M7 and MT2,
which is equivalent to a current source loading for third stage. M8 transistor source
follower is biased with help of current mirror M7. The second and third stages are
helpful to achieve high DC gain. The current mirror biasing is helpful in making
subthreshold region operation for the transistor. So, all transistors in the proposed
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Fig. 5 The proposed three-stage Self-Biased OTA design

circuit will operate in subthreshold region. Since all are in subthreshold region, so
less current will flow (practically in nano amperes) through the circuit and power
supply is also less than 0.6 V. These will result to low power consumption.

Mathematical Analysis of Proposed OTA Design. Since the first stage is a differ-
ential amplifier, its gain is given by

Av = −gmRD (1)

Now the gain of the first stage is given by

Av = −gmb(ro1||ro2) (2)

Common source amplifier is the second stage in which current mirror acts as a
load, whose gain is gm(ro1||ro2).

So the gain after the stage second is given by

Av2 = gmb2(ro1||ro2)gm3(ro5||ro6) (3)

The common source amplifier is the last stage with gain gm8(ro7||ro8)
The overall gain of differential mode is given by

ADM = gmb2 × gm3 × gm8(ro1||ro2) (ro5||ro6)(ro7||ro8) (4)

The gain of the differential amplifier for common mode is given by RD/2
gm/2+RSS

In the similar way the gain in common mode after the first stage is computed as
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(ro1||ro2)
gmb2/2+ RT

where RT is resistance of the tail current source of the differential pair. The gain after
second stage is (ro1||ro2)

gmb2/2+RT
gm3(ro5||ro6)

The overall common mode gain is given by

ACM = gm3gm8
gmb2/2+ RT

(ro1||ro2)(ro5||ro6) (5)

So, the CMRR can be found as

CMRR = ADM

ACM
= gmb2 (gmb2/2+ RT )(ro7||ro8) (6)

Since input is disconnected, VX = VDD and VO1 = VDD

Now, supply to output gain given by

ADD = VDD

VO
= VDD

VDD
= 1 (7)

The output voltage after first stage is VDD which is input for the next stage
Output voltage after second stage is given by

VO2 = gm3(ro5||ro6)VO1 (8)

Output voltage after third stage is given by

VO = gm3gm8(ro5||ro6)(ro7||ro8)VDD (9)

So, supply to output gain equal to

ADD = VDD

VO
= gm3gm8(ro5||ro6)(ro7||ro8) (10)

From the gain of differential mode and gain of supply to output, the PSRR is
calculated as

PSRR = gmb2(ro1||ro2) (11)

Measured Results. The proposed self-biasedOTA shown in Fig. 5 has been designed
and simulated on cadence tool in order to justify the novel features of the studied
circuit. The OTA is designed on 180 nm technology and the parameters are listed in
Table 1. The OTA was designed with a open loop gain of 58 dB and unity gain fre-
quency of 5.8 MHz operating at 0.5 V supply. The OTA drives 1pF load capacitance.
The analysis of open loop gain and the phase margin of proposed design are drawn
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Table 1 Transistor dimension and parameters for Vdd = 0.5 V

W (µm)/L (nm) gds(µA/V) gm(µA/V) ID (nA)

M1 10/180 0.288 9.51 449.2

M2 10/180 0.139 11.9 449.2

M3 10/180 2.760 9.32 357.4

M4 20/180 0.238 7.86 357.4

M5 10/180 2.670 9.34 357.4

M6 20/180 0.238 7.86 357.4

M7 15/180 0.292 24.4 989.5

M8 23/180 0.129 21.82 989.5

MT1 10/180 2.60 16.63 898.4

MT2 10/180 0.287 24.65 1000

in Fig. 6 at supply voltage of 0.5 V. Also, the maximum output voltage swing of
the studied design is shown in Fig. 7. Peak-to-peak output voltage is the maximum
output voltage swing. The maximum output voltage swing is measured as 0.45 V.

Figure 8 shows the common mode gain of the proposed OTA at VDD = 0.5 V. The
common mode gain is measured as −14.6 dB. Figure 9 shows the gain from supply
to output of the OTA at VDD = 0.5 V. The gain from supply to the output of the
OTA is measured as 2 dB. Further the dc current of the studied circuit is 3.603 µA at
VDD = 0.5 V. Hence, the proposed OTA consumes power of 1.8 µW. The proposed
circuit provides better results at supply voltage of 0.6 V. The simulation results are
listed in Table 2. The comparison of simulation results of different OTA topologies
are mentioned in Table 3. One can clearly find that the proposed circuit is operating
at low supply voltage and also consuming ultra-low-power hence the design useful
for both low-voltage- and also low-power applications.

Fig. 6 Measured open loop
frequency response of
proposed OTA
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Fig. 7 Maximum output
voltage swing of proposed
OTA

Fig. 8 Common mode gain
(ACM) of proposed OTA

Fig. 9 Gain from supply to
the output (ADD) of
proposed OTA
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Table 2 Proposed OTA
simulation results

Parameter VDD = 0.5 V VDD = 0.6 V

DC gain (dB) 58 57

Unity gain frequency (MHz) 5.8 5.9

Slew rate (v/µs) 2.5 2.4

Phase margin (°) 92 90

Output voltage swing (V) 0.45 0.45

Common mode gain (dB) −14 −13

Differential mode gain (dB) 58 57

Gain from supply to output
(dB)

2 2

CMRR (dB) 72 70

PSRR (dB) 56 55

Power (µW) 1.8 2.5

Table 3 Comparison of
different OTA topologies

Parameter Separate-
bised
OTA

Self-biased
OTA

Proposed
OTA

Slew rate
(v/µs)

2.4 2.4 2.5

Unity gain
frequency

– 690 kHz 5.8 MHz

Phase margin
(°)

60 40 92

Output
voltage
swing (V)

0.45 0.45 0.45

CMRR (dB) 21 40 72

PSRR (dB) −6 42 56

Power
consumption
(µW)

80 60 1.8

5 Conclusion

In this work, an OTA has been designed to tackle the challenges of ultra-low-voltage
of operation in the today’s IC technology. Inwhich, the input stage utilizes differential
pairwith tail current source and bulk-drivenMOS transistor to avail ultra-low-voltage
of operation and also low-power consumption. The currentmirror biasing technology
is used here to eliminate external biasing, and also to bias the transistors to operate
them in subthreshold region which is helpful in low power consumption. The OTA is
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designed on 180 nm CMOS technology and also compared with the available state-
of-art. The proposed OTA provides DC gain of 58 dB at VDD = 0.5 V and 57 dB at
VDD = 0.6 V. The CMRR is measured as 72 dB at VDD = 0.5 and 71 dB at VDD =
0.6. The PSRR is measured as 56 dB at VDD = 0.5 and 54 dB at VDD = 0.6 V. Also,
the power consumption of the proposed OTA is 1.8 µW at VDD = 0.5 V and 2.4 µW
at VDD = 0.6 V. These attractive features of the proposed OTA make it a suitable
candidate for low-power and high-performance applications.
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Work Function Estimation
of Copper-Doped ZnO Thin Film

Lucky Agarwal, Brijesh Kumar Singh, Shweta Tripathi and P. Chakrabarti

Abstract In this article we report Copper-doped ZnO (CZO) based heterojunction
diodes. The CZO thin film (p-type) has been grown over a n and p-Si substrate using
sol-gelspin coating method. X-ray diffraction study spectacles that the deposited
thin film show preferential grains orientation along the direction (101). The optical
bandgap obtained using ellipsometer is 3.14 eV. The p-type conductivity of the CZO
films has been established by hot point probe method. The electrical properties of
prepared layers have been determined from the current vs voltage graph derived from
semiconductor device analyzer. Finally, the work function of CZO layer has been
estimated from the electrical parameter obtained from I–V calculations.

Keywords CZO · Work function · P-nature

1 Introduction

Thin film technology has attracted considerable attention in view of its tremendous
application and simple fabrication technique. Thin film based devices are expected
to have an innovator impression on the semiconductor industry. Among various II–
VI group elements, Zinc oxide (ZnO) which is a wide bandgap material with large
exciton binding energy is expected to emerge as a potential material for develop-
ment of thin film devices [1–3]. ZnO will be ideally perfect for highly transparent
conducting layer. Apart from that, it would be a good choice for near-UV detection,
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biomedical applications, and nanosensors etc. [4]. All these properties craft ZnO thin
film unique for applications in optoelectronics, photonics, and piezoelectric devices.
Additionally, it is widely available, thermally stable, amenable to wet chemically
etching, bio-compatible, good thermal conductor, highly resistant to radiations and
easily processable.

The utmost important key to understand the electronic properties of ZnO is to
control the doping that is also important to achieve p-type nature in ZnO. However,
as grown ZnO always shows n-type conductivity due to self-compensating defects,
like oxygen vacancy, zinc interstitials, and due to hydrogen incorporation [5]. To
achieve n-type conductivity one just need to substitute the Zn site by a trivalent
cation, which can be easily achieved by doping IIIrd group element [6]. However,
to achieve p-type conductivity one must ensure to provide low acceptor level. Low
solubility of the dopant as well as strong lattice relaxations are the only possibilities
for deep energy level of the dopants [7]. Although many researchers have reported
about p-type ZnO but their reliability, raise a big concern. Growth of p-type ZnO has
been thought of in various ways including substitution of elements from Group IA
or II B of periodic table on a Zn site [8, 9]. Cu is one of the important dopant to make
ZnO p-type and is post-transition element that lies to the right of transition metals
and to the left of the metalloids [10]. It is also interesting to note that Cu dopant can
accumulate in the grain boundaries to form ZnO–Cu2O binary system due to which
nonlinear I–V characteristic has been exhibited [11]. In this connection, using to the
several attractive properties of CZO, we have previously analyzed influence of Cu
concentration in ZnO in terms of nature, structural, optical, and electrical properties
[12]. Further, using as the as obtained p-type CZO thin film, we have reported the
fabrication of Pd-based schottky diode [13]. In the current report, p-type CZO based
heterojunctions diodes were fabricated and work function of the CZO thin film was
evaluated.

2 Experimental Details

The p-type and n-type Si (100) substrates of resistivity 5 and 0.4 � cm have been
Piranahh (H2SO4 + H2O2) cleaned prior to the deposition of the thin ZnO layer to
remove organic and ionic impurities respectively. The cleaned samples have been
dipped in a buffered HF solution to remove the native oxide from the surface of the
substrate.

The CZO thin films were deposited using sol–gel spin coating method on the
cleaned Si-samples using precursor zinc acetate dehydrate (Zn(CH3COO)2.2H2O),
isopropanol (solvent) and stabilizing agent diethanolamine (DEA). The molar pro-
portion of zinc acetate dehydrates and stabilizer DEAwas kept at 1:1. For Cu doping
we add 5 molar percentage of copper acetate to the starting solution. The prepared
solution was stirred at 60 °C for 1 h and then the prepared sol was reserved for at least
24 h at room temperature for aging. Further, CZO thin films have been deposited over
n-type and p-type Si substrate by spin coating method. The films have been prepared
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Fig. 1 Schematic outlook of
the CZO—n/p-Si
heterojunction device

V

Aluminum

CZO film
n/p-Si

Al1mm

at spinning speed of 2000 rpm for 20 s, and prebaked at 100 °C for 10 min in oven to
evaporate the solvent and organic residuals. In the last the films were annealed under
air ambient in a muffle furnace.

The thickness of resulted CZO film as measured from ellipsometer is 200 nm on n
and p-Si substrate. To offer low resistance electrical contacts to n-type and p-type Si
sample a 250 nm thick aluminum contacts using shadow mask has been grown over
the heterojunction between CZO and Si and a thin layer of aluminum is deposited
on the back of silicon wafer. The resultant structure has been shown in Fig. 1. The
electrical plot between current and voltage has been plotted using a semiconductor
device analyzer. All the measurement was done under dark condition.

3 Result and Discussion

To investigate the crystalline properties of CZO samples, XRD measurements were
carried out. Figure 2 shows the X-ray diffraction spectra of ZnO sample doped
with 5 mol% Cu. The Bragg reflection which correspond to (002) peaks of CZO
signifies that the orientation of prepared CZO samples is perfectly along the c-axis.
XRD indicate that the deposited thin film is polycrystalline with hexagonal wurtzite

Fig. 2 XRD spectra of CZO
thin film
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Fig. 3 SEM image of CZO thin film on a n and b p-Si substrate

structure. XRD spectra as shown in Fig. 2 represent the multiple peak among which
the dominant peak (101) is located at 2θ = 36.09°. Another major orientation present
at (100) and (002) are also observed in Fig. 2. Figure 3 shows the SEM image of
CZO thin film on n and p-Si. The SEM analysis shows that the deposited CZO thin
films are continuous without any pinholes.

The optical properties of CZO thin film were determined from the absorbance
measurement in the range of 300–800 nm. The optical bandgap (Eg) of the CZO
thin film has been determined considering the Tauc [14] relation between absorption
coefficient and photon energy (hv) for direct transition between the edges of the
valence and the conduction band. An extrapolation of the linear region of a plot of
(αhv)2 on the y-Axis versus photon energy (hv) on the x-axis gives the value of the
Eg as shown in Fig. 4. The Eg of CZO thin film has been found to be 3.42 eV.

To determine the nature of majority carriers in the deposited CZO thin films a
very simple and efficient hot point probe method based on Seebeck effect has been
performed. From the results, it can be clearly seen that CZO thin film shows p- type
nature. To confirm the consistency of p-type nature of CZO thin films, the experiment
was reiterated several time under same experimental condition and subsequently it
has been found that outcome remains the same. The typical resistivity of the doped
film was found to be nearly 0.1–0.65 � cm.

Fig. 4 Tauc Plot of CZO
thin film for bandgap
calculation
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Fig. 5 Current (I)-Voltage
(V) characteristic of the
fabricated heterojunction
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To draw the I–V characteristic of the deposited heterojunctions, the device has
been placed under the microprobe station that has been connected to semiconductor
device analyzer. The p-ZnO/n-Si and p-ZnO/p-Si show good rectifying character-
istics. The forward biasing condition of fabricated heterojunction found to be very
much similar to Schottky junction. The reverse saturation current (Io) of the diode
has been determined by extrapolating the reverse current of the log I–V plot. Since
result shows high conductivity of the film therefore it has been concluded that the
Fermi level might be coinciding with the valence band of doped ZnO. Following
this result the electron affinity and work function of Zinc oxide film are assumed
to be nearly equal. The semi-logarithmic I–V characteristics of Al/CZO/p-Si and
Al/CZO/n-Si heterojunction have been own in Fig. 5. The relation between current
and voltage can be given as [15]

I = I0
(
e

qV
ηkT − 1

)
(1)

where q is electronic charge on electron, η is ideality factor, T is the temperature in
Kelvin, K is Boltzmann constant, V is applied voltage and Io is reverse saturation
current expressed as follow

I0 = AA∗T2e
−q�B
kT (2)

where A is heterojunction diode area, A* is the Richardson constant for ZnO. ΦB in
the above equation is the barrier height at zero bias which is evaluated by using the
relation

�B = −kT

q
ln

(
I0

AA∗T 2

)
(3)

From Fig. 4 and using Eq. (3) �bp1 of CZO/n-Si heterojunction was calculated as
0.57 eV. Similarly, �bp2 of CZO/p-Si heterojunction has been evaluated as 0.61 eV.
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Based on the Schottky Mott model, the work function of ZnO has been calculated
following the relation

ΦZnO = Eg + XZnO − Φbp (4)

where Eg and XZnO are the bandgap and electron affinity of ZnO having values
3.42 and 4.35 eV. The work function for CZO/p-Si heterojunction and CZO/n-Si
heterojunction has been found to be 7.2 eV and 7.16 eV respectively. The work
function has been found to be very close to defect free ZnO single crystal [16].
Before the ZnO deposition, the Si wafer had been cleaned and due to this practice
an inflexible thin (2–3 nm) insulating silicon oxide layer has been formed in the
silicon surface. Due to the formation of such an insulating layer between silicon and
ZnO barrier height get modified and has been evaluated by following Bardeen model
which is given by [17]

Φbp = C
(
Eg − Φm + Xsi

) + (1 − C)(Φ0) (5)

where

C = εi

εi + q2δDs

where δ is the thickness of oxide layer, Ds is the density of state, εi is total permittivity,
Fo is the neutral Fermi level. Using the data obtained from the work reported by
Turner and Rhoderick [18] showing metal/n-Si Schottky barrier having qDs = 2
× 1012/cm3 for n-Si wafer, δ = 1.5 nm and i = 3.9, �o = 0.27 eV and the work
function of ZnO has assumed to be around 7.1 eV as calculated in this experiment.
Fbp has been evaluated using Eq. (4) and has been obtained as 0.6 eV. Likewise
extracting the data from the work done by Smith and Rhoderick [19] i.e. qDs = 3 ×
1012/cm3 for p-Si wafer, andFo = 0.33 eV,Fbp has been evaluated using Eq. (5) and
obtained as 0.54 eV. Hence, due to the presence of very thin oxidation layer between
silicon and ZnO,Fbp has found to be decreased andFbp shows increasing behavior as
compared with the SchottkyMott model approach. At higher temperature depositing
CZO causes, a formation of oxide layer simultaneously reduction in density of state
due to which there is a decrease in Fbp for p-Si device and increase in �bp for n-Si
devices. It may be because at higher temperature oxygen diffusion toward Si interface
increase which makes ZnO less stoichiometric due to larger oxygen scarcity. This
oxygen induced defects in ZnO lead to reduction of the work function of ZnO which
in due course decreases the barrier height as shown in Fig. 6.
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Fig. 6 Variation of barrier
height with substrate
temperature
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4 Conclusion

In this report p-ZnO-based heterojunctions were fabricated using spin coating to
evaluate the work function of CZO thin film. The derived value of the work function
based on the Schottky barrier model exhibits value between 7.26 and 7.16 eV for the
CZO films. The effect of very thin oxide layer at the interface of heterojunction on
the barrier heights has also been construed.
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Refractive Index and Dielectric Constant
Evaluation of RF Sputtered Few Layer
MoS2 Thin Film

Richa Singh and Shweta Tripathi

Abstract In this paper thin film of MoS2 has been deposited on pSi substrate at
different time by RF sputtering method, X-ray diffraction pattern shows crystalline
growth. Different optical parameters like refractive index, extinction coefficient and
dielectric constant have been analyzed. It has been observed that the estimated optical
parameters show the thickness depended behavior. Surface analysis has been done
usingFESEMthat agreeswith obtained optical parameters.All the optical parameters
have been calculated using VASE Ellipsometer.

Keywords MoS2 (molybdenum disulfide) · Sputtering · Ellipsometer

1 Introduction

2D (two dimensional) materials have gain considerable attention in recent year,
researchers have been exploring 2D material like graphene, h-BN from past few
decades, due to bandgap limitation of graphene and h-BN, these materials are not
suitable for fabricating semiconductor devices, further in this context, a new family of
2Dmaterial known as Transitionmetal dichalcogenide (TMD) has been researched at
lot, due to its immense potential in transparent electronics devices [1, 2]. In particular,
MoS2 is the most promising material of TMD group, which has direct band gap
of 1.8 eV for monolayer and 1.2 eV for bulk material, extraordinary mechanical
properties and optical properties. The most common polytype of MoS2 is 2H-MoS2,
it has trigonal prismatic structure around one atom of Mo and two atom of sulfur
(S), which is highly stable and almost inert in atmosphere [3, 4]. There are various
techniques of depositingMoS2 film,mechanical exfoliation iswidely used deposition
method in which a thin layer of MoS2 is transferred on to the desired substrate using
scotch tape, but controlling thickness and large area deposition are themain challenge
in this method, which leads to development of other synthesis technique, physical
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vapor deposition (PVD) is most recent developed technique in this context, which
allows large area coverage and thickness control up to some extent. Among various
PVD (physical vapor deposition) techniques, sputtering is most commercially used
method that provides highly quality film growth in a controlled environment [5, 6].

Semiconductor devices based onmonolayer and few layer shows excellent optical
properties, further, in order to understand optoelectronics devices based on MoS2,
optical properties like refractive index (n) and exciton coefficient (k) of MoS2 should
be analyzed [7]. Variable angle spectroscopic Ellipsometry (VASE) tool is used to
calculate optical parameters, it provides wavelength depended n and k values by
simply analyzing the change in of polarization of light, which is passed through the
sample and developing an optical model of the sample [8]. In this work, thin film of
MoS2 up to few layer is deposited on pSilicon (100), via RF sputtering technique for
different sputtering time (5, 10, and 15 min) and then optical parameters refractive
index n, extinction coefficient k and dielectric constant are analyzed.

2 Experimental Details

Initially, three pSi substrates oriented along <100> cleaned, piranha cleaning is used
to clean these substrates, and the first step is to rinse the substrate into DI water,
followed by acetone repeat this process two times. After that samples are poured into
the heated solution of H2SO4: H2O2 (3:1) for 20 min, then the substrate are dipped
into acetone followed by DI water three times. Next the cleaned substrate are dried
under nitrogen environment, further we place the samples in sputtering chamber,
MoS2 target (99.99%, sigma Aldrich.) is used under high vacuum pressure up to
10−6 mbar. Argon (Ar) gas is used to create plasma and ensure uniform deposition.
Now three samples are deposited for 5, 10 and 15 min duration at the power of 50W.
Deposited samples are annealed at 300 °C for 2 h. Further Hot probe test is used on
the samples to confirm the nature of the deposited film, all the films deposited on the
samples shows n-type behavior.

3 Result and Discussion

3.1 Structural Analysis

Structural analysis of MoS2 thin film deposited on crystalline pSi substrate with
<100> orientation has been performed using X-ray Diffraction pattern (Smart Lab
by Rigaku). The presence of few peaks in XRD pattern shown in Fig. 1 indicates
crystalline nature of the deposited film. It can be seen from the graph that two peaks
corresponding to (101) and (106) confirms the MoS2 deposition. The observed inter
planer distance (d) is 0.22 Å, which has been calculated by the equation given below
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Fig. 1 XRD spectrum of
thin film of MoS2 deposited
on pSi

nλ = 2dsinθ (1)

where λ is wavelength incident wave, n is positive integer.
Crystalline size (D) along the plane (101) is 34.57 nm, it has been calculated from

the Scherrer formula

D = Kλ

βcosθ
(2)

where β is full width half maximum in rad, λ wavelength of X-ray, k is constant and
� is the Bragg’s angel.

3.2 Morphological Analysis

FESEM (Field Emission Scanning Electron Microscopy) image of deposited MoS2
film on psilicon for different sputtering time is shown in Fig. 2. Morphological
variations can be clearly seen with diverse sputtering time, as sputtering time change
from 5 to 10 min more MoS2 flakes appears, further deposition causes accumulation
of MoS2 cluster which forms vertically standing 3D layers (Fig. 2c). The vertically
standing MoS2 layers are chemically very active which enables it to use as a catalyst
also it can be utilized in application of energy storing devices.
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Fig. 2 FESEM image of thin film MoS2 deposited on pSilicon a 5 min b 10 min c 15 min

3.3 Morphological Analysis

Ellipsometer is predominantly a tool that detects the change in state of polarization
of the reflected and incident layer. Based upon the difference in between the state
of polarization various important parameters of the film can be determined like
the thickness of the film, dielectric constant, refractive index, etc. It examines the
amplitude (�, psi) and phase difference (�, delta) of the reflected light that are
related by the factor ρ, where ρ = tan(�)exp(i�) [7]. In the present analysis of few
layer MoS2 film, variable angle Ellipsometry has been used to observe the optical
characteristics. For obtaining theEllipsometry results two layermodelwhich consists
of Si substrate andMoS2 layer on it is used. Cauchy model has been used to calculate
the optical parameter of MoS2 film on the Si substrate [9]. Refractive index (n) of
the material is very important property of the material, which can be utilized in
fabrication of detectors, solar cell and sensors, etc. Refractive index is given by
equation [10].

n =
√

4R

1− R2
− K 2 +

(
1+ R

1− R

)
(3)
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where R is reflectivity of the deposited material and k is extinction coefficient.
Figure 3 shows variation of refractive index of thin film deposited on pSi at different
sputtering times (i.e. 5, 10 and 15 min). It can be seen that value of refractive index
increases linearly with sputtering time. It means that the speed of light decreases
as the number of layers of MoS2 increases on the substrate in the visible range of
electromagnetic spectrum.

k is known as extinction coefficient that tells the degree of absorption or absorption
coefficient (α) [8].

α = 4πk

λ
(4)

where k is extinction coefficient, λ is wavelength. It is shown in Fig. 4, as the
deposition time increases, extinction coefficient increases. It is due to that fact that
thickness of the film increases with sputtering time, thicker film will absorb more

Fig. 3 Variation of
refractive index of MoS2
film on pSi substrate at
different sputtering time

Fig. 4 variation of
extinction coefficient of
MoS2 film deposited on pSi
at different (5, 10, 15 min)
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light. In addition to this A and B exciton can be seen at 649 and 548 nm, which falls
into the brillouin zone [11].

Dielectric constant given by the equation [12]

ε = εrel + εimg (5)

where real and imaginary part is given by the equation [12]

εrel = n2 − k2 (6)

εimg = 2nk (7)

Figures 5 and 6 the real value of dielectric constant that signifies the energy that can
be stored bymaterial and the imaginary part represents loss of energy. Figure 4 shows
variation of dielectric constant for MoS2 film at 5, 10, and 15 min with wavelength.

Fig. 5 Real parts of
dielectric constant of MoS2
thin layer on pSi substrate

Fig. 6 Imaginary part of
dielectric constant of MoS2
film deposited on pSi
substrate
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The real and imaginary value of dielectric constant shows opposite pattern, as the
deposition time increases, real dielectric constant increases, which shows that energy
storing capability of thin filmMoS2 increases with thickness as can be depicted from
FESEM image Fig. 2c, it is due the fact that as the thickness of the film increasesmore
number of chargewill be trapped, giving high value of capacitance [13]. It can be seen
from the Fig. 4 that the deposited film sustains the energy storing feature in visible
region of electromagnetic spectrum (350–700 nm). On the other hand, imaginary
parts of dielectric constant have been shown in Fig. 5, decreases in between the
range of (350–700 nm) depicting that the losses are suppressed in visible range. It
can be noted here, that the increasing thickness of deposited film demonstrates more
energy losses.

4 Conclusion

In this paper, few layer of MoS2 is deposited on single crystal pSi substrate for
different growth time by RF sputtering method. The obtained XRD pattern confirms
that the thin film ofMoS2 has been deposited on pSi substrate with good crystallinity
and preferred peak location of (101). The deposited film shows that speed of light
slows down with increasing thickness of film (5–15 min), In addition to this film
absorb more light with increase in sputtering, it due to increase in thickness with
sputtering time. With increase in growth time, thickness of the film increases which
absorb more light. Further, energy storing capacity of film increases with thickness.
So deposited film can be used for fabrication of sensors and energy storing devices
like capacitors.
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Design and Optimization of MEMS
Piezoelectric Cantilever for Vibration
Energy Harvesting Application

Namrata Gupta, Abhishek Ray, Alok Naugarhiya and Abhinav Gupta

Abstract This paper presents a reverse trapezoidal unimorph piezoelectric can-
tilever structure for frequency tuning and power optimization. A proof mass is incor-
porated at the upper side of the free end of the cantilever. The proposed cantilever
structure with nonconventional geometry finds its application in vibration energy
harvesting. The design is simulated with COMSOL Multiphysics 5.2 to convert
mechanical energy into electrical energy. The proposed harvester is able to generate
1300µm displacement, 0.46V induced voltage, and 9µW induced electrical peak
power at the low frequency of about 160Hz at applied 1g acceleration and 12k�
optimal load resistance.

Keywords MEMS · Piezoelectric material · Cantilever · Sensors

1 Introduction

Microelectromechanical system (MEMS) technology has played a key role in micro-
electronic devices in order to develop miniaturized components and low-power oper-
ating systems.MEMS is a technologywheremicrosensors andmechanical parts with
processing circuit are integrated on a small piece of silicon wafer. These devices are
capable to sense, control, and operate in the microscale and also generate output
within the same range. The conventional battery is a traditional energy source for
compact or wearable devices and remote system applications like wireless sensor
network (WSN). But due to its limited lifetime and bulkier size, researchers are
more interested to develop MEMS energy harvesters.

The energy harvesters scavenge energy from some renewable energy sources like
solar, wind, thermal, etc. Apart from these resources, motion, vibration, or other
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mechanical energy is also one of the interesting ambient energy sources for energy
harvesting. Themechanical vibration sources with low frequency are easily available
in the surrounding environment like household machines, human walk, fluid flow,
mines, etc. The vibration energy harvesting system converts mechanical energy into
electrical energy that can be used in low-power electronics system [6]. Mechanical
to electrical energy conversion revolves around these three principles which are
piezoelectricity, electromagnetic, and electrostatic. The piezoelectric transducers are
more useful in energy harvesting applications due to its higher power density without
using external supply at a wide range of frequencies [1, 5].

Researchers are interested to design MEMS sensors which have a compact size,
low-power consumption, and compatible with CMOS IC technology as compared
to conventional structures. Some research groups are using silicon compound and
piezo resistor to design their structure but that is also not completely compatible
with CMOS IC fabrication technology. The power density of piezoelectric energy
harvesters using MEMS cantilever can be improved by either changing their config-
uration or by changing the geometry of the cantilever structure. Florenta et al. [3]
have presented a nonconventional structurewhich is a trapezoidal cantileverwith a tip
mass made by silicon generating 2µWpower. Asanet al. [4] have compared the per-
formance of triangular, trapezoidal, and rectangular cantilever structure. The authors
state that among them, the triangular structure gives the highest power 0.2µW.
Recently, Nan Chen et al. [2] have reported the multi-beam and trapezoidal struc-
ture for wideband vibration energy harvesting using PZT material. In this paper,
trapezoidal shape generates 2.3–2.5µW power with the dimension in mm range.

In this paper, we have proposed a trapezoidal cantilever which is reversed in struc-
ture (less width of the cantilever is fixed) using PZT material with tungsten proof
mass on the free side of the cantilever. This structure has advantages like uniform
strain, lower resonance frequency, higher peak output voltage, and wide bandwidth.
The voltage, displacement, and power for the proposed structure have been calcu-
lated. Rest of the paper is outlined as, design of cantilever is described in Sect. 2,
mathematical modeling and functioning are explained in Sect. 3. Section4 repre-
sents the simulated results. At last, conclusion and acknowledgment is mentioned in
Sects. 5 and 6, respectively.

2 Design of Cantilever Beam

The stiffness and sensitivity of the cantilever beam are basically depended upon the
structure and property of the piezoelectric material used. The cantilever is fixed at
one side and free at the other side to provide higher output. Piezoelectric cantilever
structure consists of a beam, anchor, and proof mass.

Basically, it is a sandwich-type structure where the top layer is made by tungsten
serves as an electrode for this type of harvester, the bottom layer of the beam is made
by silicon, and the mid layer is formed by the active piezoelectric layer. Here, we use
Lead Zirconate Titanate (PZT-5H) as piezoelectric active material. Figure1 shows
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Fig. 1 Proposed cantilever based sensor

the 3D view of proposed nonconventional cantilever structure which is unimorph
and reverse trapezoidal in the geometry. PZT has higher conversion efficiency as
compared to another piezoelectricmaterial. Table1 shows thematerial property of the
chosen material to design the proposed structure. We assume the thickness of silicon
is much larger than the beam to reduce the complexity of the model. The anchor
of a structure is made by SiO2 and silicon material as a substrate. The dimensions
of the structure are shown in Table2. Cantilevers have different types of structures.
Here, we use nonconventional structure to generate maximum power, making wider
bandwidth and getting low resonance frequency. Meshing is done on any geometry

Table 1 Property of chosen material for designing the layers

Parameter Si PZT Tungsten (W) SiO2

Young’s modulus (GPa) 17 308 41.1 7

Density (kg/m3) 2329 7500 19,350 2200

Poisson’s ratio 0.28 0.31 0.28 0.17

Table 2 Dimension of cantilever structure

Material Length (µm) Width (µm) Thickness (µm)

Si (Anchor) 500 1300 700

SiO2 (anchor) 500 1300 1

Metal 3600 p=1300, q=3600 1

Piezoelectric 3600 p=1300, q=3600 0.5

Silicon 3600 p=1300, q=3600 5

Metal (Mass) 1000 2500 500
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Fig. 2 Meshed model of
cantilever

or structure so that the applied pressure, stress, or load is equally distributed on the
structure so it will provide a better result. Here, we use normal fine meshing which
is shown in Fig. 2.

3 Analytical Modeling and Functioning

To find out the parameters of piezoelectric material, there are no conventional meth-
ods or algorithms. There are two approaches, the first approach uses the theoretical
relationship between differential surface stress and tip displacement of the cantilever
structure during the applied pressure on the top of the structure. The relationship
between the piezoelectric tip displacement and the induced output voltage can be
calculated. In the second approach, finite element method (FEM) simulations by
COMSOLMultiphysics which provide surface stress on the top of cantilever so that
the tip deflection of the cantilever beam occurs due to external pressure or load [8].
There are two coupling modes of operation of the piezoelectric material known as
31 mode and 33 mode. In 33 mode, the external force is being applied perpendicular
to the polling direction while in 31 mode, external force is applied on the same side
as the polling direction. Energy harvester provides higher output when its resonance
frequency matches with the system vibration frequency (which is input for the har-
vester) and this frequency can be tuned by placing the proof mass or tip mass on the
structures. The fundamental frequency is given by Eq.1

ωsc =
√

keq
meq

(1)
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Fig. 3 Top view of
trapezoidal structure without
proof mass

where ωsc is the fundamental natural frequency, meq represents the total mass of
cantilever beam which includes cantilever structure mass with proof mass, and keq
is spring constant. Figure3 shows the top view of trapezoidal cantilever structure
without proof mass. The width of the beam at the free end is denoted by q and
width of the beam at the fixed end is p. The distance from the fixed end of cantilever
represented by x and the beam width is given by q(x). L represents the total length
of the cantilever structure. So the section change rate is presented by δ = p−q

L [7].
Capacitance and resistance of the device can be calculated by Eqs. 2 and 3, respec-

tively [7].

C = εp(2p − δL)L

2t
(2)

R = 2t

εp(2p − δL)Lωsc
(3)

P(δ) = V 2

R
(4)

P(δ) = tω2
scθ

2

2εp(2p − δL)Lωsc
×

μmeqa√
[−meqω2

sc + kef f + tθ2

εp(2p−δL)L ]2 + [ εp(2p−δL)Lωsc

2t + tθ2

εp(2p−δL)L ]2
(5)

where t is termed as thickness of material, εp is dielectric constant of material, θ is
electromechanical coupling factor, R is load resistance, C is capacitance, kef f is total
stiffness of structure, μ is correction factor, a is acceleration amplitude, V is peak
output voltage, and P(δ) is power as function of change in section rate. The output
peak power distribution over cantilever can be calculated by Eq.5 [7].
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Fig. 4 Six mode of structure

4 Simulation Results

The shape of proof mass or load at the tip is more important for displacement, stress,
and induced potential for any sensing device at the resonance frequency. Finite ele-
ment analysis program is done with the help of COMSOLMultiphysics software. In
Multiphysics software, we use MEMS module which is capable of MEMS design-
ing, simulation, and modeling. In this software, we have used physics such as solid
mechanics, piezoelectric, and electrical circuit. We have measured the displacement
and stress at different eigenfrequencies and induced voltage, peak power distribution
at the resonance frequency. An external load resistance 12k� and 1g acceleration
have been taken for the simulation. Figure4 shows six modes of displacement of
the structure. From the simulation results, we found that out of six modes of differ-
ent eigenfrequencies, mode 1 has the maximum displacement, power, and induced
voltage. Figure5 shows the maximum tip deflection with a value 1300µm at 160Hz
frequency. Figure6a shows the voltage distribution over the cantilever and Fig. 6b
shows the peak power distribution over the structure. The proposed harvester has pro-
vided 0.46V voltage and peak output power 9µW at 160Hz frequency. The outputs
power is quite high with the low resonance frequency.

5 Conclusion

Wehave designed and simulated trapezoidal-shaped cantilever for scavenging energy
at a frequency of 160Hz to feed low-power electronics devices by the principle of
piezoelectricity. For an input acceleration of 1g, the harvester scavenges 0.46V
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Fig. 5 Tip displacement versus frequency

Fig. 6 a Voltage distribution versus frequency. b Peak Power distribution versus frequency

which is better than other reported trapezoidal-shaped harvesters. Moreover, the
peak power of 9µW is obtained when connected to a resistive load of 12k�. Based
on several literature, it is found that the input acceleration and excitation frequency
for the harvester should be known before designing the structures. Currently, many
researches are truly focussing on increasing the bandwidth and ultra-low-frequency
structures.

Acknowledgements The authors thank Visvesvaraya National Institute of Technology, Nagpur for
giving support of simulating design in COMSOL Multiphysics software.
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Analyzing the Sensitivity
of Heterostructure
of BP-Graphene/TMDC Layer Coated
SPR Biosensor

Sarika Pal, Y. K. Prajapati and J. P. Saini

Abstract In this paper, the heterostructure of Au-BP-Graphene/TMDC layers
coated SPR sensor is proposed for sensing of biomolecules. The proposed sensor
is compared with conventional SPR and graphene based SPR biosensor in terms of
sensitivity. Angular interrogation method is used for analyzing the sensitivity of pro-
posed SPR biosensor at 633 nm operation wavelength. The sensitivity obtained for
conventional SPR, Au-Graphene SPR and Au-BP-Graphene based SPR biosensors
are 75.43°/RIU, 76.29°/RIU and 108.85°/RIU respectively. Highest sensitivity of
153.21°/RIU is obtained for two layer of WS2 for heterostructure of Au-BP/TMDC-
based SPR biosensor. The sensitivity increases for higher number of BP layers due
to extraordinary sensing ability of BP. It is also observed that sensitivity increases
with sensing layer RI due to better binding of biomolecules on sensor surface.

Keywords Black phosphorus (BP) · Graphene ·Molybdenum disulfide (MoS2) ·
Tungsten disulfide (WS2) ·Molybdenum diselenide (MoSe2) · Tungsten diselenide
(WSe2) · Surface plasmon resonance (SPR)

1 Introduction

Surface plasmon resonance (SPR) has been prime research area especially in the field
of biosensing for drug diagnostic [1], disease diagnostic [2], biomolecular sensing
[3] and food safety, etc. [4]. SPR is one of the leading optical sensing techniques
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due to its unique features of real time, label-free and fast detection procedures [5].
Total attenuated reflection geometry (ATR), Kretschman configuration among vari-
ous other configuration like Raether, Otto, etc., is preferred configuration due to its
simple and realizable geometry [6, 7]. SPs propagating at metal/dielectric are charge
density oscillations. Only p-polarized component of incident light can excite SPs and
Resonance condition occurs on phase matching condition of horizontal component
of incident wave vector with SPs wave vector indicating complete transfer of energy
from evanescent wave to surface plasmon wave (SPW) [8]. The dip in reflectance is
observed at SPR condition. SPR biosensor works on the principle of refractive index
change in sensing medium on adsorbtion of biomolecules at sensor surface, which
leads to redistribution of SPR electromagnetic field, i.e., shift in dip position of SPR
curve [3]. Researchers used various methods for improving the performance of SPR
sensor by using different material, metal, lower RI prism and high dielectric layer
overmetal layer, etc. [9]. Researchers utilized unique electrical and optical properties
of graphene like high conductivity, high carrier mobility (105 cm2 V−1 s−1), high
transparency, zero bandgap, lower resistivity, and high surface to volume ratio in
SPR biosensor along with available advanced fabrication technique for developing
SPR sensor with enhanced sensitivity [10]. High surface to volume ratio of 2D sp2

bonded carbon atoms in graphene leads to efficient adsorbtion of biomolecules due
to stronger van der Waals π interactions between its hexagonal cells and carbon
based ring structure in biomolecule [11]. Recently, 2D-TMDC materials are widely
used in photonics, electronics, and biomedical applications with rapid development
in efficient fabrication techniques [12]. Monolayer of TMDC materials formed by
sandwiching transition metal layer (Group IV elements—Mo,W, Ta, Nb) in between
two layers of chalcogen material (Group VII elements—S, Se, Te) provides more
optical confinement due to layering structure [12]. Till now, mostly graphene and
TMDCs investigated as layered material graphene’s zero band gap and higher band
gap with relatively smaller mobility’s in TMDC materials limits their performance
[13]. So,BPanarrowbandgapmaterial possessing bandgap in betweengraphene and
TMDCs can be used in combination with these materials for enhancing light matter
interactions in nanophotonic application [13]. BP a 2D material (sp3 bonded phos-
phorus atoms in puckered honeycomb lattice structure) with remarkable electrical,
optical and phonon properties like tunable direct band gap, very high carrier mobility,
superior molecular adsorbtion energy, very high sensing ability and higher surface to
volume ratio in comparison to graphene and MoS2 widely used in nanoelectronics,
optoelectronics and sensing applications [14, 15]. BP shows light adsorbtion in com-
parison to graphene andMoS2 which is useful for binding of biomolecules on sensor
surface [15]. Very recently S. Pal et al. improved the sensitivity of SPR biosensor
1.42 and 1.40 times of conventional and graphene-based SPR biosensor respectively
by using BP [16]. Ouyang et al. analyzed the sensitivity and FWHM of SPR biosen-
sor by using silicon nanosheets and TMDC layers (MoS2, MoSe2, WS2, WSe2)
at different operating wavelengths [17]. The maximum sensitivity of 155.68°/RIU
is achieved on using 35 nm thick gold layer, 7 nm Si layer with monolayer WS2
at 600 nm wavelength. For further enhancing the sensitivity of the proposed SPR
biosensor by utilizing light absorption properties of BP, we propose a heterostructure
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of BP-Graphene/TMDC layers (MoS2, MoSe2, WS2, WSe2) coated over gold layer
of SPR biosensor.

2 Proposed SPR Biosensor Design Considerations

This section describes the design considerations andN-layermodeling for reflectivity
calculation for the proposed SPR biosensor.

2.1 Proposed Design for SPR Biosensor

The SPR biosensor in Fig. 1 consisting of SF-10 prism-Au layer-BP-
Graphene/TMDC layers (MoS2, MoSe2, WS2, WSe2) operating at 633 nm wave-
length. First SF-10 prismwith RI 1.7230 is chosen on which Au layer with optimized
thickness of 47 nm and RI nAu = 0.1726+ 3.4218 * i is deposited for SPs generation.
Au is preferred over Ag for its chemical inertness and stable binding of biomolecules
on sensor surface. BP layer with thickness 5 nm and RI nBP = 5.3 + 0.01 * i is
deposited over Au for improvement in sensitivity of proposed SPR biosensor. For
further improvement in sensitivity Graphene/TMDC layers of MoS2, MoSe2, WS2,
WSe2 are deposited over BP to protect it from oxidation and for signal enhancement
due to high charge transfer efficiency from TMDC layer to Au layer. The thicknesses
and RIs for Graphene/TMDC layers are given in Table 1 shown below: The last layer
is sensing layer having RI variation from 1.334 to 1.40, RI changes on adsorbtion of
biomolecules on Graphene/TMDC layers. The TMDC layer in proposed biosensor
increases its sensitivity by capturing biomolecules through van derWaals interactions
[18].

     SF-10   Prism 
      np =  1.723 

Au layer (dAu = 47nm)

BP layer (dBP = 5nm)

Graphene/MoS2/ MoSe2/ WS2/WSe2/

Sensing layer (nc = 1.334-1.40)

Incident light Reflected light 

Fig. 1 Schematic diagram of SPR biosensor
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Table 1 Thicknesses and
refractive indices for
graphene/TMDC layers [18]

S. No. Type of 2D
material

Single layer
thickness (nm)

Refractive
index (RI)

1. Black
phosphorus
(BP)

0.53 3.5 + 0.1 * i

2. Graphene 0.34 3 + 1.49106 * i

3. MoS2 0.65 5.08 +
1.1723 * i

4. MoSe2 0.7 4.62 +
1.0063 * i

5. WS2 0.8 4.9 +
0.3124 * i

6. WSe2 0.7 4.55 +
0.4332 * i

2.2 N-Layer Modeling

This subsection demonstrates the N-Layer modeling for reflectivity calculation of
the proposed SPR biosensor. Transfer matrix method for N-layer modeling is used
for calculating the reflectivity as it is efficient method for reflectivity calculation
which do not consider any approximation [18]. The thickness, dielectric constants
and refractive indices for the kth layer are denoted as dk, εk, and nk respectively
along z-axis. On applying boundary conditions the tangential field at Z = Z1 = 0
are presented in terms of tangential field at Z = ZN−1 as follows:

[
U1

V1

]
= M

[
UN−1

VN−1

]
(1)

where UN−1 and VN−1 are the corresponding electric and magnetic fields for the
boundary at N th layer and U1 and V 1 is tangential components of respective fields
respectively at the boundary of the first layer. TheMij is characteristics matrix of the
combined structure of the sensor, it can be given as

Mi j =
(

N−1∏
k=2

Mk

)

i j

=
[
M11 M12

M21 M22

]
(2)

with,

Mk =
[

cosβk (−i sin βk)/qk
−iqk sin βk cosβk

]
(3)

where
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qk =
(

μk

εk

)1/2

cos θk =
(
εk − n21 sin

2 θ1
)1/2

εk
(4)

βk = 2π

λ
nk cos θk(zk − zk−1) = 2πdk

λ

(
εk − n21 sin

2 θ1
)1/2

(5)

After going through straightforward steps, we obtain the reflection coefficient for
p-polarized light which is given below

rp = (M11 + M12qN )q1 − (M21 + M22qN )

(M11 + M12qN )q1 + (M21 + M22qN )
(6)

The reflectivity (Rp) for multilayer configuration is given as

Rp =
∣∣rp∣∣2 (7)

Sensitivity (S) of the SPR sensor is ratio of change in resonance angle (�θres)

with respect to change in RI of the sensing layer (�ns). �ns considered here for the
proposed SPR biosensor is 0.07.

S = �θres/�ns (8)

3 Simulation and Results

In this paper, first gold thickness is optimized at 47 nm for proposed SPR biosensor
at which minimum reflectance is obtained. Then SPR curve for conventional SPR,
Au-Graphene SPR andAu-BP-Graphene SPR biosensor is plotted as shown in Fig. 2.
The resonance angle obtained before and after adsorption of biomolecules for con-
ventional SPR, Au-Graphene SPR and Au-BP-Graphene SPR sensor are (56.513°,
61.792°), (56.723°, 62.067°) and (62.811°, 70.425°) respectively. Thus the change
in resonance angle obtained for conventional SPR, Au-Graphene SPR sensor and
Au-BP-Graphene-based SPR biosensor are 5.28°, 5.34° and 7.614° respectively.

On calculating sensitivity from Eq. (8) are 75.43°/RIU, 76.29°/RIU, and
108.85°/RIU respectively for conventional SPR, Au-Graphene SPR and Au-BP-
Graphene based SPR biosensor. Higher sensitivity obtained for Au-BP-Graphene
based SPR biosensor is due to stronger binding between hexagonal cells of graphene
and carbon based ring structure in biomolecules and better sensing ability of BP [18].
Figure 3 shown below indicates the SPR curve plotted for heterostructure of Au-
BP-Graphene/TMDC layers, i.e., proposed SPR biosensor. The resonance angle for
proposed SPR biosensor with single layer graphene, TMDC layers (MoS2, MoSe2,
WS2, WSe2) before and after adsorbtion of biomolecules are (62.811°, 64.641°,
64.444°, 65.193°, 64.458°) and (70.425°, 73.047°, 72.781°, 73.984°, 72.858°)
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respectively. The shift in resonance angle for proposed SPR biosensor with single
layer graphene, TMDC layers (MoS2, MoSe2, WS2, WSe2) before and after adsorb-
tion of biomolecules are 7.61°, 8.41°, 8.34°, 8.79°, and 8.40°, respectively. The sen-
sitivities obtained for proposed SPR biosensor with single layer graphene, TMDC
layers (MoS2, MoSe2, WS2, WSe2) are 108.71°/RIU, 120.14°/RIU, 119.14°/RIU,
125.57°/RIU, and 120°/RIU. Thus, higher sensitivities are obtained for BP/TMDC
layers interface asTMDCprovidesmore confinement of charge carriers at BP/TMDC
interface and enhanced light matter interaction.

Thereafter, Sensitivity is optimized for different number of graphene, MoS2,
MoSe2, WS2, and WSe2 layers for the proposed SPR biosensor. Figure 4 indi-
cates variation of sensitivity of proposed SPR biosensor for different number of
graphene,MoS2,MoSe2,WS2, andWSe2 layers. Themaximumsensitivities obtained
for proposed SPR biosensor for different number of Graphene/MoS2 layer/MoSe2
layer/WS2 layer/WSe2 layer are summarized in Table 2. The highest sensitivity of
153.21°/RIU is obtained for two layers of WS2 for proposed SPR biosensor which
is due to higher penetration of evanescent field into sensing layer because of its high
value of real part of RI. It is observed that sensitivity increases with sensing layer
refractive index and highest sensitivity is obtained for WS2 layer (Fig. 5).

Thereafter, sensitivity for proposed SPR biosensor for different number of BP
layers is obtained in Fig. 6. It is observed that sensitivity increases with increase in
number of BP layers and highest sensitivity of about 177.54°/RIU is obtained for 13
layers of BP for BP/WS2 TMDC interface. Higher sensitivity for more number of
BP layers is due to enhanced light matter interaction at interface.

Fig. 4 Sensitivity versus
number of
graphene/MoS2/MoSe2/WS2
and WSe2 layer for proposed
SPR biosensor
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Table 2 Sensitivities obtained for different number of graphene/TMDC layers

Graphene/type of
TMDC layer

Single layer thickness
(nm)

No. of optimized
graphene/TMDC
layers

Sensitivity (°/RIU)

Graphene 0.34 4 116.98

MoS2 0.65 2 130.84

MoSe2 0.7 2 131.58

WS2 0.8 2 153.21

WSe2 0.7 4 148.86
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Fig. 5 Sensitivity versus
sensing layer RI for
proposed sensor using
graphene/MoS2/MoSe2/WS2/WSe2
layer
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Fig. 6 Sensitivity versus BP
layers for proposed SPR
sensor using different
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4 Conclusion

This paper analyzes the sensitivity of heterostructure of Au-BP-Graphene/TMDC
interface based SPR biosensor for detection of biomolecules through angular
interrogation method at 633 nm operating wavelength. The highest sensitivity of
153.21°/RIU for proposed SPR biosensor is obtained for two layers of WS2. It is
concluded that sensitivity increases on increasing BP layers due to enhanced light
matter interaction at BP/TMDC interface. The sensitivity of proposed SPR sensor is
better than conventional SPR- and graphene-based SPR biosensor proposed in litera-
ture. The proposed SPR biosensor can be extensively used in biosensing applications
for realizing it using existing fabrication technology.
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Short Channel Effects (SCEs) Based
Comparative Study of Double-Gate (DG)
and Gate-All-Around (GAA) FinFET
Structures for Nanoscale Applications

Vadthiya Narendar, Richa Parihar and Ashutosh Kumar Pandey

Abstract The FinFET device architecture is a leading contender in the field of
electronic integrated circuits (ICs). A comparative study of double-gate (DG) and
gate-all-around (GAA) FinFET structures on the ground of performance parameters
like on-state current (ION), off-current (IOFF), subthreshold swing (SS), drain induced
barrier lowering (DIBL) and threshold voltage (Vt) have been done. It has been
found that GAA FinFETs are able to control the short channel effects (SCEs) more
accurately overDGFinFETswhenfinwidth to gate length ratio is properly optimized.
Further, the comparison between rectangular and cylindrical channel GAA FinFETs
has also done and found that cylindrical GAA FinFETs gives a better performance
with respect to aforementioned parameters. All the numerical simulated results were
performed on TCAD supported the stated findings.
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1 Introduction

Since six decades, the miniaturization of microelectronic devices have become a
primedriving forcewith samepace of technology to provide better performance along
with reduced power consumption and area. Initially, the Planar bulk MOSFETs were
used and served its purpose for three decades, but as the technology advances based
on scaling their performance hampered greatly by short channel effects (SCEs) [1].
As an alternative solution, the silicon on insulator (SOI) MOSFETs were introduced
and known for their higher current drive per unit silicon area and better short channel
immunity [2]. Some other features of SOI MOSFETs [3, 4] includes: (1) improved
isolation because of which latch up problems can be totally eliminated, (2) they show
reduced parasitic capacitances which results in faster switching and reduced power
dissipation, (3) they possess enhanced radiation hardness; and (4) higher validation
tolerance which makes them suitable for space application, (5) Lastly because of
lower leakage, the source and drain junctions of these devices can be operated at
higher temperature. Another device named double-gate (DG) MOSFET which is a
modified structure SOI MOSFET [4]. DG MOSFETs are promising candidates in
sub-micrometer regime and offers various advantages such as, it has two channel,
a better gate control over the channel region and more immune to SCEs. Also the
device permits lower doping because of the fact that the channel is controlled by both
front and back gates. Both the gates of DGMOSFET can be operated independently
or electrically tied together. Independent DGMOSFET device undergoes a problem
of misalignment between its two gates. So, an alternative device structure which
overcome this problem is a FinFET, which is a multigate device structure and shows
improved electrostatic control over the gate [5–8]. Other multigate FinFET devices
are tri-gate, Pi (π), omega (�) gate and gate all around (GAA) which are greatly
reduces the SCEs like DIBL, threshold voltage roll-off and leakage current [1].
Colinge first proposed the GAA MOS transistor [9–11]. The gate leakage current
in predominate while scaling the device into sub-nanometer regime and it can be
tackled by various alternative solutions [1, 12–14].

In this paper, initially the DG and rectangular GAA FinFET structures are sim-
ulated with identical dimensions. The modified rectangular GAA FinFET structure
is presented later and which is known as the cylindrical GAA FinFET. In the rect-
angular GAA MOS structure there are two the additional channel in comparison
with DG structure because of which GAA exhibit excellent control over the gate and
this leads to reduced SCEs. It also shows better transconductance behavior. After
analysing GAA structures, it was found that by optimizing fin width to gate length
ratio, the short channel effects can be minimized [15]. The multigate devices mainly
trigate FinFET and rectangular GAAwere having the 3-D current flow because their
cross sections do not have two dominant current flow planes [16]. The 3-D current
flow anticipates some effects very easily which were known as corner effects. As
these device structures exhibits the edges and the corners sowhenever the gate voltage
is applied on the device there is a creation of large electric field at the corners than at
the edges. Due to this, there existsmore electron density at the corners that results low
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threshold voltage and thereby leads to the degradation of subthreshold swing (SS).
The corner components of current causes severe changes in the device performance
like lower threshold voltage, higher leakage current and for some structures they
cause huge growth in the subthreshold characteristics. Therefore to overcome these
effects a new modified structure known as Cylindrical Gate All Around (Cy-GAA)
has been presented which not only reduces these effects but also diminish SCEs [17].
In this paper the comparison has been made between the DG and GAA MOSFETs
for 20 nm technology by considering SCEs and corner effects. The channel remains
undoped as undoped channels possess more mobility and less scattering of carriers.

This paper is organized as follows: Sect. 2 explains the device structure. The
comparative study of DG and GAAFinFETs and the simulation results of cylindrical
GAA FinFET structure with variation of physical dimensions of the device were
presented in Sect. 3 and finally Sect. 4 concludes the paper.

2 Device Structure And Simulation Setup

Figure 1 shows the structure of DG and GAA FinFETs which were made on SOI
substrate and the simulations were carried out in Sentaurus TCAD. The gate length
(Lg), fin width (Wfin) and fin height (Hfin) were 20 nm, 20 nm, and 40 nm, respec-
tively. For better control of SCEs, the Hfin must be twice of the Wfin. This condition

Fig. 1 Structure of FinFET devices. a DG, b GAA. The physical parameters are: gate length
(Lg=20nm), gate-oxide thickness (tox=2nm), andfinheight (Hfin=40nm), finwidth (Wfin=20nm)
for both the devices
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generally applies to most of the device dimensions for better potential distribution
and improved electrostatic integrity. The gate-oxide thickness (tox) is considered as
2 nm. Channel of both the devices are lightly p-doped (1× 1015 cm−3) as low doped
devices offer less random doping fluctuations compared to doped devices as men-
tioned earlier. The source and drain extension n-doping of 1× 1020 cm−3 is slightly
less than that of the source and drain n-doping of 1 × 1021 cm−3. It has been done
to avoid the depletion layer penetration in the source and drain extension regions. In
numerical simulations for recombination and mobility Shockley–Read–Hall model
is included, to solves the quantum potential equations self-consistently with the Pois-
son the density gradient transport model is incorporated, doping dependent mobility
and high-field saturation models are included.

3 Results And Discussion

3.1 Comparison of GAA FinFETs with DG FinFETs

Figure 2 shows the transfer characteristics of DG and GAA FinFETs at drain voltage
Vds = 0.1 V and 1 V at device dimensions as gate length (Lg = 20 nm), gate-oxide
thickness (tox = 2 nm), fin width (Wfin=20 nm) and fin height (Hfin= 40 nm). It is
clear evident from the Fig. 3 that, GAA structure exhibits higher on-current and lower
off-current due to more number of gates and better control of channel region over
the other counterpart. The same characteristics are used for calculation of DIBL and

Fig. 2 Transfer
characteristics of DG and
GAA FinFET
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Fig. 3 On-current (Ion) and off-current (Ioff) variation with respect to fin width variation (Wfin) of
DG and GAA FinFET devices

threshold voltage roll-off of these two devices. As the threshold voltage roll-off was
caused by charge sharing effect. With the increase in the fin width the on-current of
GAA increases more swiftly because of the strong volume inversion. The on-current
and off-current of FinFET device depends on the width of the channel region. The
on-current and off-current of DG and GAA FinFET is shown in Fig. 3. As width of
the fin region decreases the leakage path from center of the channel decreases which
leads to reduced leakage current from the device. Another important short channel
parameter is the subthreshold swing (SS) which need to be estimated to measure the
leakage current of the devices. Figure 4 reveals the subthreshold swing (SS) of DG
andGAAFinFET for the oxide thickness of 2 and 3 nmwith various finwidths. It has
been noticed that, GAA structure shows the better performance at tox = 2 nm with
respect to all fin widths over the DG structure and at Wfin = 10 nm, GAA FinFET
reveals minimum SS = 64.5 mV/decade.

3.2 Cylindrical and Rectangular GAA FinFETs

From the comparison of DG and rectangular GAA structure it has been noticed that
rectangular GAA structure supress the SCEs to larger extent and exhibits the better
performance. In rectangular GAA structure at all the corners of the fin there is a
presence of electric field which hampers the performance and it is known as corner
effect. This corner effect canbe eliminatedbymodifying the rectangular structure into
a cylindrical structure. Figure 5 shows the structures of cylindrical and rectangular
channel GAA FinFETs. Here Lg = 20 nm, tox = 2 nm, Hfin = 30 nm, and Wfin
= 30 nm for both the devices. Figure 6 demonstrates the transfer characteristics of



678 V. Narendar et al.

Fig. 4 SS variation with
respect to fin width (Wfin) of
DG and GAA FinFET
devices

cylindrical and rectangular channel GAA FinFETs at drain voltage Vds = 0.1 and
1.0 V.

Figure 7 shows SS and DIBL of cylindrical GAA FinFET with various cylinder
diameters. With an increase in the diameter the SS and DIBL was increased and

Fig. 5 Structure of FinFET devices. a Cylindrical GAA, b Rectangular GAA with Lg = 20 nm,
tox = 2 nm, Hfin = 30 nm, and Wfin = 30 nm for both the devices
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Fig. 6 Transfer
characteristics of cylindrical
and rectangular GAA
FinFET devices

Fig. 7 SS and DIBL
comparison with respect to
diameter of cylinder of a
GAA MOSFET

these two parameters are even within the acceptable range when the diameters of
the cylinder decreases which is a requirement for the advancing technology. For
obtaining optimized results in context with SCEs the diameter of cylinder remains
at 20 nm as shown in Fig. 8 that the IOFF current reduces drastically as the diameter
decreases. The ION current increases with increase in diameter as predicted because
of the enhancement in the volume of the structure.
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Fig. 8 Comparison of ION and IOFF current with cylinder diameter of Cylindrical GAA MOSFET

4 Conclusions

Comparison between DG and GAA FinFET device structure has been done for the
20 nm gate length. The results confirmed better SCEs because of more gate control
in GAA over DG FinFET counterpart. Off-current decrease in GAA FinFETs more
rapidly and also the results shows increased on-current with increase in diameter of
the fin. GAA FinFET provides strong volume inversion and that is why SS and DIBL
show acceptable values. Simulations were also done for Cylindrical GAA FinFET
and better outcome were shown as the corner effects were greatly reduced in these
structures.
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Cross-Coupled Bulk-Degenerated OTA
Using Source Follower Auxiliary Pair
to Improve Linearity

Tanmay Dubey , Ravi Shankar and Vijaya Bhadauria

Abstract In this paper, linearity is improvedbyusing a source follower auxiliary pair
in a source-degenerated cross-coupled bulk-degenerated OTA. This technique uses
auxiliary source follower differential amplifier to drive the bulk terminals of the main
differential pair. The proposed OTA as well as the conventional source-degenerated
OTAare simulated inCadenceVirtuosoTool usingUMC0.18µmCMOS technology
having a power supply voltage of 1.8V.The proposedOTAshows22dB improvement
in HD3 and THD as compared to conventional source-degenerated OTA at the cost
of lower transconductance and increased power consumption.

Keywords Bulk degeneration · Cross-coupled OTA · Linearity · THD

1 Introduction

In the field of analog circuits and systems, operational transconductance amplifier
(OTA) plays the role of a fundamental building block and is famous in the field of
analog electronics for various applications like multipliers, continuous-time-filters,
mixers, etc. [1–5]. OTA has a small range of input voltage that can produce linearized
output current. Most of the present day applications require very high linear circuits
having low power consumption capabilities. Various efforts have been reported using
attenuation [6–8], nonlinear terms cancellation [9–12] and source degeneration tech-
nique [13–19] to improve linear performance of OTA. A new technique named bulk
degeneration along with source degeneration has been reported in [20–22] which
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further improves linearity performance of OTA. The bulk degeneration technique
working principle is based on the utilization of bulk terminals as an additional con-
trol terminal and bulk terminals are connected to the inverted replica of the main
differential pair or pseudo differential pair. In bulk degeneration technique, conven-
tional methods to connect the bulk (connecting the bulk to the source or VDD in
PMOS) is not used instead bulk is connected to a varying differential voltage.

In this paper, a single ended cross-coupled source and bulk-degenerated OTA
using auxiliary source follower is presented. Bulk degeneration technique works
better with source degeneration technique in comparison of either of them working
alone. Hence, in this work, a source-degenerated differential pair is used along with
bulk degeneration to improve the linearity.Main differential pair bulk degeneration is
obtained by a source follower auxiliary differential pair. The source of the auxiliary
differential pair is connected with the bulk of the main differential pair in cross-
coupled configuration to provide negative feedback hence increasing the linearity.
Rest of the paper is organized as follows. Section 2 deals with the design and analysis
of conventional source-degenerated OTA and proposed Cross-Coupled Source Fol-
lower Bulk-degenerated (CCSFBD) OTA. Simulation results are discussed in Sect. 3
and finally conclusions are drawn in Sect. 4.

2 The Proposed Cross-Coupled Source Follower
Bulk-Degenerated (CCSFBD) OTA

A source-degenerated OTA circuit is shown in Fig. 1. Source degeneration technique
is one of the popular techniques widely adopted because of its simplicity. In this
technique, a degeneration resistor is connected to the source of differential pair
input. The source degeneration resistor is the key factor in this technique because it
provides negative feedback and the linearity performance highly depends on it.

The circuit diagram of the proposed OTA is shown in Fig. 2. The proposed OTA
is based on the technique of source and bulk degeneration. A degeneration resistor
RDEG is connected with the source of main PMOS differential pairM1–M2. The bulk
terminals of main differential pairM1–M2 are connected with the source of auxiliary
PMOS differential pair M4 and M3 respectively. The bulks of auxiliary differential
pair M3–M4 are connected to their own source and have no body effect.

Input signal is applied in such a way that Vin+= −(Vin−). If Vin+ increases, it
leads to increase in magnitude of drain current ID,M2 and at the same time Vin−
decreases and it leads to decrease in source voltage VS,M3. Since VS,M3 is connected
to the bulk of M2, bulk-source voltage of M2 (VBS,M2) decreases and this results in
increase in threshold voltage (VT ) of M2 by a small fraction. Increase in VT leads
to decrease in drain current of M2 and the change in drain current in saturation
region of main differential pair is linearized by bulk degeneration. Similarly, same
working principle can be applied ifVin+ decreases andVin− increases. The advantage
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Fig. 1 Source-degenerated OTA
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Fig. 2 The proposed CCSFBD OTA
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of using source follower circuit helps in improving the output current in terms of
varying differential input voltage. The operating principle of this methodology deals
with complex mathematical equations. Drain current of transistors M1 and M2 in
saturation is given by

ID,M 1 = K
(
Vin− − VS,M 1 − VT ,M 1

)2
(1)

ID,M 2 = K
(
Vin+ − VS,M 2 − VT ,M 2

)2
(2)

The output current Iout is expressed as

Iout = ID,M 1 − ID,M 2 (3)

Using (1) and (2), (3) can be reformed as

Iout = K
[
(Vin − IoutRDEG) − (

VT ,M 1 − VT ,M 2
)]∗

√
4IB
k

− [
(Vin − IoutRDEG) − (

VT ,M 1 − VT ,M 2
)]2

(4)

where RDEG is the degeneration resistance, IB is the bias current, VT,M1 and VT,M2 are
the threshold voltage of transistors M1 and M2, respectively. Considering the body
effect, VT,M1 and VT,M2 are expressed as

VT ,M 1 = VT0 − γ
(√|2φF | + VBS,M 1 − √|2φF |

)
(5)

VT ,M 2 = VT0 − γ
(√|2φF | + VBS,M 2 − √|2φF |

)
(6)

Combining (4)–(6), the output current Iout is expressed as

Iout = K

[
(
Vin − IoutRDEG

) − γ

{√∣
∣(2φF − VBS,M 2

)∣∣ −
√∣

∣(2φF − VBS,M 1
)∣∣

}]
∗

√
4IB
k

−
[
(
Vin − IoutRDEG

) − γ

{√∣
∣(2φF − VBS,M 2

)∣∣ −
√∣

∣(2φF − VBS,M 1
)∣∣

}]2
(7)

From (7), it can be observed that the square term is reduced by a positive factor.
Hence, the nonlinearity caused by the square term of Vin is also reduce by a positive
factor resulting the overall expression of Iout more linear.
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3 Simulation Result and Discussion

The proposed CCSFBD OTA and conventional source-degenerated OTA simulation
is performed in Cadence Virtuoso using 180 nm CMOS process technology. The
circuit has been powered with low power supply of 1.8 V. Bias current is taken
150 µA for both circuits. To keep the transistors at proper bias, common mode
voltage, VCM is taken 0.3 V. Source-degenerated resistor, RDEG is taken 50 K� and
is connected between the source terminals of main differential pair. Conventional
source-degenerated OTA, shown in Fig. 1, is used for simulation purpose and the
results of proposed OTA are compared with conventional source-degenerated OTA.
Simulation is performed to calculate HD3, THD, linear output current range and
transconductance. Simulation results of HD3, THD and linear range are shown in
Figs. 3, 4 and 5 respectively.

HD3 result of proposed CCSFBD OTA is better than conventional source-
degenerated OTA by −22 dB up to a peak to peak input range of 1.0 V. HD3

of proposed OTA remains below −65 dB up to 1.0 Vpp input voltage. Maximum
improvement in HD3 of proposed circuit over conventional circuit is obtained at
0.7 Vpp input voltage. THD result of proposed CCSFBD OTA is also better than
conventional bulk-degenerated OTA. CCSFBD OTA has THD below −62 dB up
to input voltage 1.0 Vpp and improved THD is obtained throughout the simulation
performed. The proposed circuit performs well at higher input voltage of 1 Vpp.

The transconductance variation of conventional source-degeneratedOTA and pro-
posed CCSFBD OTA with respect to the input voltage is compared in Fig. 6. The
proposed CCSFBD OTA performs very good in terms of linearity. The transconduc-

Fig. 3 HD3 result of OTAs for input frequency 10 MHz
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Fig. 4 THD result of OTAs for input frequency 10 MHz

Fig. 5 Output current linear range of OTAs

tance of CCSFBD OTA remains constant for 1 Vpp variation of input signal while
conventional source-degenerated OTA shows reasonable transconductance variation
in this range of input voltage. However, this linearity improvement is achieved at the
cost of slight increase in power; low Gm/Itotal and lower transconductance value of
53 µA/V. Performance summary of both the OTAs are shown in Table 1.
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Fig. 6 Transconductance variation of OTAs

Table 1 Performance
summary of OTAs

Parameter Source degenerated
OTA

CCSFBD OTA

Gm (µm/V) 67.44 53.47

HD3 for 1 Vpp @
10 MHz (dB)

−44 −66

THD for 1 Vpp @
10 MHz (dB)

−42 −64

Gm/Itotal 0.15 V−1 0.09 V−1

PDiss (mW) 0.815 1.089

4 Conclusion

In this paper, a cross-coupled bulk-degeneratedOTA is presented. The proposedOTA
offers improved linearity over conventional source-degenerated OTA at the cost of
reduced transconductance and slight increase in power dissipation. The THD and
HD3 performance is improved by −22 dB for 1 Vpp input range. THD performance
is throughout better for applied input range.
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SpecialManpowerDevelopment ProgrammeChip to SystemDesign (SMDP-C2SD) project funded
by Ministry of Electronics and Information Technology (MeitY), Government of India.
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Highly Linear Source-Degenerated OTA
with Floating Gate Auxiliary Differential
Pair

Tanmay Dubey , Anurag Kumar and Vijaya Bhadauria

Abstract This paper presents a linear operational transconductance amplifier (OTA)
using two signal attenuation techniques (floating gateMOSFET alongwith nonlinear
attenuator) and source degeneration technique to achieve the large input differential
voltage range for which linear voltage-to-current conversion is obtained. The pro-
posed linear OTA is simulated onCadenceVirtuoso environment withUMC0.18µm
CMOS process technology having power supply of 1.8 V. The proposed OTA gives
transconductance (Gm) of 70 µA/V when biased with 100 µA current and the third-
order harmonic distortion (HD3) is found to be −79 dB for a 400 mVpp input signal
at 10 MHz.

Keywords Floating gate · Linearity · Nonlinear attenuator · OTA ·
Source-degeneration

1 Introduction

OTA is one of the important building blocks for many analog circuits like continuous
time filter and tunable signal generators [1, 2]. These devices require the OTA to be
more capable to convert input voltage to current linearly over significant input range.
However due to the nonlinearity possess by its basic component MOSFET, OTA also
shows some kind of nonlinear behavior while converting the voltage into the current.
The differential nature of the OTA eliminates even harmonics but odd harmonics still
presents in the form of the nonlinearity affecting the overall circuit performance. So
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for enhancing the linearity of OTA, several technique have been proposed like input
signal attenuation technique (through active attenuator [3, 4], bulk driven [5–7] and
floating gate [8, 9]), nonlinear term cancellation [10, 11], mobility compensation
techniques [12], square root circuit technique [13] and source degeneration [14, 15].

In modern technology, device size is reducing very fast so for satisfactory oper-
ation, it requires good linearity at very low power. Sometimes, single technique is
not able to provide required linearity and in that case two or more techniques are
combined to achieve highly linear operation. Source degeneration technique is one
of the famous techniques used for OTA linearity improvement by using a passive
resistor or MOS transistor operating in triode region. Due to its simplicity, it is used
in combination with other linearity techniques by many researchers to obtain desired
linearity.

In this paper, source degeneration technique is used with two signal attenuation
techniques: (1) nonlinear attenuator and (2) floating gate MOSFETs, to design a
highly linear OTA. Section 2 of this paper describes the basic OTA structures and the
proposed OTA is presented in Sect. 3. The simulation results are presented in Sect. 4
and the paper concludes in Sect. 5.

2 Basic OTA Structures

The input stage of a basic OTA is a differential pair and the input differential voltage
is applied at the gate of the MOSFETs of differential pair and the output current
is the difference of the drain currents of differential pair. By considering saturation
region operation, the single ended differential output current of basic differential pair
is given by [16]

Iout = Gm ∗ Vindi f f

√
1 − βV 2

indi f f

8Ib
(1)

where Vindiff is the input differential voltage, Ib is the bias current, β is the transcon-
ductance parameter and Gm is the overall transconductance of the OTA which is
expressed as

Gm = √
2β Ib (2)

By expanding (1) in a Taylor series, the third harmonic distortion (HD3) for the OTA
is given by [3],
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HD3 = βV 2
indi f f

64Ib
(3)

From (3), it is evident that output current of an OTA contains a third harmonic term.
Hence, the main objective for any linearization technique is to reduce the effect of
third order harmonic distortion by reducing its harmonics component.

Source degeneration technique is one of the popular linearization techniques. In
this technique, the harmonic distortion is reduced by the means of a resistor (Rs) or
MOS transistor operating in linear region as shown in Fig. 1 where transconductance
is reduced by a factor of (1+ Gm * Rs) and HD3 is reduced by a factor of (1+ Gm *
Rs)2. So for the source-degenerated OTA, the overall transconductance (Gmdeg) and
third order harmonics distortion (HD3deg) is given as

Gm deg =
√
2β Ib

(1 + Ndeg)
; HD3 deg = βV 2

indi f f

64(1 + Ndeg)2 Ib
(4)

where

Ndeg = Gm ∗ Rs (5)

But by using this technique, only a moderate input linear range is achieved with
poor commonmode rejection ratio. So to improve the input linear range, combination
of two different techniques is used as reported in [3]. In this technique, an attenuator
is used followed by a source-degenerated OTA as shown in Fig. 2.

VDD

M2 M1

M5 M3 M4 M6

M8
M7

M9 M10

2RS

V DC V DC

V in- V in+

Iout

Fig. 1 Source degenerated OTA
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Fig. 2 Attenuated source degenerated OTA

In this OTA, the signal is first attenuated by an auxiliary differential pair and the
output of this auxiliary differential pair is given as an input to source-degenerated
differential pair. The overall transconductance (Gmadeg) and third order harmonic
distortion (HD3madeg) of this OTA can be derived as reported in [3]

Gmadeg =
√
2β Ib

(1 + Ndeg)
√
ma

; HD3madeg = βV 2
indi f f

64(1 + Ndeg)2ma Ib
(5)

where ma is the attenuation factor and can be expressed as

ma = βpMOS

βnMOS
=

(
μpMOS

μnMOS

){
(W/L)pMOS3,4

(W/L)nMOS1,2

}
(6)

So from the above expression, HD3 is reduced by factor (1+ Ndeg)2ma and Gm is
reduced by a factor (1+Ndeg)ma

1/2. The increase in the value ofma or Rs will reduce
the value of harmonic distortion and simultaneously increase the linear range.

Source degeneration can also be used with floating gate technique as shown in
Fig. 3 where input transistors are floating gate transistors. The input differential
voltage is applied to one of the gates of these floating gate transistors and second
gate is connected to a proper biasing voltage to reduce the threshold voltage of the
floating gate transistor as reported in [17].
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Fig. 3 Source degenerated floating gate OTA

VTef f e = VT − KbVbias

K1
(7)

where K1= C1/CT and Kb= Cb/CT are the ratio of the capacitance connected to
the input voltage and bias voltage to the total capacitance seen at the floating gate,
respectively. The effective transconductance of floating gate transistor is

gm,FG = K1gm (8)

The total transconductance (GmFGdeg) and third harmonic distortion (HD3FGdeg) of
the OTA shown in Fig. 3 can be expressed as

GmFG deg =
√
2β Ib

(1 + Ndeg)
∗ K1; HD3FGdeg = βV 2

indi f f

64(1 + Ndeg)2 Ib
K 2

1 (9)

From (9), it can be observe that the overall transconductance and the third harmonic
distortion for the OTA can be reduced by reducing K1.
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3 Proposed OTA

In the proposed OTA, floating gate technique is used with nonlinear attenuator and
source degeneration to increase the overall linearity of the OTA. The circuit of the
proposed OTA is shown in Fig. 4. In this OTA, the signal is attenuated with the help
of auxiliary differential pair whose input transistors are floating gate transistors. The
output of this floating gate auxiliary pair is applied to the main differential pair with
source degeneration.

Now by using (4), (5) and (9), the overall transconductance and third order har-
monic distortion of proposed OTA can expressed as

Gmprop =
√
2β Ib

(1 + Ndeg)
√
ma

K1; HD3prop = βV 2
indi f f

64(1 + Ndeg)2ma Ib
K 2

1 (10)

From the above expressions for the proposed circuit, it is clear that the overall
transconductance is reduced by a factor of ((1+ Ndeg)ma

1/2 CT )/C1 and the third
order harmonic component is reduced by a factor ((1+ Ndeg)2ma)(CT /C1)2. There-
fore, it can be stated that the third harmonic distortion is reduced by combining
floating gate with nonlinear attenuator and the source degeneration, resulting the
increase in the overall linearity of proposed OTA.
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M15

M12 M13
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M3 M4

M5 M6

M11 M14

Vbais Vbais

Fig. 4 Proposed OTA
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4 Simulation Results

All the described OTAs and the proposed OTA are designed in Cadence Virtuoso
environment with UMC 0.18 µm CMOS process technology. The power supply is
set to be 1.8 V for all the OTAs. The dimensions of all the transistors of proposed
OTA are listed in Table 1. The transconductance variations with input differential
voltage for all the OTAs are shown in Fig. 5.

All the simulation results have been simulated based on single ended output which
adds significant amount of distortionwith simple currentmirror. Theplots inFig. 5 are
obtained for different values of parameters on which the respective transconductance
is dependent. The constant Gm input swing for proposed OTA is maximum for ma =
3, Rs = 6 k� and Vbias = 1.5 V. The total harmonic distortion plot for 10 MHz input
differential signal is shown in Fig. 6. For 0.4 Vpp input signal, proposed OTA shows
−79 dB HD3. The same analysis is done for all the OTAs and results are compared
in Fig. 7. From the results, it is clear that the proposed OTA has minimum HD3 than
the other OTA configurations up to 0.6 Vpp input voltage. The time domain response
of the proposed OTA is shown in Fig. 8. The power consumed by the proposed OTA
is 579 µW. The comparison of all the OTAs is listed in Table 2 and the performance
comparison of proposed OTA with the existing OTAs available in the literature is
tabulated in Table 3.

Table 1 Transistor sizes of proposed OTA

Transistor W (µm) L (µm)

M1, M2, M5, M6 5.22 1

M3, M4 19 1

M7, M8, M9, M10 22 1

M11, M14 1.03 0.36

M12, M13 2.2 0.36

M15, M16 10 1
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Fig. 5 a Transconductance versus signal input of source degenerated OTA. b Transconductance
versus signal input of attenuated source degenerated OTA. c Transconductance versus signal input
of source degenerated floating gate OTA. d Transconductance versus signal input of proposed OTA
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Fig. 5 (continued)

Fig. 6 HD3 versus signal input of the proposed OTA for different values of ma, Rs, and Vbais

5 Conclusions

This paper proposed a linear OTA comprises of combination of nonlinear attenuator
with floating gate and source degeneration to obtain reduced third harmonic distortion
hence increasing the overall linearity. The proposed circuit is designed with 0.18µm
CMOS technology and compared with different OTAs structure. Simulation results
show that for input signal of 0.4 Vpp input voltage at 10 MHz, the HD3 is below
−79 dB which is better than other OTA configurations. The power consumed by
proposed OTA is 579 µWwhich is partially higher than the other structures and can
be considered as tradeoff for the linearity.
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Fig. 7 Comparison of HD3 versus signal input of the proposed OTA (ma = 3, Rs = 6 k� and Vbias
= 1.5 V) with other basic OTAs

Fig. 8 Time domain response of the proposed OTA

Table 2 Performance summary of OTAs

Parameter Simple OTA SD OTA Attenuated SD
OTA

SD floating
gate OTA

Proposed OTA

Gm (µA/V) 390 170 140 100 70

HD3 for 0.4
Vpp@10 MHz
(dB)

−41 −54 −62 −74 −79

Power (µW) 314 380 505 404 579
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Table 3 Performance comparison of proposed OTA

Parameter [3] [8] [12] [15] Proposed
OTA

Technology
(µm)

0.18 0.18 0.18 0.18 0.18

Power supply
(V)

1 ±0.6 1 1.8 1.8

Gm (µA/V) 90 75.5 110 6–32 70

HD3(dB)@
Vpp @freq
(MHz)

−70@0.6@5 −42@1@5 −61@0.5@5 −58@0.9@10 −79@0.4@10

Power (µW) 450 560 450 600 579
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Application of Petri Net Model
in High-Level Scheduling Algorithm

Atul Kumar Srivastava, Siddharth Tiwari and Shubhanker Banerjee

Abstract Various perspectives of hardware design inVLSI can be easily understood
with the help of Gajski Y-Chart. In High-Level Synthesis, Control and Data Flow
Graphs are used to demonstrate the behavior of hardware on the basis of HDL and
its implementation, it is observed that there are very few tools on which such design
can be made and even then it is not possible to visualize the dynamic behavior of
the system in its pre-processing stage. Unlike Control and Data Flow Graphs, in this
research a foundation to link and merging of High-level Synthesis Data Flow Graph
to Petri-Nets has been made. Various affirmative conclusions have been reached.
Here an effort is made to map Control and Data Flow Graph to Petri-Nets.

Keywords High-level synthesis (HLS) · Control and data flow graphs (CDFG) ·
Petri-nets

1 Introduction

One of the initial steps in HLS is to collect the information about transformation
from behavioral of any hardware into their internal representation. Hence most of
the HLS uses CDFG as the representations. A composition of both control flow and
data flow of design entry. The next step is to choose the functional units and memory
units from the design library as per the scheduled and optimized graphs known as
Allocation. The final process is to bind the assigned operation to their functional
units, data transfer to their buses and wires, and variables to storage elements, etc.

Control and data flow graphs are directed graphs which have inputs and outputs
representing and mapping with RTL to form hardware. There are certain limitations
on CDFGs that can be taken care during the transformation of these Graphs to Petri-
nets models. Petri-nets are mathematical modeling tool. Understanding the concepts
of Scheduling and developing a scheduler with the help of Petri-Nets is the goal of
this paper.

A. K. Srivastava (B) · S. Tiwari · S. Banerjee
Jaypee Institute of Technology, Noida, India
e-mail: atul.srivastava@jiit.ac.in

© Springer Nature Singapore Pte Ltd. 2020
D. Dutta et al. (eds.), Advances in VLSI, Communication, and Signal Processing,
Lecture Notes in Electrical Engineering 587,
https://doi.org/10.1007/978-981-32-9775-3_65

705

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9775-3_65&domain=pdf
mailto:atul.srivastava@jiit.ac.in
https://doi.org/10.1007/978-981-32-9775-3_65


706 A. K. Srivastava et al.

2 Literature Survey

Three scholars M. C.McFarland, R. Camposno and A. C. Parker did a major study in
the field of high-level synthesis digital systems in 1990 [1]. The article submitted by
them is a worthy study of the introduction to the topic of the same with all important
aspects. There are also some recent articles by Gajski and Ramachandran [2], Lin
[3] that gives a brief idea on recent research on High-level Synthesis.

A fine intro on the topics of Data Flow and Control Flow graphs and its history
is given in the articles of A. L. Davis and R. M. Keller in 1982 IEEE Computer [4].
Their studies also provide us an idea of parallel computing. Similar works are done
by Lee [5–7]. Cases of combining the two graphs of data-control flow graphs [8] or
control-data flow graphs [9] are also given. The definitions of high-level synthesis
“scheduling”, “allocation” and “binding” are given byM.Potkonjak and J.M.Rabaey
in their international journals of circuit theory and application 1992 [8].

The major study on the algorithms like As Soon As Possible (ASAP), As Late as
Possible (ALAP), ForceDirected Scheduling (FDS), and List-based Scheduling (LS)
in VLSI High-level synthesis [10]. It illustrates the prime examples of task resource
and constraints’ DFGs with the help of different example that are efficiently used in
this research [11].

Detailed studyonpetri-nets and its application is donewith the help of a bookname
“modeling with generalized stochastic Petri nets” written by M. Ajmone Marsan,
GianfrancoBalbo,Gianni Conte, SusannaDonatelli andGiuliana Franceschinis [11].
This is one complete book on the fundamentals of various aspects and application
of petri-nets. By following of this book we will be able to get a detailed idea on the
vastness of Stochastic Petri nets and Generalized Stochastic Petri nets (GSPN) [12].

A paper published by Aalst W. M. P. from Eindhoven University of Technology,
Department ofMathematics andComputer Science naming “Petri net Based schedul-
ing” is the only paper which scaled our understanding of mapping of Scheduling
problems to Petri-nets and helped in a great way for developing an idea to do the
same [12].

For designing andmodeling of our nets and testing its authenticity we used special
tools like CPN Tool and HiPS that were peptized with the help of their websites [13,
14]. HiPS tool is invented by Department of Computer Science and Engineering,
Shinshu University. Similarly CPN tool [15] was developed by CPN group, Aarhus
University in ten years of hard efforts. Both of tools and their specifications, uses,
pros and cones and implementations are mentioned in the subsequent chapters of
this thesis.
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3 High-Level Synthesis

High-level Synthesis basically transforms Specifications along with the algorithms
to RTL. These specifications are represented by Control and Data Flow Graphs. So
CDFGs in High-Level Synthesis is one of the widely accepted tools for this. In a pre-
processing step we take a CDFG and go for the optimization followed by scheduling
allocation and binding. High-level Synthesis takes your preprocessed design and
drives to block level design or RTL design.

A behavioral description (i.e. Functional Specifications) is used as starting point
of Synthesis. It specifies behavior in terms of its operations, and control constructs
in HDL [16]. The basic sequenced steps of the High-level synthesis are summed up
in Fig. 1.

The HLS is compilation of Hardware Description Language and transformation
into the internal representation with control and data flow graphs techniques since it
contains CDFG. These processes also involve a set of compilation ways examples
optimization, dead code removal, redundant expression skipper or eliminator, etc.

Fig. 1 HLS design flow
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4 Control and Data Flow Graphs

Mathematically a graph is an ordered pair G = (V, E) where V is the set of nodes
or vertices or points and E is the set of edges or lines or arcs The CDFGs used
in high-level synthesis are having various components namely input/output nodes,
conditional nodeswhere condition are checked and computational nodeswhere some
operations are performed. These nodes are joined by one more component called
directed arcs or directed edges.

5 Scheduling

The prime step of the high-level synthesis which generally plays a key role in trans-
forming a Control and Data FlowGraphs to Register Transfer representation is Oper-
ational Scheduling or simply Scheduling. It involves in assigning the operations of
Control and Data Flow Graphs into control steps that generally corresponds to the
duration of system clock. These system clocks are basically the part of synchronous
digital systems.

5.1 Scheduling Problem

Let us consider OP (o1, o2, o3…) be the set of the entire operator to be scheduled that
are obtained from the HDL code after synthesis. If we consider again that there is an
operator OPj εOPwhich be influenced by the result of alternative operationOPi εOP,
then OPi requisite terminate its execution beforehand operation OPj can initiate.
Such instances we say that there is dependency of data between the two operations.
This is the vibrant constraints before scheduling a set of operation from Hardware
Description Language code i.e. to check the data dependency and make sure that
the solution should not violate this. Data dependency is nothing but prioritizing the
hardware to work one before another. We can also consider this as a way to sequence
the operations.

For high-level synthesis platform, there happens a module library containing cir-
cuits of diverse functionalities such as adder, multiplier, register, etc. Furthermore
these libraries also have information about various parameters of module that is to
say occurrence, region, power and others. Let “U” be set of various modules which
are obtainable. A prearranged operator “o”, its function Uy: OP → U; Uy (o) = t.
Infer operator “o” can function on unit of type t. Scheduling problem can be classified
into four types of problems based on the some issues of constraints based on above
basic formulation.

– Un-Constrained Scheduling problem (UCS): a partial order set OP is determined
by precedence constraints. Therefore set of operations OP, and set U of different
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types of functional modules, are unconstrained. The only constraint in such type
of problem is the data dependency. As schedule is unconstrained, we need to see
each of the elements of OP which are scheduled, appropriate module from U are
taken and partial order is balanced i.e. data dependency.

– Time Constrained Scheduling problem (TCS): Likewise Unconstrained Schedul-
ing problem the only thing that is additional in this is a time constraint (also
known as deadline) D (i.e., maximum control steps) on the partial order on OP
determined by the precedence constraints based partial order OP. Here time is the
limiting factor of the problem.

– Resource Constrained Scheduling problem (RCS): Unlike the deadline constraints
D as in TCS, RCS has resource constraints max (1 ≤ k ≤ |U|) for each functional
module and a precedence constraints based partial order on O. Here we come
across the limits of limited no of Resources in HLS design.

– Time-Resource Constrained Scheduling problem (TECS): In this problem both the
deadline constraints D and the resource constraints max (11 ≤ k ≤ |U|) for every
functional module together with the general partial order on OP of precedence
constraints is present. Here both times as well as resource are the limiting factors
of a scheduling problem.

5.2 Scheduling Algorithms

Depending up on the types of scheduling problem scheduling algorithms involuntar-
ily assign control steps to operators with in design constraints criterion. For the past
few years numerous algorithms were projected in the previous research that solves
the above-mentioned types of scheduling problems. These algorithms are categorized
into heuristic and deterministic. In practice the deterministic algorithm such as inte-
ger linear programming provides optimal scheduling solution but eat high processing
time. If the execution time is not an issue then several algorithms based on greedy
strategies have been proposed that make a series of local decisions, selecting at every
point the single best operational-control steps pairing without back tracking or look
ahead. Thismethodmay not reach the global optima solution but they can provide the
solution quickly. Generally those solutions are very close to global optimal solution
therefore we use these approaches widely and are in practice. Such algorithms are
called heuristic algorithms. Examples of such kind of heuristic algorithms are—As
Soon As Possible, As Late As Possible, Force Directed Scheduling, List Scheduling.

The best way to differentiate these algorithms is to provide a scheduling problem
and see the approach through which they optimize the graphs. Let us consider a HDL
code given to be as
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Begin

x = [(a + b)/(c − d)] ∗ a − [(e + f )/b);
y = (g ∗ b) + f ;

End

ASAP is one of the simplest scheduling approaches. Here the maximum numbers
of control steps that are allowed are first determined. This algorithm schedules each
operator at a time into the earliest possible steps keeping the partial order i.e. data
dependency into consideration. Hence, for making this algorithm work for the given
HDL codes it requires two multipliers, two divisors, three adders, and two sub-
tractors.

6 Petri-Nets

The current prompt progresses in various technological fields have resulted to extraor-
dinary increases in system intricacy in several uses. A representative illustration of
this progression is provided by the field of computer engineering, where the advances
in the fields of VLSI and software scheme have led to multifaceted scattered comput-
ing systems whose competences majorly surpass those of outdated computers. The
operative utilization of the possibilities offered by technological novelties neces-
sitates satisfactory tools to pronounce, to model, and to analyze the various design
substitutes. In precise, since system (performance is regularly the crucial goal behind
augmented system complexity, tools that permit the comparative virtues and the
intrinsic class of the possible explanations to be quantified are seriously needed.
Many different standards for the portrayal of complex systems have recently been
established, but only a few of these allow the incorporation of routine analysis con-
cepts within the description itself. Petri nets are one of the few archetypes allowing
this incorporation. Petri Nets (PNs) are a graphical tool for the correct portrayal of
systems whose dynamics are categorized by concurrency, synchronization, mutual
exclusion, and conflict,which are distinctive topographies of distributed settings. PNs
incorporate a concept of (distributed) state and a rule for state change that permit
them to capture both the static and the dynamic properties of any present system [17].
PNs can be fruitfully functional in quite a varied variety of fields, from distributed
computing in its architectural, algorithmic, hardware, and software components to
malleable manufacturing, communiqué protocols, control systems, transportation,
banking, and association of work.

In this paper we are mainly concerned in the use of PNs for concert estimation
of distributed systems by means of simulation methods. Also we will be explaining
mapping techniques to map the CDFGs to Petri-nets. As mentioned, Petri-Nets can
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play a significant role in the life cycle of a distributed system, starting from the early
phases of the design, inside the system development and to the conservation during
its operational stage.

Historically speaking PNs were originally introduced by Carl Adam Petri within
his doctoral thesis to define concurrent systems in terms of cause and effect relations
deprived of explicit time respects. The overview of progressive concepts into PN
models was suggested some years in future by C. Ramchandani, P. M. Merlin and
D. J. Farber, and J. Sifakis, with diverse tactics. A variety of different proposals
followed, typically based on the custom of deterministic timing. The first definitions
of PNs with stochastic timing are by reasons of F. Symons, G. Florin, S. Natkin and
M. Molloy. These proposals unlocked the possibility of connecting PNs to the field
of performance evaluation, conventionally based on a stochastic modeling method.
Such models, and their offspring, are nowadays cooperatively named Stochastic PNs
(SPNs). An allowance of the approach proposed by Molloy was provided, where
stochastic timing is motley with deterministic null delays, so that both the temporal
as well as the logic progression of a system can be described within one model. This
then resulting in modeling pattern, named Generalized SPNs (GSPNs).

6.1 Components of Petri-Nets

A PN includes places, transitions, and arcs what can be expressing as its essential
components. Places are in the habit of describing possible system states (named
conditions or situations). Arcs lay down the similarity between restricted states as
well as actions in two types: they are indicative of the local state inwhich the event can
happen, and the local state renovations affected by the event. Transitions designate
events which adjust system states.

Places can be represented by circles or ovals, Transition is represented by bars or
rectangle and arcs is of two types directed and inhibitor arcs and they are represented
by directed lines or lines having end with dots respectively. Figure 2 shows all the
three components.

A straightforward sample of a PN model is given in Fig. 3a, b, where we have
places p on and p off and transitions tswitch_on and tswitch_off are associated with
four arcs. Places describe conditions (that we may call the “on condition” and “off
condition”). Status shown in given diagram is shows that place p off contains one

Fig. 2 a Place, b transition, c directed arcs and d inhibitor arcs
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Fig. 3 a, b Simple switch PN model with different stages

token; and the “off condition” is true and place p on is empty, thus the “on condition”
is not true. In the given example PN model given in Fig. 3a, b, transition tswitch_on
is not disabled, it can fire, eliminating one token from p off, placing one token in p on,
so that the new state results in the “on condition” being true and the “off condition”
is not true. In the resultant state, transition tswitch_off is not disabled, it can fire,
restoring the state shown in Fig. 3a, b. This simple PN model canister clearly is
understood as the PN explanation of the conduct of a simple switch. Usually, the
firing of a transition defines the result of whichever a reasonable condition flattering
true in the system, or the finishing point of an activity. The second understanding
is the reason for connecting timing with transitions, as several authors did in their
proposals for the definition of temporal concepts in PNs.

6.2 Dynamic Behavior of PN

The dynamic behavior of PN is administrated according to firing rule. Transition
can fire, if all transition input places, comprise at least unity token. Such cases have
transition enabled. The firing of such a transition takes away one token at each of
its input places, and creates one token in each of its output places [18]. When arc
weights more than one are used, the number of tokens essential in each input place
for the transition being enabled and the number of tokens produced in each output
place by the transition firing are resolute by the weight of the arc connecting the
place and the transition. The firing of a transition is an infinitesimal operation. An
“enabling rule” and a “firing rule” are related with transitions. The enabling rule
states the conditions in which transitions are allowed to fire. The firing rules undergo
change in the marking which is induced by the transition firing. Informally, we can
say that the enabling rule defines the conditions that permit a transition t to fire,
and the firing rule specifies the change of state produced by the transition. Both the
enabling and the firing rule are quantified through arcs. In particular, the enabling
rule encompasses input as well as inhibitor arcs, whereas the firing rule hinge on
input and output arcs. Note that input arcs play a dual role, since they are tangled
both in enabling as well as in firing. A transition t is enabled if and only if
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– Each input place comprises a number of tokens more or equal than a certain
threshold, and

– Each inhibitor place contains a number of tokens strictly smaller than a given
threshold.

6.3 Petri-Net Model Definition

A way in which Petri net model can be defined is as following:

A PN model is an 8-tuple
M = {P,T, I,O,H,PAR,PRED,MP};
where P is the set of places. T is the set of transitions, T ∩ P = F. I, O, H: T
� Bag(P), are the input, output and inhibition functions, respectively, where Bag(P)
is the multiset on P.
PAR is a set of parameters.
PRED is a set of predicates restricting parameter ranges.
MP: P � IN U PAR is the function that associates with each place either a natural
number or a parameter extending on the set of natural numbers. Functions I, O, and
H describe the input, output, and inhibitor arcs of transitions, correspondingly.
Assumed a transition t ε T, we denote with
•t = {p ε P: I (t, p) > 0} and with
t• = {p ε P: O (t, p) > 0} the input and output sets of transition t and with
◦t = {p ε P: H (t, p) > 0} the inhibition set of transition t. Since Bag (P) can be seen
as a function from P to IN, then both the following are syntactically correct:

– I(t), in lieu of the multiset of input places of transition t
– I(t, p) denoting the multiplicity of element p in the multiset I(t) For conve-
nience, I, O, and H can also be represented by |T| × |P| matrices of natural
numbers.

Formally, a marking is M: P � IN, and we refer to M(p), for p ε P, as the number
of tokens in place p in marking M. For suitability, the marking can also be viewed
whichever as a |P|-component vector, or as an element of Bag(P).

6.4 Analysis Techniques of Petri-Nets

State space analysis techniques are fundamentally nonparametric in comparison to
the initial marking, since they necessitate its comprehensive instantiation. The reach-
ability analysis is based on the construction of the Reachability Graph (RG) of the
PN, and it is practicable only when the Reachability Set (RS) and the RG are pre-
determined. Even if the RS and RG are finite, their magnitude can vary usually with
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the PN structure and the number of tokens in initial marking M0. Innumerous cases,
the progress in the number of markings can be combinatorial equally in the number
of places and in the number of tokens in M0. Reachability investigation methods
are very powerful, since they permit the proof of most properties of attention by
inspection, as the RS and RG contain all conceivable evolutions of the PN system.
However, it often happens that the space and time intricacy of the RG construction
algorithm surpasses any acceptable boundary. Once the RG has been built, properties
may be tested using classical graph analysis algorithms. Let us consider disjointedly
each property discoursed in this section.

• Reachability: To test whether a marking M0 is reachable from a marking M in
a specified PN system, it is necessary to check if RG contains a directed path
joining M to M′. The concatenation of the tags of the arcs making the path gives
the transition order.

• Reversibility: To check whether a given marking M is a home state, it is sufficient
to build the set of all the markings that can be reached by following backwards in
the RG any path entering M, and to verify that this set is RS (M). A PN system is
reversible if and only if its initial marking is a home state. This is true if and only
if the RG has a unique strongly connected component that contains M0.

• Absence of deadlock: The occurrence of a deadlock can be checked on the RG by
observing for a dead marking, i.e. a node with no output arcs. Then on appearance
of such a node is sufficient assurance of the absence of deadlock.

• Liveness: Transition t of a PN system is live if and only if from every single
marking M ε RS it is likely to reach a new marking M′ such that t ε E(M′). t is live
if and only if

The RG contains no dead marking
– t labels some arc of every strongly connected component of RG.

• Boundedness: A given place p ε P of a PN system is n-bounded if and only if n =
maxM(p) M ε RS

Of course this can be computed only for finite reachability sets. These are some
of the basic properties of Petri-Nets in very brief. If anyone wishes to dig deep into
their properties kindly refer to the reference links.

7 Simulation Result

Simulation of Task Resource and Precedence example of adder is shown in Fig. 4a–c.
Conditional data flow Simulation is shown in Fig. 4b. Iterative construct Simula-

tion result as shown in Fig. 4c.
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(a) (b)

(c)

Fig. 4 a Simulation of task resource and precedence example of adder. b Different stage of simu-
lation of condition net. c Different stages of simulation iterative construct

8 Conclusion and Future Scope

Here are some of the major conclusions we come across when we did the mapping,
modeling and analyzing the High-level Synthesis data flow graph using petri-net on
their two respective tools. By the use of modeling steps we are able to model the
CDFG to petri-nets. Petri-nets demonstrate the dynamic behavior of a pre-processing
stage of HLSwhich was not possible in CDFG.We need various numbers of assump-
tions when we go for CDFG rather than PN. Petri-net, with its property of bipartite
connectivity in its constituent components, illustrates more precisely the events and
changing of the state of a design from one to another in a proper sequential man-
ner. We were able to peptize tool which are able to model, simulate and analysis
of Petri-nets. There are certain Pros and Cons in HiPS versus CPN tool. CPN tool
concentrates over the state space analyses of a designed model only. Hips can have
various types of analyses including Structural and behavioral analysis. The major
Drawback of using HiPS Tool is that priority of the transition cannot be set. Since
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priority of transition can’t be set it cannot be used for complex and multiple transi-
tions and it will not have a precise design.With the help of examples like Conditional,
Iteration and task resource we are able to map and model basic High-level synthesis
codes which are used to formulate RTL for further use. The state space analysis
can be made with the help of CPN tool and various attributes of the analysis like
Liveness, Boundness, and Deadlocks can be analyzed efficiently. For the drawing of
CDFG and its analysis there are a few tools available and they are not so promising
to use. Unlike this Petri-net tools like CPN Tools can be used and learned very easily.
Petri-Net tools can illustrate the movement of token in the design very efficiently
but there are hardly any such tools for developing graphs of CDFG and executing
this with each step of stage. Since the dynamic behavior of a petri-net can be easily
visualized, it is recommended that one should drift and convert/map their design of
CDFG to Petri-Net. Since PN is a bipartite graph, we have seen that there will be
very less problem in putting scheduling algorithms on to the design. A whole new
world of possibility for the designers can develop if they can use Petri-net as their
tool for pre-processing of HLS.
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Design of Full Adder with Self-checking
Capability Using Quantum Dot Cellular
Automata

Shahneela Jamal Kidwai, Divya Tripathi and Subodh Wairya

Abstract Conventional CMOS Technology is losing its efficiency to fulfil the needs
of this technically super advanced era in which we need devices with lesser power,
lesser area and higher speed than ever. CMOS will reach its limitation due to con-
cepts of fundamental physics. If we further decrease the size of transistor, effects of
quantum physics will come in picture and limit further miniaturization of device size.
Now designers are shifting towards an emerging technology based on Polarization of
Electrons that is QuantumDot Cellular Automata. QCA gives efficient results in area
reduction and power reduction to ultra-low level. How Design of Parity-preserving
Reversible Gate is optimized than this Gate is used to make Full Adder is explained
in the paper. In transmission of digital data the process of error detection becomes
decisive. In this gate input parity is always equal to output parity so no extra testing
circuitry is needed. The Proposed PPRG requires 8.77% lesser cell count and 4.54%
lesser area and proposed Full Adder has 6.29% lesser cell count and 4.90% lesser
area when compared to existing design

Keywords Quantum dot cellular automata · Parity-preserving reversible gate ·
Full adder · QCA designer

1 Introduction

Conventional CMOS has dominated our fabrication industry for last few decades
and it has proved to be a better alternative than earlier technologies but very soon a
day will come when our conventional CMOS technology of device designing will
reach its limitation and we will have to migrate to a new technology. Quantum Dot
Cellular Automata shows all signs of becoming powerful and better alternative to
Conventional CMOS Technology. In the year 1993, C S Lent introduced Quantum
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Dot Cellular Automata and in the year 1997 QCAwas physically verified [1]. CMOS
Technology is hard to upgrade further because of limitations posed by short channel
effect and ever decreasing size of gate oxides at nano scale. Also there are many
more scaling restrictions in CMOS technology. Numerous researches are working
on designing nano scale devices using alternative techniques such as Quantum Dot
Cellular Automata (QCA). It is interesting because of its attractive characteristics
of high speed performance, low power consumption and small dimension [2]. Use
of Fault-Tolerant Full Adders is inevitable in digital transmission where accuracy
plays an important role. In this paper first a Parity-preserving Reversible Gate is
modified using an efficient XOR gate then using this Parity Gate design of Full Adder
is optimized. Existing Parity-preserving Reversible Gate and Full Adder has been
taken from [3]. XOR Gate has been taken from a paper which uses very less number
of cells [4]. The functionality of PPRG, Full Adder and XOR Gate has been verified
on QCA designer. Proposed Parity-preserving Reversible Gate and Full Adder are
designed and simulated on QCA Designer.

2 QCA Overview

Basic functioning of QCA is performed by QCA Cell [5]. QCA cell transfers the
data from input side to output side and also performs the computation. QCA cell is a
conjectural square-shaped space in which there are four places where electrons can
reside. Possible potential space for electron is represented by a dot inside the QCA
cell. The dots are coupled through quantum mechanical tunnelling barriers and elec-
trons tunnel through them depending on the state of the system. Two electrons reside
in each cell. In that hypothetical square space electrons occupy diagonal position
which is farthest possible distance between them due to inter columbic repulsion. In
QCA cell, polarization means relative position of electrons inside the cell. Two types
of polarizations are there in a QCA cell 90° and 45° shown in Fig. 1. Binary ‘1’ and
Binary ‘0’ are represented by cell polarization. QCA cell gets the power to process
the input from clock.

(a) Polarisation ‘1’ (b) Polarisation ‘0’ (c) Null State

Fig. 1 QCA cell at 90°
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Transmitting binary ‘0’ in QCA wire

Fig. 2 Information transfer in QCA wire

2.1 QCA Wire

By placing two cells adjacent to each other and forcing the first cell into a certain
state, the second cell will assume the same state in order to lower its energy. Many
QCA cells are arranged in a cascaded manner to make a QCA Wire. Attraction and
repulsion of electrons occur due to columbic force between the adjacent cells which
causes the polarization of a cell so that it can align according to its neighbouring
cells so the transmission of information along the array of cells occur. QCA wires
transmitting binary “1” using 90° cells in shown in Fig. 2 here the input cell is driven
by an external source and is strongly polarized in one direction. By stringing cells
together in this way, a “pseudo-wire” can be made to transport a signal, in contrast
to a real wire, however no current flows. The input cell drives other cells in the
NULL state which tend to align themselves to the input cell polarization to reach the
system’s ground state [1].

2.2 Majority Voter

Majority Voter can be considered as basic building block for most of the QCA. 3
input Majority voters consist of five QCA cells in which output comes according to
the input which is in Majority. The output F of a majority voter is defined as (1).
Truth table of majority voting scheme is shown is listed in literature [6, 7].

F = AB + BC + AC (1)

2.3 Majority Gate

Another primary gate in this tool is QCA majority gate. There are two types of
majority gates in general.

(1) Original Majority Gate (OMG)
(2) Rotated Majority Gate (RMG)



722 S. J. Kidwai et al.

Fig. 3 Basic inverter layout

Fig. 4 QCA majority gate

QCA majority gate is made of five QCA cells with a cross-shaped structure.
The polarity of the central cell, too recognized as device cell is enforced, via
the coulomb repulsion to be equal to the output cell in OMG and opposite to
the output cell in RMG. Thus, a combination of the QCA majority gate and
an inverter is sufficient to get a complete logic set for designing any circuit [8]
(Figs. 3 and 4).

2.4 QCA Clocking

The data stream in QCA circuits is overseen and controlled by the clock. Timing
gives the power pick up and maintains a strategic distance from the meta-stable
states [9, 10]. Regarding QCA cell the meta-stable state compares to polarization
of a cell that cannot be particularly recognized as rationale 1 or rationale 0. The
check in QCA innovation is not same as they are in conventional CMOS circuits,
QCA timing plan comprises of four stages: switch (unpolarized cells are driven by
some information and get energized relying upon their neighbour’s polarization),
hold (cells are held in same twofold state with the goal that it can be utilized as a
contribution to different cells), discharge (boundaries are brought down and cells
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Fig. 5 Four phases of QCA
clock

move toward becoming unpolarized) and Relax (cells remain unpolarized) [10, 11].
There is a stage distinction of quarter cycle in all these timing stages which can be
actualized by creating four timekeepers each with π/2 stage contrast from past one
appeared in Fig. 5.

2.5 QCA Designer

QCA Designer is a tool to simulate complicated QCA circuit layouts. ATIPS Labo-
ratory, University of Calgary, developed the QCA Designer for the first time. There
are 3 simulation engines present in the current version of QCA Designer. All three
simulation engines have their own specifications but each of them is able to perform
an exhaustive verification of the system or a set of user selected vectors [12, 13].

2.6 Reversible Gates and Reversibility

Logic gates which we use in conventional digital designs find themselves incapable
of restoring inputs from outputs. Power will be lost in a circuit if the information
is lost in processing from input to output. This fact was proven by Landauer and
Bennett in their research. If we are unable to reproduce input with the help of output
information will be lost in such case. Reversible gates are those which have same
number of inputs and outputs and do not loose information. Landauer proved that
computations which are not done by reversible circuits loses KT * ln2 Joules of heat
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energy on each bit loss of information. Functioning and design of many Reversible
gates such as Fredkin Gate [14], Toffoli Gate [15] and Peres Gate [16] is explained in
literature. A Reversible gate of N input and N outputs can be represented as Eqs. (2)
and (3). Where input vectors are represented by Iv and output vectors are represented
by Ov.

Iv = I1, I2, I3, I4, . . . , IN (2)

Ov = O1,O2,O3,O4, . . . ,ON (3)

3 Proposed Full Adder and Presentation

In this section design of a Parity-preserving Reversible Gate is modified using amore
efficient XOR [4] gate and by altering clocking and then this modified gate is used
to make a Full Adder. The proposed PPRG and Full Adder are more efficient than
previous design.

P = A ⊕ B

Q = AC + B′C ′

R = A′C + B′C ′

3.1 Parity-Preserving Reversible Gate

Existing PPRG [3] had more number of cells so the complexity was more. XOR,
Multiplexer and Inverters are utilized in implementing the Boolean expressions.
Input Parity is equal to output parity so that any error in transmission or computation
can easily be detected by observing the inputs and outputs. Number of inputs is
also equal to number of outputs which gives this gate feature of Reversibility. Two
dimensional wave clocking is used in designing the layout [17]. Conventional 1-D
clocking mechanism [18] could not provide efficient results in lesser area. So a new
type of clocking is proposed in literature [19] which reduces computational time and
simplifies the layout considerably. The given clocking scheme partitions the circuitry
along two dimensions and utilizes parallel execution and computation in clocking
zones within a different timing framework. Truth Table [3] and Boolean expressions
of PPRG is given below. Layout of proposed PPRG and its simulation waveform
is shown in Figs. 6 and 7 respectively. A different XOR is used in this PPRG and
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Fig. 6 Existing PPRG [3]

clocking technique is changed slightly in pre existing layout shown in Figure [5, 6]
(Figs. 8 and 9) (Table 1).

3.2 Full Adder Using PPRG

Use of Full Adder is inevitable in computational systems and processors where it is
used to calculateMemory Address, table indices, etc. Modified PPRG is used in such
a way so that it provides functionality of Full Adder with reduced complexity and
lesser number of cells. Connections of subsequent PPRG’s are taken from literature
[3] and are shown below. PPRGs used to design Full Adder are connected in cascaded
fashion and parity of input set will always be equal to parity of output set so fault can
be detected by observing input and output. Fault detection procedure is explained in
[3]. Layout and Simulation waveform of proposed Full Adder is shown in Figs. 10
and 11 respectively. In output waveform of Full Adder, there is a latency of 3.
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Fig. 7 Exisitng full adder [3]

PPRG1: First Input = A, Second Input = B, Third    Input = C 
Output P = P1 = A  B 

PPRG2:  First Input = C, Second Input = A, Third Input = P1 
Output Q = Q2 = C.P1 + A.P1 

= C.(A  B) + A.(A B)         
= A.B.C +A.B.C + A.B = A.B + B.C + A.C = Cout

PPRG3: First Input = P1, Second Input = C, Third Input = not used
P3 = P1 C = A  B C = SUM

4 Result

For the verification and simulation 2.0.3 version of QCA Designer [19] has been
used and bistable approximation engine is used. Dimension of the cell is 18× 18 nm
and the diameter of the quantum dot is 5 nm. To test the functionality of proposed
PPRG which is the building block of Full Adder various input vectors are taken and
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Fig. 8 QCA layout of optimized PPRG

output is verified. Proposed Full Adder circuit is also verified on QCA Designer
v2.0.3. Proposed PPRG requires 8.77% lesser cell count and 4.54% lesser area and
Full Adder has 6.29% lesser cell count and 4.90% lesser area when compared to
existing design (Fig. 12) (Table 2).

5 Conclusion

As logic gates are regimental for most of digital circuits, having high speed, less
complex and reduced area designs are significantly imperative. Gate designs which
save energy by using alternative emerging technologies allow extensions in benefi-
cial directions by utilizing concept of reversibility and by including inherent fault
observability. The availability of appropriate clocking mechanism in QCA enables
the utilization of parity-preserving gates. Proposed PPRG and Full Adder design
saves significant amount of energy as power in QCA circuits is provided by Clocks
and number of cell count is reduced here. A reversible full adder which is fault-
tolerant is made using 581 QCA cells which occupies only 1.02 μm2 area which
proves its utility in the area of nanotechnology. Also the PPRG which has only 156
QCA cells and has 0.21 μm2 area is made which can be used to realize almost all
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Fig. 9 Simulation result of optimized PPRG

Table 1 Truth Table of PPRG

A B C P Q R

0 0 0 0 1 1

0 0 1 0 0 1

0 1 0 1 0 0

0 1 1 1 0 1

1 0 0 1 1 1

1 0 1 1 1 0

1 1 0 0 0 0

1 1 1 0 1 0

Boolean functions. Apart from lesser energy, concept of reversibility is also utilized.
More efficient clocking will allow further improvement and applications of this type
of parity-preserving gates. In gain, obtained results, check with the corresponding
truth table. Still a lot of research and attention is needed in this direction to enter in
the era of quantum computing.
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Fig. 10 QCA layout of proposed full adder

Fig. 11 Simulation result of proposed full adder
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Fig. 12 Comparative
representation of previous
design with proposed design

Table 2 Comparison of proposed design with previous one

Layout Cell count Cell count reduced Area μm2 Area reduced

PPRG [2] 171 0.22

Optimized PPRG 156 8.77% 0.21 4.54%

Full adder [2] 620 1.02

Proposed full adder 581 6.29% 0.97 4.90%
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A Novel Approach for Reversible
Realization of 4 × 4 Bit Vedic Multiplier
Circuit

Vandana Shukla , O. P. Singh , G. R. Mishra and R. K. Tiwari

Abstract The availability of fast and efficient processing systems is the basic
requirement of current era. In digital systems, multiplications is one of the major
operations, which limit the speed and efficiency of the system. This paper describes
a novel approach for the Reversible realization of 4-Bit Vedic multiplier circuit with
optimized performance parameters. Vedic multipliers are based on the concept of
Vedic mathematics. It is a very fast multiplier, as it generates all the partial prod-
ucts and their sum in single step only. Moreover, designing of this multiplier using
reversible approach will lead to the low loss fast multiplier circuits for digital sys-
tems. Some parameters indicating performance of the circuit, such as number of
gates (TG), constant inputs (CI), garbage outputs (GO) and quantum cost (QC) of
proposed multiplier design is also compared and analyzed with the earlier designs.

Keywords Vedic multiplication · Reversible logic gates · Reversible logic
approach · Urdhva Tiryakbhyam · Ripple carry adder

1 Introduction

Various microprocessors, signal processing applications and communication tech-
niques, etc., requires widely use of multiplier circuits. In bigger bit sizes, multiplier
requires more numbers of adders to perform addition of partial products generated.
Multiplier circuits basically restrict the speed and performance of the electronic
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systems. Further, Vedic mathematics provide the solution to this issue [1–3]. Vedic
mathematics is given by Sri Jagadguru Bharathi Krishna Tirthaji Maharaja (1884–
1960) depending upon his rigorous study onVedas [4, 5]. Vedicmathematics consists
of a total of sixteen sutras which can be very effectively utilized in different parts of
engineering and science.

Moreover, Reversible design approach is widely applicable in digital signal pro-
cessing, optical computing calculations, low power CMOS design, etc., due to its
ability to generate low loss efficient digital design [6–8]. In this paper, we have com-
bined these two approaches to design efficient, high speed and low loss design of
4 × 4 size multiplier circuit with reduced parameters. This paper is illustrated in
six sections. Initially, introduction of the work is presented, which is followed by
basic concepts of Vedic mathematics and structure of 4 × 4 size Vedic multiplier
circuit using conventional approach in Sects. 1 and 2 respectively. Further, fundamen-
tal issues and characteristics of Reversible logic approach are discussed in Sect. 3,
whereas Sect. 4 presents the proposed approach for 4× 4 size Vedicmultiplier circuit
using Reversible logic gates. After that, obtained results are discussed and analyzed
as compared to the earlier designs in Sect. 5 followed by conclusion of the work in
Sect. 6 at the end.

2 Basic Concepts of Vedic Multiplier

Vedic mathematics provides very fast and error-free calculations for any number of
digits as compared to other methods. Vedic mathematics is derived from forgotten
formulae ofAtharvaVeda by his holiness Jagadguru ShankaracharyaBharati Krishna
Teerthaji Maharaja after his rigorous study and research of Vedas [9, 10].

Vedic mathematics contains a total of 16 sutras for various calculations in the
field of science, engineering and other high-order calculating applications. These
sutras provide very fast as well as flexible calculations for mathematical problems.
All sixteen sutras are briefly described in Fig. 1.

Urdhva Tiryakbhyam is most widely applicable sutra for providing fast multi-
plication result of two numbers of any bit size. This method is also described as
vertically and crosswise method. In this method bits are multiplied starting with ver-
tical direction and then moving towards crosswise multiplication and calculations.
Figure 2 clearly shows all seven steps involved in 4 × 4 size Vedic multiplication
process using this method.

As shown in Fig. 2, two four bit binary numbersA (A3A2A1A0) andB (B3B2B1B0)
are multiplied to provide the required multiplication result. Let multiplication result
is represented as M (M7M6M5M4M3M2M1M0), these bits are calculated as follows:
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Fig. 1 Sutras of vedic mathematics

(i) M0 = A0.B0

(ii) M1 = A1.B0 + A0.B1

(iii) M2 = A2.B0 + A1.B1 + A0.B2 + carry forward M1

(iv) M3 = A3.B0 + A2.B1 + A1.B2 + A0.B3 + carry forward M2

(v) M4 = A3.B1 + A2.B2 + A1.B3 + carry forward M3

(vi) M5 = A3.B2 + A2.B3 + carry forward M4

(vii) M6 = A3.B3 + carry forward M5

(viii) C7 = carry forward from M6

Here, only final multiplication bits are calculated directly instead of first gener-
ating four partial products and then adding them. This is the main reason to make
Vedic multiplier a fast calculating circuit.

Further, utilizing 2 × 2 size Vedic multiplier and adder circuits, we may design
this 4 × 4 size multiplier circuit as shown in Fig. 3. Here, we require a total of four
2 × 2 size Vedic multiplier circuits in combination with three 4-bit Adder circuits.

Utilizing this concept for designing of 4 × 4 bit Vedic multiplier circuit, we
further proceed for the concept of low power digital circuit design approach, named
as Reversible logic in next section. Further, we will combine fast multiplication
technique of Vedic multiplier with low power designing to provide our proposed 4×
4 Vedic multiplier design with optimized performance parameter.
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Fig. 2 Steps of 4-bit vedic multiplication

3 Reversible Logic Approach

The conventional use of digital circuit designing contains the source of heat loss
from the systems because of the bit loss after the digital operation. Researcher R.
Landauer has calculated the amount of heat loss/power generation per bit loss in the
year 1961 [11]. This concept was that a total of k.T. ln 2 joules of energy is emitted
for every lost bit. Here k is Boltzmann’s constant (= 1.38 × 10−23 m2 kg s−2 k−1)
and T is temperature of the digital device measured in kelvin.
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Fig. 3 4 × 4 size vedic multiplier circuit

Moreover, G. E. Moore has predicted the nature of increase in component density
for selected chip area in the year 1965, famously known as “Moore’s law” [12]. As
shown in Fig. 4, this law states that component density basically doubles in the time
duration of 2 years approximately.

Landauer’s findings andMoore’s law in combination indicates that the measure of
heat generated from specific device area increases at exponential rate which in turn,
deteriorates the efficiency and overall performance of the digital circuit. Further, in
the year 1973, C. H. Bennett has given the concept of Reversible designing [13]. It
was stated by him that, Reversible design entities will lead to the creation of digital
systems with zero loss in ideal conditions. Utilizing this concept, various designers
have proposed and optimized different digital circuits.

Some basic concepts of reversible logic approach are described as follows.

3.1 Reversible Logic Gates

These are digital logic gates of n input signals and n output signals, i.e., number of
input and output are equal [14–18]. These gates have basically following properties:
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Fig. 4 Moore’s law [12]

(i) Same number of input and output lines.
(ii) Input and output line have one to one mapping.
(iii) Each output line is at logic high for half the number of total input combinations

possible.
(iv) Applied input combination can be correctly retrieved by the knowledge of

generated outputs at any instance of time.

Based on these characteristics, till now various Reversible logic gates of different
sizes has been already proposed and utilized to design different digital circuits [19–
21]. Table 1 represents some of these reversible logic gateswith corresponding output
equations and quantum cost.

3.2 Performance Parameters for Reversible Designs

During the designing of digital circuits using Reversible approach, following param-
eters play vital roles.
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Table 1 Some examples of reversible logic gates

S. No. Block diagram Equations Quantum cost

1 P = A;
Q = A ⊕ B;

1

2 P = A;
Q = A ⊕ B;
R = A.B ⊕ C;

4

3 P = B;
Q = A′.C + A.D′;
R = (A ⊕ B).(C ⊕ D) ⊕ C.D;
S = B ⊕ C ⊕ D;

6

4 P = A;
Q = A.B ⊕ C;
R = A.D ⊕ C;
S = A′.B ⊕ C ⊕ D;

6

3.2.1 Total Reversible Gates

This parameter basically indicates the number of total Reversible logic gates utilized
in the aimed digital circuit. As the number of Reversible gates increases, it will make
the performance of digital system degrade. So, this number should be minimized as
much as possible.



740 V. Shukla et al.

3.2.2 Garbage Outputs

These signals are generated from the realized circuit using Reversible approach in
addition to the required ones. Garbage signals in turn leads to the bit loss from the
circuit, which is in contrast to the concept of Reversible approach. So these outputs
should also be minimized to follow the concept of Reversible approach.

3.2.3 Constant Inputs

Sometimes, we require “Logic Low” or “Logic High” signals to be applied to the
Reversible logic gates connected in the aimedcircuit for acquiring the correctworking
of designed Reversible circuit. These input signals are additional overheads on the
circuit which tend to deteriorate the efficiency of the Reversible designs. Thus, it is
required to minimize constant input signals applied to Reversible designs.

3.2.4 Quantum Cost

This parameter is described as basic Quantum/Reversible gates required to design
the Reversible realization of any digital circuit. Here, cost of 1-input and 2-output
Quantum/Reversible logic gate are zero and one respectively. Higher quantum cost
of designed circuits deteriorate the overall performance of the system. Thus, this
parameter is tried to be minimized as low as possible.

These performance parameters basically lay down the base to plan the strategy
for the designing of any reversible circuit with better performance and low power
loss.

3.3 Reversible Circuit Design Approach

In this design approach Reversible logic gates are utilized as design identities for
designing of lowpower digital circuits instead of irreversible logic gates, as in the case
of conventional digital design approach [22–25]. Here following ideal characteristics
are aimed for designed Reversible circuit:

1. Ideally single Reversible logic gate should be used (minimum number of
reversible gates in practical situations).

2. No garbage output should be generated from the designed Reversible design
(otherwise garbage outputs should be minimized in practical scenario).

3. No constant input signal should be applied ideally (Number of constant input
signals should be minimized practically).

4. Low quantum cost of the designed Reversible circuit should be aimed.
5. There should be no feedback connection in the designed Reversible circuit.
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These aimed conditions for performance parameters related to Reversible designs
provide a right direction for researchers to proceed. Till now, numerous designs have
been proposed and optimized utilizing different combinations of available and new
Reversible design entities [26–28]. Here, we utilize available Reversible logic gates
to design optimized design for 4 × 4 size Vedic multiplier circuit having focus on
above-mentioned characteristics. This design approach is described in detail in the
subsequent section.

4 Proposed Design for 4 × 4 Vedic Multiplier Using
Reversible Logic Approach

Here, we aim to design 4 × 4 size Vedic multiplier circuit using the concept of
design shown in Fig. 3 earlier. In this figure, four 2 × 2 size Vedic multiplier
blocks are connected to three 4-bit Adder block to provide the multiplication result
M (M7M6M5M4M3M2M1M0) of two 4-bit binary numbers A (A3A2A1A0) and B
(B3B2B1B0). In the following subsections, we discuss 2 × 2 size Vedic multiplier
circuit and 4-bit Adder circuit using Reversible approach, which are further utilized
to design the aimed 4 × 4 size Vedic multiplier using Reversible approach.

4.1 Reversible Realization of 2 × 2 Size Vedic Multiplier
Circuit

The optimized Reversible design of 2 × 2 size Vedic multiplier is already presented
by authors in 162(2) issue of Sylwan Journal [10]. As shown in Fig. 5, this design
utilizes a combination of BME, Peres and Feynman gates.

Here, multiplicand and multiplier bits are applied to individual BME gates. Mul-
tiplication result bits are taken out from second output line of Feynman gate. This
design requires three constant input signals and generates four garbage outputs with
a total of 17 quantum cost.

4.2 Reversible Realization of 4-Bit Adder Circuit

Here, 4-bit Adder circuit is designed using four DKG gates in cascade connection
as shown in Fig. 6. This approach is already presented in International Conference
on Industrial and Information Systems in the year 2016 by authors [29].

As shown in Fig. 6 constant input signals are applied to this adder block which
generates a total of 8 garbage output signals with a total of 24 quantum cost. These
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Fig. 5 Reversible realization of 2 × 2 size vedic multiplier circuit

Fig. 6 Reversible realization of 4-bit adder circuit

designs are connected according to circuit presented in Fig. 3 to design our proposed
4 × 4 size Vedic multiplier circuit.

5 Result and Analysis

Our proposed design for 4 × 4 size Vedic multiplier circuit requires 30 constant
input signals and generate 44 garbage output signals. Moreover, this design utilizes
a combination of 28 Reversible gates with 140 quantum cost. Proposed design is
compared with existing design as show in Table 2.



A Novel Approach for Reversible Realization of 4 × 4 Bit … 743

Table 2 Comparison table

Performance parameters Total gates Constant inputs Garbage outputs Quantum cost

Existing design 1 [2] 37 29 62 162

Existing design 2 [3] 32 32 60 166

Proposed design 28 30 44 140

Total number of Reversible gates utilized in the design (TG), number of constant
inputs applied to the circuit (CI), total number of garbage output generated from the
circuit (GO) and quantum cost of overall circuit (QC) are considered as the basis
of comparison for proposed design over the existing designs. From the comparison
table, it is clearly visible that proposed approach to design for 4 × 4 size Vedic
multiplier circuit is providing most optimized performance parameters which in turn
lead to low power high performance circuit.

Furthermore, this design in simulated and synthesized for ModelSim tool and
Xilinx software using Device XC3S500E and behavioral approach on VHDL pro-
gramming. Figures 7 and 8 are showing simulated waveforms and synthesized circuit
of proposed Multiplier design.

Fig. 7 Simulated waveforms of proposed multiplier
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Fig. 8 Synthesized circuit of proposed multiplier

6 Conclusion

High-speed calculations and low power systems are two different dimensions of
today’s processing world. Vedic Mathematics overcomes the first requirement of
high-speed processing up tomuch extent,whereasReversible design approach targets
on low power digital circuit designing. This paper combines both technologies to
design a 4 × 4 size Vedic multiplier circuit using Reversible approach. Multiplier
design presented here is analyzed and compared with the existing designs on the
basis of TG, CI, GO and QC. The comparison shows that proposed approach is most
optimized in terms of selected parameters. This design may be considered for further
optimization of other high-speed low-power applications.
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Abstract With the continuously technology scaling, there exists a huge scope of
undesirable hazards in processors. To solve the hazards, additional circuits are
required in addition to conventional design and due to these additional circuits, the
parameters area, power, and timing have been affected. Therefore, to make a proces-
sor having more number of operations without much affecting these parameters is
a quite challenging task. In this paper, design and verification of 32-bit RISC CPU
using 90 nm SCL CMOS technology is presented in detail. MIPS-based RISC archi-
tecture having operations like addition, subtraction, etc. Also having pipeline stages
of five named as IF (Instruction Fetch), ID (Instruction Decode), EXE (Execute),
MEM (Memory Access), WB (Write Back) to increase the throughput of the proces-
sor without degrading its latency. In this paper, all existing instructions as well as the
new instructions, multiplication, and division are functionally verified. The analysis
of performance parameters like area and power dissipation is done using synopsys
design compiler with typical libraries of TSMC 90 nm technology.
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1 Introduction

There are numbers of processors available in the market but designing of the pro-
cessors using Hardware descriptive language like Verilog-HDL or VHDL are few
in market. Using of HDL languages in the design help designer to use them in any
embedded application. Design of the processor based on two ISA (Instruction Set
Architecture): RISC and CISC [1, 2].

In a simple and short, InstructionSetArchitecture definesworking of the processor
on an instruction. A large number of instructions is found in CISC processors and
they perform various complex tasks. These instructions are typically of different
length and different format, which requires very complex control unit and it also,
requires larger area on chip. In many cases, they require different clock cycles to
execute. Due to these reasons, Pipelining is not easy in CISC processors [3]. On the
other hand, RISC ISA is having less number of instructions and has generally large
number of general-purpose registers. These instructions are of fixed length and are
designed in such a way that they can perform a single execution in a single cycle,
which make it useful in pipelining. Arithmetic as well as Logical operations always
involve registers and do not involve memory directly; to access memory LOAD and
STORE instructions are used, so it is also called LOAD-STORE architecture. The
above features of RISC design make it powerful in “System-on-Chip” market [4].

In a current time it is mandatory to use a processor or a machine that is efficient in
terms of the three most important parameters, i.e., area, speed and power. Although
there are trade-off between these three performance parameters, research work is
going on to satisfy the above performance parameters [5, 6]. We have chosen MIPS
as it requires low power and lesser area; as accessing time of register is faster than
accessing time of memory and most of the instructions access register rather than
memory, the execution time of instructions is less. The architecture of all MIPS
based processors remains same while the implementation may vary in single cycle,
multi-cycle and pipelined processors [7, 8].

1.1 MIPS Framework

1.1.1 MIPS Instruction Set

The instruction types of MIPS can be divided into three types:

a. Register or R-type instruction format
b. Immediate or I-type instruction format
c. Jump or J-type instruction format.

a. Register type

The format for R-type instruction is as follows (Fig. 1).
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opcode Rc Shft_amt Function

6 bits 5 bits 5 bits 5 bits 5 bits 6 bits

Ra Rb

Fig. 1 Format of R-type instruction

opcode Ra Rb Constant address

6 bits 5 bits 5 bits 16 bits

Fig. 2 Format of I-type instruction

opcode Branching offset value

6 bits 26 bits

Fig. 3 Format of J-type instruction

Opcode field is machine code representation of basic operation of the instruction.
Ra and Rb are two source registers (operands) respectively. Rc is destination register.
It stores result of the operation. Shft_amt represents Shift amount, function field,
often called the function code, and selects the specific variant of the operation in
the op field. For an example: add $s1, $s2, $s3. Here, $s2 and $s3 represent source
registers; $s1 represents destination register. The content of $s2 and $s3 are added
together and result is stored in $s1 register.

b. Immediate type

I-type format is used for immediate and data transfer instructions. The format for
R-type instruction is as follows (Fig. 2).

c. Jump type

The format for J-type instruction is as follows (Fig. 3).
The first 6 bits are for opcode and remaining 26 bits are for branch offset in form

of 2’s complement, which is shifted left by two and then added to PC to get branch
target address.

1.1.2 MIPS Architecture

Instruction Fetch (IF)

It consists mainly of two blocks one is program counter (PC) and other is instruction
memory. The instructionmemory stores the data in their respectivememory locations
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Fig. 4 Data path of Register type instructions [1]

and the programcounter stores the address of the current instructions to be performed,
which will direct the instruction memory. In the end, the value of next memory
location (PC+4) and output of the instruction memory both are stored in the IF/ID
register.

Data Path of R-Type Instruction

Here pc value gives the address to the instruction memory and based on that data
two register’s values are read; ALU does the operation on those values, depending
on the instruction and the result is stored into another register as shown in Fig. 4 [9].

Data Path of I-Type Instruction

The data path for I-type instruction is shown in Fig. 5. Here the immediate data is
last 16-bit data starting from least significant bit, which is sign, extended to 32 bit
and is given to ALU as input.

Data Path for J-Type Instruction

Jump type instruction’s data path is shown in Fig. 6. To get jump address we need
to shift lower 26 bits by 2 to the left and then placing 00 as lower order bits and
then concatenating upper 4 bits from high-order bits of (PC+4) which makes a 32
bit jump address.
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Fig. 6 Data path for J-type instruction [1]

MIPS Pipelined Architecture

MIPS is a Harvard type architecture in which the instruction memory and the data
memory are different. In addition, a RISC based processor is having the reduced
number of instructions, more number of general-purpose registers and mainly load-
store architecture. The pipelining is added in the processor to increase the overall
performance by executing the different instructions at the same time. It is possible
for a multi-cycle CPU to process many tasks simultaneously. Suppose one task is
processing without affecting it, we can start another new task. To make this possible,
the overall processes are divided into a number of pipelined stages where each stage
performs a specific task.The result of each stage is stored into a register before thenext
stage after every clock. This makes MIPS design to use every stages simultaneously,
which in turn increases throughput of the processor.

Pipelining of MIPS is done using five stages [1]. The first one is Instruction
Fetch or IF; second one is Instruction Decode or ID; third, one is Execution or EX;
fourth, one is Memory access or MEM; and the last one is Write Back or WB. Every
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two stages are separated by pipelined registers, which prevent data confliction due
to execution of multiple instructions at a time. These registers are IF/ID, ID/EX,
EX/MEM and MEM/WB (Fig. 7).

Improved Data Path of Pipelined Architecture

To improve the data path of pipelined architecture, two extra modules are added
which are Data forwarding unit and Hazard detection unit.

a. Hazard detection unit

Hazards in pipeline can be categorized in three: Data hazard, structural hazard, and
control hazard. Here wewill concentrate only on data hazard. Data hazard in pipeline
occurs when result of one instruction is needed in the next instruction, where both
the instructions are still in the pipeline. In this case, pipeline has to be stalled.

For an example, if we have an AND instruction immediately followed by an OR
instruction that uses the result $s1.

AND $s1, $t3, $t2
OR $t4, $s1, $t1

Due to data hazard, pipeline can be stalled for severe clock cycle. In the above
example, result of the AND instruction cannot be written before fifth stage, which
makes pipeline to waste three clock cycles.

b. Data forwarding unit [1]

From the above example, as soon as the ALU creates the AND result $s1 for AND
instruction, we can supply it as an input for the next instruction. Adding extra hard-
ware can supply the missing item early from the internal resources; this is called
forwarding or bypassing. In Fig. 10, it shows that value of register $s1 is forwarded
earlier to the next instruction by using data forwarding unit.
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2 Proposed ALU Design

The ALU unit of 32-bit MIPS RISC processor is modified with two extra features,
multiplication and division along with arithmetic instructions addition, subtraction
and logical instructions AND, OR.

a. Multiplication

Multiplication is done by using Vedic multiplier, which is based on Vedic Mathe-
matics [10]. Vedic mathematics is mainly based on sixteen word-formulae that are
termed as Sutras. This is very fast multiplier. The block diagram for 32-bit Vedic
multiplier is shown below in Fig. 8.

b. Division

The division is done by using Long division method. Process, which is repeated
further are following steps:

Division: we start with first digit of dividend and then it is divided by divisor. The
division result is quotient that may be zero.

Multiplication: Now to obtain product we multiply divisor with dividend.

c. Subtraction

To get remainder we subtract the product from the working dividend.
Bringing down the next digit: The last step is to bring the next digit down from

current dividend to the remainder and combine it to get next working dividend.

16x16
(Vedic multiplier)

16x16
(Vedic multiplier)

16x16
(Vedic multiplier)

16x16
(Vedic multiplier)

{Q3[31:0],16'b0} {16'b0,Q2[31:0]} Q1[31:0] {Q0[31:0]

Adder(48 bit)

{16'b0,Q0[31:16]}

Adder(32 bit)

Adder(48 bit)

Q[63:16] Q[15:0]

A[15:0] B[15:0]A[31:16] B[15:0]A[15:0] B[31:16]A[31:16] B[31:16]

3248

32 32

Fig. 8 Block diagram of 32-bit Vedic multiplier [10]
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3 Result and Analysis

The functionality of these instructions is verified using cadence NCLaunch tool. The
RTL schematic and test bench waveform are shown in Fig. 9 and Fig. 10 respectively.
From the test bench we can see that ALU is having two inputs A and B, with ALUctl
as control unit. Depending on the control signal, it performs different tasks and shows
the result as ALU out, zero, and carryout.

TheMIPS based RISC architecture is designed using Verilog-HDL and simulated
using cadence NCLaunch tool. The designed architecture is synthesized using syn-
opsys design compiler at 90 nm technology. The area and power report are shown

Fig. 9 RTL schematic of ALU

Fig. 10 ALU test bench waveform
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Fig. 11 Area report of MIPS

below in Fig. 11 and Fig. 12 respectively. The total dynamic power consumption is
62.8953mW and cell leakage power is 907.9777 µW.

4 Conclusion

In this paper, 32-bitMIPSprocessorwithfive stages pipeline functionality is designed
using Verilog-HDL and synthesized using synopsys design compiler tool using
libraries of TSMC 90 nm technology. The logical instructions AND, OR, and the
arithmetic instructions like multiplication (which is done by 32-bit Vedic multiplier),
division (which is done by long division method) are tested through test bench. The
problem of data dependencies in pipeline is solved by using hazard detection unit
and data forwarding unit. Implementation of these two units was critical however it
done successfully.
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Fig. 12 Power report of MIPS
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Image Compression Using Hybrid
Approach and Adaptive Scanning
for Color Images

Ayush Kumar Nigam, Priyank Khare and Vinay Kumar Srivastava

Abstract This paper aims at the design of an algorithm for image compression.
For color images RGB components are extracted and converted to YCbCr as a pre-
processing step and then block based Hybrid Transform is performed. After this
preprocessing step image is quantized and projected lossless scanning is done to
ensure the excellent quality of the recovered image. In this paper adaptive scanning
approach is anticipated to compress the length of codeword to be transmitted and
thus achieving higher compression ratios. Principle behind image compression is to
reduce the number of bits required per pixel.

Keywords Discrete cosine transform (DCT) · Adaptive scanning · Discrete
wavelet transform (DWT)

1 Introduction

Compression is mainly a technique of reducing the total space required to store any
data and then recover it back with good quality. In today’s era with the growing use
of Internet and other technologies there is a huge demand for data storage. So to meet
this demand efficiently we have to compress this data to maximum extent possible,
ensuring that it can be recovered back with good quality. Since in an image pixels are
highly correlated so this characteristic of an image can be used for compression that
is we reduce correlation among the pixels or try to transmit only difference between
the pixels. There are basically two types of compression techniques:
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• Lossless Image Compression: In this case quality of an image is absolutely con-
served and compression is achieved by reducing the redundancy among the pixels.

• Lossy Image Compression: In this case quality of an image is not totally conserved
in order to increase the amount of compression but distortion is kept within the
desired limits to ensure good quality of the recovered image.

In an image compression, transforms such as Discrete Cosine Transform [1–3] or
Discrete Wavelet Transform [4, 5] are basically used to concentrate the amount of
energy associated with the pixels into a few coefficients and thus reduce the number
of bits required to represent an image. In this paper adaptive scanning approach
is used to achieve high compression ratios. To implement this adaptive scanning
approach we are transmitting a matrix of binary codes for all the blocks. This matrix
represents the type of scan used in each block. During the decompression phase this
matrix is used to perform inverse scan of the blocks at the receiver side.

2 Proposed Method

The method elaborated below is devoted to image compression using Hybrid Trans-
form and Adaptive Scanning. It is devoted to provide the excellent quality of recov-
ered image by using lossless Adaptive Scanning. This method aims at preserving the
maximum possible excellence of an image and thereby achieving high compression
ratios. The block diagram shown in Fig. 1 has two phases, first is the compression
phase and second is the reverse that is the decompression phase.

Hybrid Transform

Quan za on
Lossless 
projected
Encoder 

Quan za on        
Table

Compressed
Image

Block Based
    2D DCT 

Block Based
2D DWT

Block Based
2D DWT     RGB to YCbCr

Original  
Image  

Inverse Hybrid Transform

YCbCr to RGB

Reconstructed
Image  

Block Based
Inverse
2D DCT 

Block Based
Inverse
2D DWT

Block Based
Inverse
2D DWT

Dequan za onLossless projected
Decoder

Quan za on
Table

Compressed
Image

Fig. 1 Block diagram of image compression: a Compression stage. b Decompression stage
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2.1 RGB to YCbCr Conversion

RGB to YCbCr conversion is done to achieve high compression ratios. As in YCbCr
format most of the signal energy is present in the Y plane so maximum compression
can be achieved by setting high compression ratios for Cb as well as Cr planes and
thus conserving the quality of the image.

The RGB to YCbCr conversion is performed as follows:

⎡
⎣

Y
Cb
Cr

⎤
⎦ =

⎡
⎣

0.299 0.587 0.114
−0.168736 −0.331264 0.5

0.5 −0.418688 −0.081312

⎤
⎦

⎡
⎣
R
G
B

⎤
⎦ +

⎡
⎣

0
128
128

⎤
⎦ (1)

However, the reverse transformation is given by:

⎡
⎣
R
G
B

⎤
⎦ =

⎡
⎣
1 0 1.402
1 −0.344136 −0.714136
1 1.772 0

⎤
⎦ =

⎡
⎣

Y
Cb − 128
Cr − 128

⎤
⎦ (2)

2.2 Hybrid Transform

For every color image after RGB to YCbCr conversion is done, block-based hybrid
transform is applied. The main purpose of this union transform is to utilize the
benefits of both the transforms [6–12]. The advantage of DCT is to store most of the
important information into very less number of coefficients and that of DWT is its
multi resolution ability. One-dimensional DCT is defined as in [13]:

C(k) = a(k)
N−1∑
d=0

f (d)cos

[
(2d + 1)kπ

2N

]
(3)

where k = 0, 1, 2,……, N − 1
1 D Inverse DCT is defined as:

f(d) =
N−1∑
d=0

a(k)c(k)cos

[
(2d + 1)kπ

2N

]
(4)

where d = 0, 1, 2, …, N − 1

a(k) = √(
1

N

)
for k = 0
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a(k) = √(
2

N

)
for k = 1, 2, 3, . . . ,N − 1.

In DWT, a picture corresponds to computation of wavelet functions, comprising
dissimilar position and scale. Wavelet can be defined as a mathematical function by
which an image is transformed as a computation of wavelet functions [14, 15]. DWT
applies multi-resolution property for image breakdown, i.e., concurrent demonstra-
tion of picture on dissimilar resolution levels.

Two dimension wavelet transform requires a couple of waveforms for the decom-
position of an image. This decomposition results in high frequency which is equiv-
alent to the comprehensive component of the picture representing wavelet function
and onemore low frequency or smooth component of the picture representing scaling
function. Figure 2 shows wavelet filter decomposition.

• LLn shows the approximation image at the nth stage of breakdown, ensuing from
low-pass filtering in both vertical and horizontal directions.

• LHn shows the parallel details at the nth stage of disintegration as an outcome of
raster low-pass filtering and vertical high-pass filtering.

• HLn shows the taken out vertical details or edges at the nth stage of disintegration
resulting from vertical low-pass filtering and raster high-pass filtering.

• HHn corresponds to the diagonal details at the nth stage of disintegration resulting
from high-pass filtering in both directions.

Coding method [16]:

(a) Compression Process

YCbCr image is first broken into block size of 16 × 16 pixels. After that 2D-DWT
is applied on every block of size 16 × 16 which produces four details. From these
four resultant sub-band details, approximation detail or sub-band of all the blocks
are collected to form a matrix of all approximation details/sub-bands. This matrix is
further broken into block size of 16 × 16 pixels and after that 2D-DWT is applied

LL3 LH3

HL3 HH3

LH2

HL2 HH2

LH1

HL1 HH1

Fig. 2 Wavelet filter decomposition
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again on every block of size 16 × 16, which further produces four details. From
these four resultant sub-band details, approximation detail or sub-band of all blocks
are again collected to form a matrix of all approximation details/sub-bands. Then
this approximation details/sub-bands matrix is further broken into block size of 8 ×
8 and block based DCT is implemented. After that quantization and encoding gives
the compressed image.

(b) Decompression Process

At the recipient side, we decode the quantized DCT coefficients. Then block based
dequantization is done. After that we compute two dimensional block based inverse
DCT (IDCT) and further take inverse wavelet transform of the IDCT blocks. Since
IDCT gives only LL components, i.e., approximation detail/sub-band of each block
so we consider other three sub-bands (LH, HL, HH) as a matrix of zeros of size equal
to approximation sub-band sizewhile computing IDWT.As the level of breakdown at
compression stage is two, two times inversewavelet transform is performed following
this procedure to obtain the original block size, i.e., 16× 16. This process is repeated
blockwise for thewholematrix obtained.After the entire dequantizedmatrix received
is decompressed by the procedure explained above, we get the blocks of size 16 ×
16 which are rearranged to obtain the reconstructed image.

2.3 Quantization

After Block-Based DCT quantization is done. It is basically a process of converting
real values of DCT matrix to discrete.

Quantization is done using the following equation:

C(k, d)quanti zed = round

(
C(k, d)

Q(k, d)

)
(5)

And reverse quantization process is represented as:

C(k, d)dequanti zed = C(k, d)quanti zed × Q(k, d) (6)

The quantization matrix for luminance (Ql) and chrominance (Qc) components
is defined as follows:
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Ql =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

Qc =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)

2.4 Lossless Projected Encoder

In encoding first adaptive scanning of blocks is done to ensure the best scan is adopted
for each block and then run-length followed by Huffman coding is implemented to
get the encoded sequence [17]. The block diagram of Lossless Projected Encoder is
shown in Fig. 3.

Adaptive Scanning
The quantized coefficient blocks received are now scanned using adaptive scanning
technique. In adaptive scanning technique we perform four scans (zigzag, horizontal,
vertical and Hilbert) on each block and calculate the run-length of each block. This
produces two matrixes first containing elements and second containing the number
of runs of these elements. Then the length of matrix containing number of runs is
calculated for each type of scan. Scan giving minimum length for matrix containing
number of runs is chosen as the best scan. Likewise each quantized block is finally

Adap ve   
Scanning

Run-Length  
Encoding

Huffman    
Encoding

Quan zed 
coefficients Encoded 

Sequence

Fig. 3 Block diagram of lossless projected encoder
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Fig. 4 The different ways
for DCT blocks scanning

Zigzag Horizontal 

Vertical Hilbert

Table 1 Table of codes for
various scans

Type of scan Code

Zigzag 00

Horizontal 01

Vertical 10

Hilbert 11

scanned using the best scan for that block. Adaptive scanning proves to improve
the compression performance as single scan can give overall good results for the
entire image but might not give good results for each block of that image so adaptive
scanning helps in using best scan for each block thus giving better performance than
single scan for whole image (Fig. 4).

Amatrix is maintained to store the information about the final scanning technique
used in different quantized blocks to recover the blocks at the decompression level.
This matrix is maintained using the codes given in Table 1. After adaptive scan-
ning, Run-Length and Huffman coding techniques are implemented to compress the
sequence more effectively. The entire compression and decompression process is
represented in Figs. 5 and 6) correspondingly.

3 Experimental Results and Comparison

Some well known standard images like Airplane, Peppers, Lena, Baboon, etc. of size
256× 256 are being used for testing the effectiveness of the proposed method (Fig. 7
and Table 2). To measure the effectiveness of the compressed image we are using
some parameters like Mean Squared Error (MSE) and Peak Signal-to-Noise Ratio
(PSNR).

MSE = 1

N × T

N−1∑
i=0

T−1∑
j=0

(
xij − x

∧

ij
)2

(9)
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Airplane Baboon Pepper Lena

Girl Couple House Zelda

(a)

(b)

Airplane Baboon Pepper Lena

Girl Couple House Zelda

Fig. 7 Images: a Original test images, b Reconstructed images

Table 2 Table showing performance of the Proposed Method versus the standard DCT JPEG
algorithm for color images in terms of PSNR and Bpp

Image Proposed Method JPEG

PSNR Bpp PSNR Bpp

Airplane 32.1797223 0.64 35.636544 3.50

Baboon 29.7926640 0.80 31.9315114 5.25

Peppers 31.6047583 0.90 35.6831634 4.06

Lena 31.5561465 0.73 34.3919058 3.76

Girl 36.5146016 0.36 44.4478466 1.42

Couple 33.6564953 0.57 40.7658724 2.54

House 33.6571095 0.58 40.3144454 2.60

Zelda 32.2426209 0.72 37.9456113 3.28

Average 32.6505 0.6625 37.6396 3.30125
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where xij and x
∧

ij are correspondingly the intensities of original and reconstructed R,
G and B planes. PSNR for gray level images is calculated by:

PSNR = 10 × log10
2552

MSE
(10)

For color RGB images, PSNR is calculated by:

PSNR = 10 × log10
2552 × 3

MSE(R) + MSE(G) + MSE(B)
(11)

Size of the compressed image is calculated by obtaining the compression ratio
(CR) or with bit per pixel (bpp) which are given by:

CR = Size of original image in bits

Size of compressed image in bits
(12)

bpp = 24bits

CR
(13)

Since at the time of compression while performing two level 2DDWTwe are only
taking approximation detail or sub-band (LL) and discarding other three sub-bands
so size of original image gets reduced which results in reduction of the computation
time for the proposed scheme though we are using Hybrid Transform along with
RGB to YCbCr conversion and adaptive scanning (Fig. 8 and Table 3).
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Fig. 8 Comparison graphs: a PSNR, b Bpp, c Encoding and Decoding time
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Fig. 8 (continued)

Table 3 Table showing performance of the Proposed Method versus the standard DCT JPEG
algorithm for color images in terms of Encoding and Decoding time

Image Proposed Method JPEG

Encoding time Decoding time Encoding time Decoding time

Airplane 0.85 1.05 1.51 1.34

Baboon 0.87 1.06 2.19 2.05

Peppers 0.99 1.12 1.72 1.51

Lena 0.90 1.05 1.67 1.54

Girl 0.91 1.05 0.86 0.80

Couple 0.87 1.13 1.16 1.07

House 0.88 1.08 1.18 1.18

Zelda 0.91 1.10 1.37 1.29

Average 0.8975 1.08 1.4575 1.3475
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4 Conclusion and Future Scope

An efficient image compression technique to maximize the compression ratio along
with achieving good values of PSNR is used in this paper. The graphs show that with
slight reduction in PSNR value we can get a significant improvement in bit per pixel
(Bpp) thus achieving high compression ratios. This work also proposed solution to
blocking artifacts, false contouring and ringing effect by proposing a Hybrid (DWT
and DCT based approach) Transform. Hybrid DWT-DCT algorithm is implemented
to utilize the benefits of the two transforms (DWTaswell asDCT). Simulation results
elucidate that the proposed algorithm can significantly maximize compression ratio
with good values of PSNR. In future, the projected technique can also be used
for video coding. Also the algorithm can be realized in hardware accomplishment.
As luminance and chrominance quantization matrix of JPEG algorithm are used in
this scheme which would not be optimum for the proposed method so optimum
quantization matrix for the proposed scheme can be found as a part of future work.
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MR Image Denoising Using Adaptive
Wavelet Soft Thresholding

Sima Sahu, Harsh Vikram Singh, Amit Kumar Singh and Basant Kumar

Abstract Medical imaging has played an important role in medical disease detec-
tion, diagnosis, and research related findings and therapy. Removal of noise in amed-
ical image is mandatory step for quality assessment. This paper presents a feature
preserved Magnetic Resonance (MR) denoising algorithm which is based on well-
accepted multiresolution and statistical modeling. An adaptive wavelet soft thresh-
olding method is designed to remove Gaussian noise fromMR image. Orthogonality
property of the wavelet transform is used to find the noise variance, using a Median
Absolute Deviation (MAD) estimator. Distribution parameters of the wavelet coef-
ficients are estimated by modeling the coefficients using a Normal Inverse Gaussian
(NIG) probability density function (PDF). The threshold value is calculated con-
sidering the noise and signal information and the wavelet coefficients are updated
accordingly. Estimation and analysis of the performance of the proposed method is
performed using peak signal-to-noise ratio (PSNR) and structural similarity (SSIM)
performance evaluation parameters; these parameters demonstrate the noise suppres-
sion ability of the proposed method. Superiority of the proposed denoising method is
further established through visual inspection of the denoised images obtained from
proposed as well as other contemporary reported methods.
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1 Introduction

To study the functional characteristics and structural features, Magnetic Resonance
imaging (MRI) is one of the most important techniques [1]. Induced thermal noise
in the radio frequency coils due to the movement of charged particles produce noise
in MRI. Preamplifiers generally have small abnormalities also cause noise in the
MRI. Noise may obstruct the computer aided diagnosis and visual inspection. Thus
removal of noise through different techniques is highly required.

Wavelet domain approaches in denoising applications have been used and most
popular procedures. These approaches use wavelet decomposition procedure which
divides the image into different scales and resolutions called subbands. Approxi-
mation and detailed subbands result from the wavelet decomposition. Further, hard
and soft thresholding the coefficients are the next procedures generally applied to
the detailed wavelet coefficients to obtain the true signal components. Neighshrink,
Sureshrink, Visushrink and Bayesshrink are the wavelet thresholding approaches
proposed in literatures [1]. The signal energy is concentrated to a small number
of large wavelet coefficients, thus application of discrete wavelet transform (DWT)
produce satisfactory noise reduction [2]. The soft thresholding function is defined as
follows by Eq. (1) [3].

Y
∧

=
{

0; |Y | ≤ Th
sgn(Y )[|Y | − Th]; |Y | > Th

(1)

whereY
∧

denotes estimated value ofwavelet coefficients, Th is the threshold parameter
and sgn represents the sign function. Threshold value is defined as [3]

Th = noise variance

standard deviation of noise f ree signal
(2)

The denoising efficiency of the wavelet threshold method is dependent on the
threshold value Th [4]. Accurate estimation of the threshold value results increased
denoising efficiency. This paper implements the statistical modeling approach for
finding the noise variance and standard deviation of the noise-free signal. Statistical
modeling of wavelet coefficients have been proposed in literature for denoising dif-
ferent medical images [5, 6]. The distribution of wavelet coefficients has a sharp peak
at the center and is heavy tailed in structure [7]. Different probability distribution
functions (PDFs) such as Cauchy, Levy, NIG, Alpha-stable and Gaussian mixture
model have been used by the researchers for modeling the wavelet coefficients [8].
A NIG PDF is used in this paper to model the wavelet coefficients because it has
been verified as an excellent choice for modeling. The parameters of NIG PDF are
estimated using maximum likelihood (ML) estimator [6].

The paper is organized as follows. Section 2 discusses about modeling of wavelet
coefficients for estimating signal and noise parameters. Section 3 gives the proposed
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methodology. The simulation result in terms of performance parameters and visual
comparisons are discussed in Sect. 4. Finally Sect. 5 concludes the paper.

2 Background

This section discusses some preliminaries about the wavelet transform, its modeling
with NIG distribution, estimation of NIG parameters, and estimation of signal and
noise variances. Let LLm, LHi, HLi, and HHi for level i = 1, 2, 3…m (m is the
maximum level of decomposition) are the subbands formed after decomposing the
image in wavelet domain [9]. LL is the approximation subband and LH, HL and HH
are detail subbands. The approximation subband coefficients are left unchanged as
they carry signal information. The detail subbands coefficients are modeled to get the
true signal information. The modeling of the wavelet coefficients is carried out by
choosing a suitable distribution which should fit the empirical distribution of wavelet
coefficients as shown in Fig. 1.

-100 0 100 200 300 400 500 600
0

0.02

0.04

0.06

0.08

0.1

0.12

Data

D
en

si
ty

Fig. 1 Distribution of empirical wavelet coefficients
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2.1 NIG Distribution and Goodness-of-Fit Test

NIG distribution was proposed by Barndorff-Nielsen in the year 1997 [10]. This
distribution is the mixing distribution of inverse Gaussian and normal distribution.
NIG distribution is expressed as

X (x) = αδeαδkl
(
α
√

δ2 + x2
)
/π

√
δ2 + x2 (3)

k is the modified Bessel function with l(index) = 1, and δ, α are the distribution
parameters. α defines tail-heaviness and it controls the steepness of the distribution.
δ is the scale parameter [11]. This distribution effectively models the heavy-tailed
data, and the goodness-of-fit curves are shown in Figs. 2, 3, 4 and 5 through PDF
and probability plots.

Figure 2 shows the PDF plot for the empirical data for HL subband at level-1. The
goodness-of-fit for NIG and Gaussian distribution are also shown in this figure. It is
seen that the empirical data is modeled effectively by NIG PDF than Gaussian PDF.
Figure 3 shows the probability plot for the empirical data for HL subband at level-1
and the goodness-of-fit for NIG and Gaussian distribution. Circles, in this figure
represent the empirical data. This figure shows that NIG fits better than the Gaussian
distribution. Figures 4 and 5 show the PDF and probability plot for LH subband at
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Fig. 2 Goodness-of-fit curve for HL subband at level-1(PDF plot)
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Fig. 3 Goodness-of-fit curve for HL subband at level-1(Probability plot)
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Fig. 5 Goodness-of-fit curve for LH subband at level-1(Probability plot)

level-1 respectively. Both the figures show the goodness-of-fit for NIG and Gaussian
distribution. For both the figures NIG fits well for HL subband at level-1.

ML estimator has been proposed in this paper to estimate the NIG distribution
parameters. By using the Hermite Gauss quadrature rule, the maximum likelihood
estimation of distribution parameters is given by

α̂ = argmax
α

S∑

k=1

ln

⎛

⎝
(

1√
π

) R∑

j=1

wj X
((

Y (k) − √
2σnx j

))
⎞

⎠ (4)

δ̂ = argmax
δ

S∑

K=1

ln

⎛

⎝
(

1√
π

) R∑

j=1

wj X
((

Y (k) − √
2σnx j

))
⎞

⎠ (5)

where S = size of the subband, R = order of Hermite Polynomial, x j = Root of
Hermite Polynomial and wj =weight of the root. Y (k) is the kth wavelet coefficient.
σn is the noise standard deviation, estimated using MAD estimator discussed in the
next Sect. 2.2. The fundamental theorem of probability is used to find the signal
standard deviation and is given by [12]:

signal standard deviation =
√
√
√
√

∑

x

x2X
∧

(x) −
(

∑

x

x X
∧

(x)

)2

(6)

X
∧

(x) is the NIG distribution considering α̂ and δ̂ as the distribution parameters.
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Fig. 6 Goodness-of-fit curve for HH subband at level-1(PDF plot)

2.2 MAD Estimator

Noise variance is calculated using the MAD estimator. This estimator is applied on
HH subband at level-1. The Gaussian noise variance is estimated by modeling the
HH subband by a Gaussian PDF at level-1 and it is expressed as [13]

noise variance(σ 2
η ) =

(
median(HH1)

0.6745

)2

(7)

Figures 6 and 7 show the goodness-of-fit curve for HH subband at level-1.

3 Proposed Methodology

The algorithm of the proposed method is discussed through the following steps. The
block diagram is shown in Fig. 8.

Step 1 Input the MR image.
Step 2 Application of discrete wavelet transform (DWT) on the input image.
Step 3 Estimation of noise variance parameter by using MAD estimator using

Eq. (7).
Step 4 Estimation of noise-free signal standard deviation bymodelingwavelet coef-

ficients with NIG PDF and using Eq. (6).
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Fig. 8 Block diagram of the
proposed denoising
procedure
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Step 5 Calculation of threshold value Th using Eq. (2) and generation of noise-free
wavelet coefficients using Eq. (1).

Step 6 Application of Inverse discrete wavelet waveform (IDWT) to the result
obtained from step 5.

4 Simulated Results

Simulation of the proposed method is carried out on MR image of size 400 × 400
[14]. State-of-the-art methods such as Donoho’s Soft threshold [15], Bayes–shrink
[8] and Zaki et al. [3] are considered and compared with the proposed method.

Wavelet decomposition of level-3 is used and the simulation is carried out in
MATLAB environment. PSNR and SSIM parameters are used as performance crite-
rion [16]. Tables 1 and 2 give PSNR (dB) and SSIM values for state-of-the-art and
proposed methods for different noise standard deviation values. From both the tables
it can be seen that the proposed method performed better than the reported state-of-
the-art methods. Figure 9 shows the original MR image, corresponding noisy image
and denoised images results obtained from the proposed and other reported methods.
Through visual inspection, it is clearly observed that the proposed denoising method
gives the best visual quality among all considered methods.

Table 1 Comparison of PSNR (dB) performance for MRI for varying noise standard deviation

Method Noise standard deviation

0.1 0.2 0.3 0.4 0.5

Donoho’s soft threshold [15] 30.89 29.11 27.23 26.35 24.34

Bayes–shrink [8] 31.66 30.68 29.60 27.47 25.81

Zaki et al. [3] 33.15 31.93 30.12 28.39 26.96

Proposed method 35.79 32.47 31.66 29.66 27.88

Table 2 Comparison of SSIM performance for MRI for varying noise standard deviation

Method Noise standard deviation

0.1 0.2 0.3 0.4 0.5

Donoho’s soft threshold [15] 0.821 0.792 0.768 0.761 0.757

Bayes–shrink [8] 0.855 0.836 0.829 0.816 0.812

Zaki et al. [3] 0.949 0.925 0.913 0.899 0.894

Proposed method 0.967 0.951 0.943 0.920 0.925
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Fig. 9 Denoising
performance. a Original
image. b Image corrupted
with Gaussian noise of
standard deviation 0.3.
c Donoho’s soft threshold
[15]. d Bayes–shrink [8].
e Zaki et al. [3]. f Proposed
method

5 Conclusion

This paper presented a new statistical modeling based wavelet soft thresholding
method to remove Gaussian noise from MR image. The detailed subband wavelet
coefficients were modeled statistically using NIG distribution to estimate the signal
parameters. AMADestimatorwas used to find the noise variance.Utilizing the signal
and noise parameters, a threshold value was obtained. Further improved wavelet soft
thresholding was implemented to update the wavelet coefficients. From the obtained
simulation result, it is concluded that the proposed denoising method performs better
than the other considered contemporary denoising methods in terms of performance
parameters such as PSNR and SSIM, as well as through visual inspection, for MR
medical images.
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A Brief Survey on Hardware Realization
of Two-Dimensional Adaptive Filters

Prabhat Chandra Shrivastava, Prashant Kumar, Manish Tiwari
and Amit Dhawan

Abstract The efficient recognition of hardware of two-dimensional (2-D) adaptive
filters is an immense problem of present state of art. The concept of the adaptive filter
is given by Widrow in the decade of sixty and the mathematical expression of 2-D
adaptive filters is introduced by Hadhoud in the decade of ninety. Further, several
researchers give the different type of adaptive algorithms for the hardware realization
of 2-D adaptive filters. The leastmean square (LMS) algorithms are too renowned due
to its accomplished convergence properties and simplicity to implement in hardware.
In this paper, we present a concise compendium of the efficient hardware structure
of 2-D adaptive filters.

Keywords 1-D and 2-D adaptive filter · LMS algorithms · Mean square error ·
Normalized LMS · 2-D LMS algorithm

1 Introduction

The adaptive technique is very important in digital signal processing, communication,
an adaptive equalizer, image enhancement, image compression, and so on [1–3]. By
the selection of convenient time constants and other dimensional (2-D) adaptive
digital filters have a broad range of applications in image and video processing.
The hardware realization of 2-D adaptive digital filters can easily be simulated on
general purpose processor but these processorsmay not be appropriate for application
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in real time. Hence, applications such as real-time image and video processing that
involve high data rate which needs devoted hardware architecture to find the high
throughput requirements. The introduction of VLSI technology has a significant
impact on the realization and the development of dedicated hardware such as ASIC
design. Due to the complexity of the development of hardware realization of 2-D
adaptive algorithms, has been, however, much slower than the 1-D case.

For real-time applications, high-speed architectures are required. The high-speed
system is very essential for high data-rate-based applications. To achieve such high-
speed applications two design methodologies pipelining in addition to parallel pro-
cessing are used. For dedicated VLSI processors, the systolic-array-based architec-
ture, in exclusive, is receiving a large amount of consideration. Systolic arrays are a
set of connections of several similar type cells which satisfy the limitation of mod-
ularity, position and pipelineability. Due to the regular and identical structures the
systolic arrays providing an identical and high-speed throughput rate. For the design-
ing of adaptive filters, the least mean squares (LMS) algorithm is broadly used for
real-time adjustment of filter coefficients [4]. The LMS algorithm is simple but its
performance is robust. For VLSI design of LMS algorithm without considering the
delays is very difficult. The performance of adaptive filter has been improved due to
its real-time updation of the weight of filter coefficient. The improved feedback sig-
nal approaches to the desired signal after several iterations. The number of iteration
depends upon the quantity of the feedback error.

For parallel and/or pipelined execution of the LMS algorithm latches have to be
proposed to execute the proper adaptation process and then LMS algorithm is called
delayed least mean squares (DLMS) algorithm. The delays disgrace the execution of
the structure when analogizing to the LMS algorithm. A VLSI design of Delay-LMS
(DLMS) algorithm for approximating LMS adaptive filter has been suggested by
Long et al. [5]. Further, some researches [6, 7] have been proposed DLMS adaptive
filter which architecture is based on the systolic array. A new structure suggested
in [8, 9] that come close to the convergence factor of the LMS algorithm. In this
suggested technique, they required the larger area to calculate feedback error. The
throughput of the structure has low if delayD decreases. Alternatively, a much larger
amount of computations delays are required for 2-D adaptive digital filter than the
1-D, so high throughput and possible characteristics are desirable.

Firstly, Hadhoud and Thomas [10] have introduced the 2-D adaptive LMS algo-
rithm (TDLMS), which is an extension of the LMS adaptive algorithm which is
discussed in [11]. An IIR filter based adaptive filter architecture is introduced in
[12]. A weakness of the methods described in [10–12] is the procedure to select
constant step size. For adaption of desire filter coefficients of 2-D adaptive filter,
we have used a convergence factor in each iteration. The adjustment of the proper
convergence factor is very sensitive because a small variation can produce an unfor-
tunately large amount of change in adaptation speed and accuracy. Hence, to get
the suitable convergence factor value, hit and trial methods are expected, and the
result is commonly a balanced achieved between low evaluated errors versus fast
convergence. Furthermore, when the incoming signals for filtering are time-varying,
which is generally happen then constant convergence factor cannot consentaneously
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be modified for the filter parameters. To overcome the problem of constant conver-
gence factor, a new technique has been proposed where the time-varying optimum
convergence factors is used. The variable step-size approach was established effec-
tively in the one-dimensional case [13, 14]. The convergence characteristic of the
LMS is negotiated by the step-size factor µ [1]. Due to better-quality performance
and simple calculation, the Least Mean Square (LMS) algorithms are commonly
used an algorithm for adaptive digital filters.

In the concise review paper presents a survey on the hardware architecture of 2-D
adaptive filter based on two-dimensional least mean square (TDLMS) algorithm.
This algorithm is suitable for hardware implementation because they do not require
any a former acquaintance concern signals. The arrangement of the paper is specified
as in the upcoming section; we have deliberated about the basic technique of 2-D
adaptive filter with suitable mathematical expression and related features. Section-III
explains a concise survey on hardware architecture of 2-D adaptive filters. Finally,
in Sect. 4, concluding remarks of the paper are discussed.

2 Basic Technique of Adaptive Filters

In this Section, we discuss the ultimate concepts and algorithms, error calculation,
LMS and DLMS based algorithms of adaptive filters. The main focus of this section
is mathematical expression and architecture of 2-D adaptive filter. The few decades
before, in the field of DSP, and exclusively adaptive signal processing, has evaluated
extremely due to the enhancement of the technology and algorithms. The adjust-
ment mechanism of filters coefficients of adaptive filters are in real-time manner
while the calculations of conventional filter coefficient are carried out in an off-line
mode. Moreover, an adaptive filters, track the optimal behaviour of a slowly varying
environment due to its real-time self-modifying characteristic of filter coefficients.
Before the hardware designing of adaptive filters many important aspects are taken
in account such as filter structures, rate of convergence, misadjustment and efficient
tracking of filter coefficients. The filter structure means which type of filters are used
in designing of adaptive filter. Here, we may be use both finite impulse response
(FIR) and infinite impulse response (IIR). Actually, the adaptive filter structure has
two units one is filtering and other is weight-updation unit as depicted in Fig. 1.
In Fig. 1, the input signal is denoted by x(n), d(n) represents the expected output
signal, y(n) is the adaptive filter output then the error signal is

e(n) = d(n) − y(n) (1)

The adaptive filter coefficient vector w(n) of the filter updated according to the
values of the error signal e(n). The adaption process is going to continue till it reaches
the desire signal in a statistical sense. In Fig. 1, we are using FIR filter for filtering.
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Fig. 1 Block diagram of
FIR based adaptive filter

FIR Filtering Unit

Weight Updation Unit

∑

e(n)

d(n)

input y (n)

2.1 Error Measurements

Themeasurements of error is very important in hardware designing of adaptive filters
because the time taken by the adaption process is totally depends upon the amount
of the error. The error is also defined by error function e(n) or cost function, defined
as difference between the expected or reference signal to the adaptive filter output.
Three types of norm of error function are defined which are weighted least squares
(WLS), mean square error (MSE), and the instantaneous square error (ISE) among
all of three, MSE is very easy and suitable for error calculation in adaptive filters.
Here, we have focused only on MSE.

The mean square error (MSE) is defined as

ξ(n) = E
[
e2(n)

] = E
[|d(n) − y(n)|2] = E

[∣∣d(n) − wT (n)x(n)
∣∣2

]
(2.1)

= E
[
d2(n)

] − 2wT (n)E
[
d(n)xT (n)

] + wT (n)E
[
x(n)xT (n)

]
w(n) (2.2)

= E
[
d2(n)

] − 2wT P + wT Rw (2.3)

where P is the cross-correlation between the desired signal and the input signal and
R is input-signal correlation matrix and are defined as

P = E
[
d(n)xT (n)

]
and R = E

[
x(n)xT (n)

]
(2.4)

The immediate change in value of error function with reference to adaptive filter
weight vector is defined as

∇wξ (n) = −2P + 2Rw (2.5)

where ∇w is called gradient vector of the MSE function.
To minimize the MSE cost function, equating the gradient vector in Eq. (2.5) to

zero and taking R is non-singular, then the Wiener solution [15] w0 and its value is
defined as
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w0 = R−1P (2.6)

The filter coefficient vector w(n) iteratively adjusting at each time instant n, and
defined as

w(n + 1) = w(n) − μ

2
∇wξ (n) (2.7)

where μ is called convergence factor, which adjusts the step size between two suc-
cessive coefficient vectors w(n) and w(n + 1).

2.2 Adaptive Algorithms

A variety of algorithms are presented to find the best possible solution of the adap-
tive filter for the error functions. Each method developed an adaptation algorithm
that modifies the coefficients of the adaptive filter in order to reduce the amount of
error. There are three types of the algorithms used; these are the LMS, the DR, and
the Recursive Least Square (RLS). Each type has specific features to compute the
design complexity and manage the speed of convergence. Among all these algo-
rithms, generally, we have used LMS algorithms because of its simplicity and easy
implementation of hardware realization. Further, after some modification, verities
of LMS algorithms such as normalized LMS (NLMS), delay-LMS (DLMS), data-
reusing LMS (DR-LMS), and variable step-size LMS are given in literature [16–23].
Here, we have briefly discussed the LMS algorithms.

The LMS Algorithms for 1-D is defined as

w(n + 1) = w(n) + μe(n)x(n) (2.8)

and

e(n) = d(n) − wT(n − 1)x(n) (2.9)

The very important parameter, the convergence factor μ [1, 17, 24] plays an
significant preamble in the convergence characteristics of the algorithm as well as in
its stability position. And the values of μ will be

0 < μ <
2

tr[R]
(2.10)

where tr[R] is trace operator of the matrix.
The LMS algorithms for 2-D adaptive filter [10] are given below.
Let us consider the desire image D, the corrupted image X and weight matrix of

filter coefficients w(n) of dimension M × M , M × M and N × N of 2-D adaptive
FIR filter respectively then the output equation is defined as
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y(m, n) =
N−1∑

i=0

N−1∑

j=0

x(m − i, n − j)wk(i, j), (3)

where x(m, n), wk(i, j) and y(m, n) are the current processed corrupted-input pixel,
weight of the filter-coefficient at kth iteration and the output pixel, respectively.
Iteration number k can be given as k = mM + n, where 0 ≤ m ≤ M − 1 and
0 ≤ n ≤ M − 1. The weight of the filter coefficient wk in each iteration may be
updated by the TDLMS algorithm. If e(k) represents the error in the output pixel
y(m, n) with respect to the desired-pixel d(m, n) then the error signal e(k) at kth

iteration can be given as,

e(k) = d(m, n) −
N−1∑

i=0

N−1∑

j=0

x(m − i, n − j)wk(i, j). (4.1)

Mean Square Error (MSE) of e(k) can be calculated as,

MSE = E{e(k)2}. (4.2)

Now from (4.1) into (4.2), we get

E{e(k)2} = E

⎧
⎨

⎩
d2(m, n) +

N−1∑

i=0

N−1∑

j=0

N−1∑

p=0

N−1∑

q=0

x(m − i, n − j)x(m − p, n − q)

wk(i, j)wk(p, q) − 2d(m, n)

N−1∑

i=0

N−1∑

j=0

x(m − i, n − j)wk(i, j)

⎫
⎬

⎭
(4.3)

weight of the filter coefficient corresponding to the least value of E{e(k)2} may
be calculated using the maxima-minima theorem. After simplification, the adaptive
weight-updation algorithm from [10] can be expressed as,

wk+1(i, j) = wk(i, j) + 2μe(k)x(m − i, n − j) (4.4)

The convergence factor μ for 2-D adaptive filter is given as.

0 < μ ≤ 1

λmax
(4.5)

where

λ = E‖ x(m, n)x(m − i, n − i)‖ . (4.6)
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3 A Brief Survey

In this segment, we will consider concisely of the available literature survey of
hardware-based structure of 2-D adaptive filters. A number of papers have appeared
in the literature in which the hardware realization of the 2-D adaptive filter has been
constructed using different adaption algorithms. Hadhoud and Thomas [10] have
presented the mathematical implementation of 2-D adaptive filter algorithm which
is a capaciousness of the popular LMS adaptive algorithm of Widrow [16]. The
TDLMS algorithm is very useful for the application of digital signal processing such
as image and video processing, data compression and image enhancement. Soni et al.
[25] describe image enhancement using the TDLMS algorithm. Youlal et al. [26],
has proposed a 2-D joint process lattice algorithm to tackle the convergence factor
problem in 2-D adaptive digital filters and this algorithm has the higher convergence
rate than the TDLMS algorithm. The lattice algorithm for 2-D adaptive filters is first
evaluated. Convergence properties of the algorithm are included for the 2-D adaptive
lattice LMS (TDAL-LMS) case. At the cost of the slightly complex structure, the 2-D
normalized LMS algorithm (TDAL-NLMS) gives faster converging to that of TDAL-
LMS. Cho et al. [27] has suggested an automatically step-size adjustment method for
the TDLMS algorithm to improve the convergence rate as well as estimation error
in 2-D adaptive digital filters.

The 2-D block adaptive filtering algorithms are presented by Mikhael and Ghosh
[28, 29] Wang and Wang [30] and by Tan and Chen [31] for IIR filtering. The
block adaptive filtering algorithms tend to decrease the computational time with
good convergence at the cost of the increase in hardware. Cho and Priemer [32]
have suggested a new concept which automatically adjusts the convergence factor
of LMS to renovate image enhancement as the change of contrast variation over
an entire image. The direct form implementations of 2-D adaptive FIR filters have
the very long critical path due to inner product calculation for the weight updation
and the computing the output. This long critical-path problem may be tackled by the
pipelined based architecture as suggested by [8, 9, 33–37]. The pipelined architecture
increases the latency in output computation but it also increases the throughput of
the architecture. Harada et al. [35] has suggested a pipelined architecture for the 2-D
normalized LMS (TDNLMS) adaptive digital filters. In this architecture, it is shown
that a stable and a small critical path can be achieved without producing output
latency.

Systolic pipelined architectures of 2-D adaptive FIR filters are suggested by [36,
37]. In this suggested architectures, they have reduced the critical-path delay using
the multistage pipelining. Van and Feng [38] again proposed a new technique of
an efficient systolic structure for the DLMS adaptive FIR digital filter. In this tech-
nique, a processing element is designed for optimizing tree-level rule. It has a higher
convergence rate and throughput in theword-level than that of the structure of conven-
tional DLMS can be found without compromising the properties of the systolic-array
structure. Santhaa and Vaidehi [39] suggested a new architecture for 1-D and 2-D
FIR adaptive filter. The architecture is independent to the length of the filter and
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has a higher speed up and the convergence performance compares with the conven-
tional LMS algorithm. Dutta et al. [40] have proposed a semi-automatic mapping
methodology for the 2-D adaptive filter which is applicable in image processing. In
this technique, array architectures of the parallel processor can be used as hardware
accelerators for the application of plenty of data-flows dominant. In recent time,many
authors [41–47] gives the efficient hardware realization of 1-D and 2-D FIR, IIR and
adaptive digital filters all these architecture have shown the momentous reduction in
power, area and critical-path delay compare to other existing structures.

4 Conclusions

The beauty of adaptive filter is that the values of filter coefficients are updated auto-
matically according to the desired output signals. The adaptive filter structure is a
unified structure of filtering and weight updating block. The filtering block may be
FIR or IIR and weight updating block updates their filter coefficients according to
which types of adaptive algorithm is used. The LMS algorithm is very popular and
efficient for hardware realization. The concept of the most of the adaptive algorithms
is inspired by theLMSas discussed above. The 2-D adaptive filters give high through-
put and reduction in latency and useful for high-speed- and real-time applications.
The concluding remark on this concise paper is that the hardware structure of 2-D
adaptive filter has better scope for researchers because only a fewworks of literatures
are given.
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A Survey on H∞ Control Techniques

Abhay Vidyarthi and Manish Tiwari

Abstract The stability investigation of 2-Ddiscrete systemshas beenoneof themost
explored areas for the researchers due to its wide variety of practical and diversified
applications. The 2-D discrete systems stability analysis using H∞ control technique
has always been an active field of research. The H∞ control techniques play a vital
role in the analysis and design work of control and signal processing systems. A
detailed survey report of 2-D discrete systems has been presented on the stability
analysis using H∞ control techniques.

Keywords H∞ control · 2-D discrete systems · Static state feedback controller ·
Bounded real lemma · Robust stability

1 Introduction

In signal processing field, for the system performance analysis H2 and H∞ norms
are of vital importance. Let us try to differentiate them in view of filter design.

H2 or Kalman filtering presumes the knowledge of the dynamic model as well
as knowledge of the spectral content of incoming noises or disturbances. If there is
uncertainty in the system model, then Kalman filter type of estimators may not be
robust enough [1] and this has motivated the development of H∞ filtering approach,
which provides an upper bound on the maximum energy gain between the filtering
error and the noise input. H∞ filtering does not require any statistical assumptions
on the exogenous signals which is surely an advantage over Kalman filtering.

The H2 norm for a stable and causal system F(z) is defined by

‖F‖2 :=
⎛
⎝ 1

2π

π∫

−π

∣∣F(e jω)
∣∣2dω

⎞
⎠

1/2
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The H∞ norm for such a system is defined by

‖F‖∞ := sup
ω ∈ (−π,π)

∣∣F(e jω)
∣∣ (3)

Let us differentiating the two by considering the following inverse-filtering prob-
lem.

In inverse-filtering problem if we have two filters H(z), and K ( z) then
H(z) K (z) ≈ 1.

Using H2 norm, stable and causal K ( z) can be determined that minimizes
‖ H(z) K (z) − 1‖ 2 [2, 3].

On the other hand in case of H∞ norm, stable and causal K ( z) can be determined
that minimizes ‖ H(z) K (z) − 1‖∞ [4].

The difference is that H2 tries to minimize the average magnitude of the error
system H(z) K (z) − 1 while H∞ tries to minimize the maximum magnitude. The
following picture shows an example of the two designs (Fig. 1).

This comparison of frequency versus error using H2 and H∞ control approach,
clarifies the difference. H2 designed filter is giving better results for almost all fre-
quencies but is fragile at the mid-value of the frequency. Hence, the performance
of H2 is better if the frequency components of the input signals does not lie at the
mid value of the frequency. While the filter designed using, H∞ filtering approach
guarantees a certain error level for all frequencies. That is, optimization using H∞
filtering approach leads to robustness against uncertainty for the whole frequency
band of the incoming exogenous input signals.

Consider a system as represented by this block diagram (Fig. 2).

Fig. 1 Comparison of
frequency versus error using
H2 and H∞ control approach

Fig. 2 The block diagram of
generalized plant w

u G
z
y

K
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HereK is the controller andG is the generalized plant. The generalized plant can be
a representation of any linear time invariant system represented either in continuous
time or in discrete time. In the block diagram we are showing two different types of
inputs that are acting on the system and also the system has two types of outputs.
The disturbance that is acting on the system is represented by the symbol w. The
controlled output z is the output of the system. The other output y is the measured
output, which we calculate from the measurement we make on the system and which
helps us to choose the input u. The choice of u works as a tool which minimizes the
effect of w on z.

Signal w contains all external inputs, including disturbances, sensor noises and
commands, signal z represents a controlled output, signal y represents the measured
output and u is the control input.

The resulting closed loop transfer function from w to z is denoted by Tz w The
basic theme in dealing with H∞ control problem is that the H∞ norm [5–7] of the
closed loop transfer function is less a scalar number γ i.e. ‖Tz w‖∞ < γ .

1.1 Finite Horizon H∞ Control Problem

The basic aim of H∞ control problem is to minimize the H∞ norm. The H∞ norm is
themaximum value of all the disturbancesw that is going into the system and coming
out of that system. Typically in a H∞ control problem themeasurement of this energy
is carried out over an infinite time interval [0, ∞). However, practically this does
not seem realistic. Due to this reason the infinite horizon H∞ control problem can
be reduced to a finite horizon H∞ control problem where also the prime objective is
to minimize the same norm but in this case the energy is measured over a finite time
interval [0, T ] for some given T > 0.

In optimal H∞ controller there is an effort to find all admissible controllers K
such that ‖Tz w‖∞ is minimized [8]. However as per [9], finding such an optimal H∞
controller is both numerically and theoretically involved, which is unlikely to the
standard H2 theory in which finding an optimal controller can be simply achieved
by solving two Riccati equations without iterations [10]. Finding an optimal H∞
controller can be achieved through a chain of successive solutions of H∞ suboptimal
problems [11] with γ approaching the γmin value. Optimal H∞ norm is although
useful theoretically however in practice, it is not essentially required to design an
optimal H∞ controller [12]. With respect to norm sense, the suboptimal controllers
are quite close to the optimal controllers and are cheaper to design. The added
advantage in designing a suboptimal controller is that the bandwidth requirement is
also less.

For designing a suboptimal controller, a scalar number γ > 0 is given and an
effort is made to find all admissible controllers K such that ‖Tz w‖∞ < γ . In the
presented work, effort has been made in making an extensive survey report of H∞
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control approach for the stability analysis of 2-D discrete systems, which has not
been done since long and this motivates us to compile all those findings and present
a survey report of the same. To the best of author’s knowledge no such report has
been published so far in the literature.

2 A Brief Survey Report

Thus with the development in the H∞ control theory there has been a rapid advance-
ment in the analysis and design of robust 1-D control systems [13, 14].

However it is not possible to extend all the well-established results of H∞ con-
trol techniques of linear 1-D control systems to 2-D systems due to their analytical
and structural complexities [15, 16]. As the 2-D systems are also to be dealt with
disturbances and modeling uncertainties. H∞ control based performance analysis
is examined to be more suitable than any other performance analysis [15], particu-
larly when the system is subjected to disturbances and modeling uncertainties. It is
therefore a requirement to apply robust H∞ control techniques

The 2-D H∞ problem was first addressed in [17], in which the problem of robust
H∞ control for 2-D systems has been discussed using polynomial approach (using
spectral factorization). Similar to the 1-D systems, the bounded real lemma for linear
2-D discrete systems is developed with the help of Riccati inequality approach. From
the derived lemma finite horizon and infinite horizon H∞ filtering problem based on
the linear matrix inequality (LMI) approach is addressed in [18].

The main advantage of using H∞ control based technique is that the performance
analysis of the system under consideration is carried out depending upon the worst
value of the system energy gain [15]. Even if the performance optimality is achieved,
using H∞ noise performance analysis, it could not guarantee the robust stability of
the system. Therefore, the robust stability constraint is to be examined along with
the H∞ noise performance analysis.

Many notable results have been given in the literature for 1-D and 2-D systems [15,
18–30], based on this idea. In [18], a 2-D bounded real lemma for FM second model
has been established. Using the bounded real lemma, the finite horizon and infinite
horizon H∞ filtering problems has been solved. In [15], using Riccati equation based
approach the bounded real lemma for 2-D discrete systems have been established by
Du and Xie. Using this concept, many researchers have investigated the H∞ control
of 2-D discrete systems [15, 18, 24, 30–35].

The H∞ control analysis using state feedback techniques are extended to various
2-D discrete state delayed systems in [36–38].

A new improved version of bounded real lemma is derived in [33], which provides
a flexibility in the scaling matrices and thus give less constraint based conditions on
the H∞ normof the system as compared to the bounded real lemma of [18]. Using this
improved bounded real lemma a 2-D deconvolution filter [33] under the performance
specification for the FM second model is designed, with the aim to reconstruct the
input signal given to the 2-D system in the presence of the measurement noise. The
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result has been further extended for the design and computation procedure for 2-D
deconvolution filter subjected to polytopic modeling uncertainties and quantization
errors.

There has been a considerable attention on the model reduction for 2-D systems
[39, 40] due to their extensive and important applications in 2-D signal and image
processing.Modeling often leads to a high-ordermathematical model, which is prob-
lematic for system analysis and synthesis. This initiated the development of model
reduction techniques. Hankel norm approximation, balanced truncation techniques,
pseudo-balanced, structurally balanced, quasi-balanced, and weighted balanced [40,
41] are some of the model reduction techniques. The basis of model reduction is to
approximate the higher order system to its equivalent lower order model without sig-
nificant errors. Using H∞ model reduction, the objective is to find a low order model,
such that the H∞ norm of the difference between the high-order (Original) model and
the reduced order model is small. The system is subjected to uncertain parameters
that appear affinely in the model matrices. The filter design method employs a Lya-
punov function and scaling matrices with affine dependence on the system uncertain
parameters. State feedback H∞ stabilization problem for 2-D switched systems as
represented by the Roesser model has been carried out in [42]. Sufficient conditions
for ensuring asymptotic stability and guarantee H∞ disturbance attenuation for the
system under consideration are derived via common Lyapunov function approach
and multiple Lyapunov function approach.

H∞ control based techniques is also used to design the output feedback controller.
In general, formulation of H∞ output feedback control may result in the formula-
tion of bilinear matrix inequality (BMI) problem, which is non-convex. To handle
BMI problems, sufficient LMI based conditions are usually preferred [43–45] due
to its computational simplicity. For such LMI formulations, the implementation of
slack variable technique is used in [31, 32, 35] and the change of variable methods
is adopted in [30]. In [30], the authors have derived a bounded real lemma using
Lyapunov-based approach [46], which ensures the stability of the dynamic output
feedback controllers. Finally H∞ control based robust stabilization for uncertain FM
second model is done by computing a dynamic output feedback H∞ controller. In
[35] performance analysis of 2-D discrete systems as described by the Roesser model
via 2-D output feedback controller is done using the bounded real lemma of [15].

In a H∞ control problem, the goal is to design a control law such that the l2
gain of the mapping from the exogenous input to the controlled output must not
exceed the prescribed level of attenuation level, which is expressed by a positive
scalar number. A new l2 − l∞ based stability criterion has been proposed in [47]
which ensures the asymptotic stability of the 2-D discrete systems as defined by
the Roesser model under the presence of saturation arithmetic, when there is no
external interferences. Further it ensures the reduction of the effect of disturbances
to a desired level, when external interference occurs in this 2-D discrete digital filter
as represented by the Roesser model. This suggested approach is also LMI solvable,
hence it is computationally efficient.
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3 Conclusions

The survey report on 2-D discrete systems stability analysis using H∞ control tech-
niques has been presented. In this report the detailed study has been done on the
application of various H∞ control techniques for the stability analysis of 2-D dis-
crete systems. All the different approaches that has been carried out using H∞ control
techniques for the stability analysis of 2-D discrete systems has been presented in a
compiled form in this paper.
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An Efficient High-Speed CORDIC
Algorithm Using Parallel-Prefix Adders
(PPA)

Vutukuri Venkatesh, Balaji Yeswanth, Repala Akhil and Ravi Kumar Jatoth

Abstract Delay and Area ceases the actual potential of the modern gadgets.
Although, human has sophisticated devices around him yet yearns to save time and
space. So, this paper centers on the highly efficient CORDIC algorithm, known for
its low-cost implementation in DSP algorithms. In an effort, to improve the algo-
rithm further in terms of area and speed, comparative analysis has been done by
replacing Ripple carry adder with Parallel-Prefix adders, namely, Brent-Kung adder,
Han-Carlson adder and Kogge-Stone Adder. The algorithm was designed in VHDL
using XILINX ISE 14.7 design suite and implemented in XILINX Spartan 6e FPGA.
Obviously, Parallel-Prefix adders have shown improved performance.

Keywords CORDIC algorithm · Ripple carry adder · Carry look ahead adder ·
Kogge-Stone adder · Brent-Kung adder · Han-Carlson adder

1 Introduction

Modules like adders, multipliers, comparators are involved in building up a digital
circuit. Researchers have been trying to improve the speed and performance of these
devices. CORDIC (Coordinate Rotation Digital Computer) algorithm was initially
developed by E. Volder in 1959. It was improvised by Walther for several other
mathematical operations. The adding operations are done using Ripple carry adder.
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As ripple carry adder, remains to be a time killer, using Parallel-prefix adders can be
considered as the best alternative, enabling CORDIC algorithm to compute results
at a faster rate, neglecting unnecessary wire logic delays.

2 CORDIC Algorithm for Trigonometric Functions

For computing sine and cosine values, CORDIC algorithm is operated in Rotation
mode where the vector coordinates along with the angle to be rotated are mentioned
as input and the coordinates of the vector after the rotation of the vector are obtained
as output, where xn and yn represent the cosine and sine value respectively. CORDIC
algorithm acts as the backbone for various transforms, which involves operations like
convolutions, etc.

2.1 Mathematical Analysis of CORDIC Algorithm

The Givens rotation transform gives the equation for the 2-D rotation vector (Fig. 1).

xout = xin cos θ − yinsinθ,

yout = xin sin θ − yin cos θ,

where (xin , yin) and (xout , yout ) are the coordinates of the vector (Fig. 2).

xi+1 = xi − σi yiρ
−i ,

yi+1 = σi xiρ
−i + yi ,

zi+1 = zi − σiαi .

where n = number of micro-rotations, αi = elementary angle for iteration, these
values are stored in the form of LOOK UP table.

Fig. 1 Representing vector
rotation
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Fig. 2 Representing vector
micro-rotations

The input angle for rotation is given as angle accumulator, z0. The σ (direction
of micro-rotation) is calculated in every iteration, thus reducing the angle in z0.

Vector coordinates after n micro-rotations are

xn = K(xin cos θ − yin sin θ),

yn = K(xin sin θ − yin cos θ),

zn → 0.

x0 = 1/Km xn = cos θ

y0 = 0 yn = cos θ

z0 = θ zn = 0

This Fig. 3 shows the equations for implementing trigonometric function where
θ refers to the angle to be rotated.

Fig. 3 Look up table
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Fig. 4 Diagram for n stages

Figure. 4 is the pipeline architecture for implementing CORDIC trigonometric
functions. There are n stages where each stage consists of an adder shifter and
multiplexer and a small LUT table.

2.2 Optimization

As CORDIC algorithm involves adder as a main component, to optimize its working,
usage of efficient adders is mandatory in lieu of normal ripple carry adder which
causes delay to provide output.

3 Adders

Adders act as building block for implementing digital algorithms. Researchers have
been trying to adopt new techniques to obtain faster results. Ripple carry adder
consumes more time in generating output. Carry look ahead adder calculates result
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faster compared to ripple carry adder but has a linear architecture. Parallel—prefix
adders have logarithmic delays which signifies faster output.

Parallel-Prefix adders are tree-based adders which performs parallel addition. It
uses prefix addition operator (o) for its operation.

(gL , pL) o (gL , pR) = (gL + pL · gR, pL · pR)

3.1 Parallel-Prefix Adder Mechanism

1. Computation of carry generation and carry propagation signals.
2. Calculation of all carries in parallel.
3. Calculate the final sum and carry signals.

Here, the black cells reckon both generate and propagate signal. The gray cells
merely computes generate signal which are required in computation of sum signal.

3.2 Kogge-Stone Adder

Kogge-Stone adder was modeled by Peter M. Kogge and Harold S. Stone. Kogge-
Stone adder has minimal fanout and minimum logic depth. This adder has the best
performance in VLSI implementations and produces carry signal in O (log2n) time.
Kogge-Stone adder has n [(log2n)− n+ 1] computational nodes. As the intermediate
stages do parallel advancement, carry is obtained in less time. Among all 16-bit
adders, Kogge-Stone adder has less delay but at the cost of area and wire complexity
at the intermediate stages. Figure 5 shows the Propagate-Generate network ofKogge-
Stone adder. Buffer compensates the loading effect due to wires.
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Fig. 5 16-bit Kogge-Stone
adder

Fig. 6 16-bit Brent-Kung
adder

3.3 Brent-Kung Adder

Brent-Kung adder produces carry signal in [2 * log2 n − 2] time which indicates
that the delay increased when compared to Kogge-Stone adder due to its maximum
logic depth. Brent-Kung adder has [2n − 2 − log2 n] computation nodes. Brent-
Kung adder occupies less area due to its less computation nodes. Brent-Kung adder
requires [2log2 n − 1] stages. Fanout of this adder is 2. To reduce the fanout buffers
are used. The wire complexity of Brent-Kung adder is much less than Kogge-Stone
adder. Figure 6 shows the Propagate-Generate network of Brent-Kung adder.

3.4 Han-Carlson Adder

Han-Carlson is the hybrid design of Brent-Kung adder and Kogge-Stone adder. Han-
Carlson comprises of [log2 n + 1] stages. For a 16-Bit Han-Carlson adder, there
are 5 stages. Out of these five stages in prefix graph, the first stage is similar with
Brent-Kung adder and the next three stages are similar with Kogge-Stone adder.
The wire complexity is less compared to Kogge-Stone adder. Han-Carlson adder has
[(nlog2 n)/2] computation nodes. Han-Carlson adder has minimum fanout but at the
cost of increased logic depth. Figure 7 shows the Propagate-Generate network of
Han-Carlson adder (Table 1).
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Fig. 7 16-bit Han-Carlson
adder

Table 1 The comparison of parallel prefix adders

Architecture Logic levels Max fanout Cells Features

Kogge-Stone log2 n 2 N/2 High speed because of reduced number
of logic levels. Power consumption and
wire complexity is high

Han-Carlson log2 n + 1 2 N/4 It has less number of cells and wire tracks
as compared to Kogge-Stone at the cost
of one extra logic level

Brent-Kung 2log2 n − 1 2 1 Less wire congestion and takes less area
to implement and speed is less compared
to Kogge-Stone adder

4 Implementation Results

ISEXilinx Simulator tool was used to implement CORDICAlgorithm. Belowfigures
represents the RTL schematic block and the Output simulation results of the 16-bit
CORDIC trigonometric block.

The CORDIC block output in Fig. 8 signifies xn and yn where the signals represent
cosine and sine functions respectively and zn represents the error in the process of
calculation which is to be finally zero. A clock input is given, as the shifter used in
CORDIC block need to be synchronized with clock. In Fig. 9, x0 and y0 refers to
the initial inputs. As y0 is given as zero and x0 is given with the value of one upon
K such that x16 and y16 gives cosine and sine values respectively in 2QN format

Fig. 8 CORDIC block
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Fig. 9 Simulation results

depending on the z0 value which is the required angle of rotation in radians. The
delay of CORDIC algorithm has been verified by considering the example of 45°
where the 2QN format of z0 represents the 45° in radians. The values of x16 and y16
come out to be 0.707 which is as expected.

5 Results

Above results show that high speed CORDIC algorithm is obtained using Kogge-
Stone adder which comes out to be 84.24 ns. While, Han-Carlson adder proves to be
area efficient. Based on customer’s priority, CORDIC algorithm must include either
Kogge-Stone adder for speed or Han-Carlson for area (Tables 2 and 3).

Table 2 The propagation delay to obtain results by using different adders

CORDIC algorithm using
different adders

Delay to obtain the result of
trigonometric functions (ns)

Delay of 16-bit adders solely
(ns)

Ripple carry adder 102.615 15.236

Carry look ahead adder 99.974 11.822

Kogge-Stone adder 84.24 9.4

Han-Carlson adder 96.438 10.916

Brent-Kung adder 95.214 15.905

Table 3 The area used in
terms of LUT-FF pairs

CORDIC algorithm using
different adders

Area used in terms of LUT

Ripple carry adder 156

Carry look ahead adder 141

Kogge-Stone adder 145

Han-Carlson adder 107

Brent-Kung adder 144
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6 Conclusion

CORDIC Algorithm is applied in various areas like Multimedia for image process-
ing, Communication for signal processing, Digital Electronics to design calculators,
etc. In this paper, CORDIC algorithm for computing sine and cosine functions was
successfully designed and implemented in Spartan 6e board. Moreover, to increase
the efficiency of such useful algorithm, analysis was done by using different adders,
among which Kogge-Stone adder proved to be efficient in terms of speed and Han-
Carlson proved to be efficient in terms of area. As electronic gadgets have revolution-
ized the world, speed and area are very important factors which are to be still worked
upon. Thus, CORDIC algorithm has mammoth importance making it an inevitable
algorithm.

References

1. Anas, M.M., Padiyar, S., Boban, A.S.: Implementation of CORDIC algorithm and design of
high speed CORDIC algorithm. In: International Conference on Energy, Communication, Data
Analytics and Soft Computing (ICECDS-2017)

2. Rani, G., Kumar, S.: Delay analysis of parallel prefix adders. Int. J. Sci. Res. (IJSR)
3. Weinberger, Smith, J.: A logic for high-speed addition. Natl. Bur. Stand., No. Circ. 591, 3–12,

195
4. Basha, M.M., Ramanaiah, K.V., Reddy, P.R., Reddy, B.L.: An efficient model for design of

64-bit high speed parallel prefix VLSI adder. Int. J. Mod. Eng. Res. (IJMER) 3(5) (2013)
5. Kogge, P., Stone, H.: A parallel algorithm for the efficient solutions of a general class of

recurrence relations. IEEE Trans. Comput. C 22(8) (1973)
6. Pullarao, B., Kumar, J.P.: Design of high speed based on parallel prefix adders using in FPGA.

Int. J. Eng. Sci. & Res. Technol. (IJESRT) (2013)
7. Han-Carlson: Fast area-efficient vlsi adders, IEEE (1987)
8. Vishal, R., Naik, S.K.: Design of a carry tree adder. International Journal of Pure and Applied

Research in Engineering and Technology (IJPRET) 2(9), 413–424 (2014)
9. Lakshmi, B., Dhar, A.S.: CORDIC architectures: a survey
10. Hoe, D.H.K., Martinez, C., Vundavalli, S.J.: Design and characterization of parallel prefix

adders using FPGAs



Stockwell Transform Based
Time-Frequency Analysis of the ECG
Features for Assessment of Risk of Left
Ventricular Hypertrophy
in Hypertension Patients

Raghuvendra Pratap Tripathi, Ankita Tiwari, Sristi Jha, Rohini Srivastava,
Nitin Sahai, Sudip Paul, Basant Kumar, T. K. Sinha and Dinesh Bhatia

Abstract Hypertension is amajor disease that affectsmillions of peopleworld-wide.
If hypertension remains untreated for long time it could give rise to an enlarged heart
condition called Left Ventricular Hypertrophy (LVH). However, recent research in
medical domain proposes that left ventricular diastolic dysfunction (LVDD) may
be considered as a preceding indicator of LVH. The analysis of ECG signal has
shown significant results in identifying LVDD condition that can lead to LVH, how-
ever the analysis method till date have remain limited to the manual examination of
time domain features of ECG parameters by the experts which is time consuming
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and cumbersome. Since the time-frequency analysis of the ECG signal have shown
more promising results in diagnosis of any abnormality related to the cardiac system,
therefore the application of this method is employed in the patients suffering from
hypertension and for assessment of the future risk(s) in developing LVH. In the study,
we have proposed a Stockwell Transform based time-frequency analysis method of
the ECG features (QRS Complex, P-Wave and T-Wave) for accessing the preceding
stage of the myocardial remodeling phase. To perform the study, ECG features of
the 60 subjects recorded from hospital comprising of 30 controlled and 30 hyper-
tension cases were studied. At the location of the QRS interval a spreading in the
power is observed in diseased patients, which signifies increased ventricular activa-
tion time, also the power level of the P-Wave and T-Wave have shown significant
changes. Increased Ventricular activation time and P-Wave dispersion observed in
the frequency domain along with P-wave terminal force, can be used as an indicator
of associated risk of developing Left Ventricular Hypertrophy.

Keywords Left ventricular diastolic dysfunction (LVDD) · Left ventricular
hypertrophy (LVH) · Stockwell transform · Time-Frequency analysis

1 Introduction

Hypertension is a critical health issue that needs a quick attention. The long term
Hypertension condition can lead to the several cardio-vascular diseases (CVDs) or
chronic kidney disease. However the management of hypertension condition is quite
easy if it is identified at an early stage, this is the reason due to which the condition is
considered to be as a leading avoidable risk factor for premature deaths. A study from
American Heart Journals estimated that in the year 2000, 26.4% of the total adult
population around the world was affected from hypertension condition [1]. Some
other reports from national healthcare agencies suggest that the number is much
higher and continuously increasing in the low- or middle-income countries. Also
the prolonged hypertension condition is considered to be as a high risk condition
for many cardio-vascular diseases (CVDs) such as Stroke, Coronary Artery disease
Congestive Heart Failure, Left Ventricular Hypertrophy, Atrial Fibrillation, etc. [2].
These facts motivate researchers to investigate and develop reliable, non-invasive
and low cost methods for diagnosing hypertension or associated diseases.

The heart muscles of the patients suffering from hypertension needs to do harder
effort as compared to the normal subjects. Most of the harder efforts in hypertension
condition are performed by the left ventricular muscles, due to the increased efforts
and workload the tissues in the ventricular muscles of Heart chamber wall gets
thicken, in some cases the enlargement in the heart chambers is also a common effect.
These thickened and enlarged heart muscles are having less elasticity as compared
to the normal heart muscles and may be fail to pump the blood from required amount
of force [3].
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The above stated remodeling of the left ventricular muscles is known as the Left
Ventricular Hypertrophy (LVH). However, there many other reasons such as Aortic
Valve Stenosis, can also cause the LVH [4].

Several investigations in the medical domain suggest that the analysis of the ECG
signals in hypertension patients can give us a reliable way to identify the preceding
stage of the above stated remodeling of the cardiac muscles. The left Ventricular
Diastolic Dysfunction (LVDD) is the earliest possible condition that can be detected
and leads the LVH. Till date the well-known methods of detecting LVH condition
at an early stage are several ECG criteria such as Cornell voltage product (50%
sensitivity), Sokolow-Lyon (29% sensitivity), Romhilt-Estes (22% sensitivity) ECG
criteria etc. The poor sensitivity of the above discussed methods limits the accurate
diagnosis of the condition [5, 6, 7].

RecentlyUsama et al. (2015) has presented a study that identifies the early changes
in the Electrocardiogram signals of hypertension patients. The major finding in the
study were long QR interval as an measure for increased Ventricular Activation
Time, Dispersed P-Wave and increased P-Wave terminal force. The authors reported
that the above ECG features can be used as early markers in the evaluation of the
hypertension condition [8].

The authors of this communication has extended the study performed by Usama
et al. and presented a Stockwell Transform based Time-Frequency Method to study-
ing the ECG features in hypertension patients. The ECG signals of the 60 subjects
including 30 controlled and 30 diseased are studied and the observation is presented
in the paper. Since the ECG features have shown the significant changes in hyperten-
sion condition, therefore can be used for diagnosis of the associated condition. The
assessment of the associated risk of LVH is estimated based on the study presented
by Usama et al. and a more improved visualization of the early changes detected by
the authors are presented by Spectrogram representation of the signals [8, 9].

The Fast Discrete Stockwell Transform (FDST) based time-frequency analysis is
a new approach and provides higher time and frequency resolution compared with
Short-Time Fourier Transform (STFT) and Wavelet Transform (WT) [10, 11, 12,
13]. We applied the FDST to obtain the spectrogram of the ECG signals, and based
on the spectrogram we quantitatively calculated the distribution of the power within
the frequency ranges of the QRS Interval, P-wave and T-wave in the Hypertension
and controlled patients. We have also presented the time domain changes in the ECG
features to evaluate the risk of the LVH.

The advantage of the study is that the FDST based time-frequency analysis of
the ECG features provides a higher degree of resolution as compared to the existing
wavelet and STFT methods [11], and also the quantitative measurement of the time-
frequency power contained in the ECG features provides a more reliable information
about the cardiac cycle activities [14].
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Fig. 1 Methodology
followed in the study
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2 Methodology

The steps used in the study are presented with the help of the following flow diagram
shown in the Fig. 1. The study starts from the reporting of the subject at the OPD of
the North Eastern Indira Gandhi Regional Institute of Medical and Health Sciences
(NEIGRIHMS). After the physical examination and Blood Pressure check-up, the
patient is directed to theECGroomof theHospital and a12-ChannelECG is recorded.
A cardiologist evaluates the condition of the patient based on ECG recording and
physical examination results. The subjects falling in theHypertension andControlled
category are considered for the further Evaluation. The characteristics of the subjects
participated in the study is presented in the Table 1. To establish a relationship in

Table 1 Characteristics of
the subjects included in the

Subject
characteristics

Controlled Hypertension Total/Avg.

Number of
subjects

30 30 60

Age (Year) 48.64 ± 7.83 53.64 ± 11.93 –

Sex (M/F) 19/11 23/7 42/18

H.R. (AVG) 76.38 ± 9.26 71.2 ± 11.95 –
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ECG parameters and risk of LVH in Hypertension patients, three types of studies on
of ECG parameters are carried out, these are FDST-based spectrogram, histogram
analysis of ECG features and Boxplot analysis of ECG features.

The statistical features analysis is done to confirm the early changes in the ECG
signals of hypertension patients. Based on the results obtained in the statistical anal-
ysis it is concluded that the hypertension patients whose ECG features are varying
as per the study presented by Usama et al. are considered to be at risk of LVDD that
may proceed into LVH [8] which is a major factor for cardiac diseases [15].

The ECG signals of the hypertension patients satisfying the statistical changes
as suggested by Usama et al., are studied using FDST-based spectrogram analysis.
The comparison between the spectrogram representation of controlled subjects and
Hypertension subjects is made [8, 16].

2.1 Data Acquisition System for Recording of Lead 1
and Lead 2 ECG

To record the ECG signals of the subjects categorized in the above mention two
categories we used Equivital EQ02 Life Monitor. The EQ02 device is shown in
EQ02 records 2 channel of ECG data by wearing a chest strap as shown in Fig. 2.
EQ02 device records ECG signals at 256 Hz with a high resolution of 16 bit. The
recording analysis of the ECG signals is done by interfacing the EQ02 to the Labchart
software via Bluetooth connectivity [17].

2.2 Labchart-Based ECG Analysis

The ECG signals recorded using the Equivital device is studied using Labchart soft-
ware. Labchart Software is a sophisticated signal analysis software developed by the

Fig. 2 Equivital EQ02 life
monitor used for 2 channels
ECG recording and placing
of strap sensor [23]
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AD Instruments and has inbuilt advanced analysis methods. The Labchart software
provides us an easy way of extracting the ECG features which includes RR intervals,
heart rate, PR interval, P duration, QRS interval, QT, QTc, T peak, T end, JT inter-
val. Various ECG components such as QRS interval, T-Wave, R-amplitude etc. are
extracted from the ECG recording using inbuilt tools incorporated in the software.
The total 10 ECG features are extracted from the recorded ECG lead data. After
recording and analysis of the ECG signals the text files of the raw ECG data and
extracted feature are exported to the PC for further studies [18].

2.3 Statistical Analysis of ECG Features

Out of the 10 ECG features extracted from the ECG recordings using Labchart and
exported as text file are imported into theMATLABsoftware to perform the statistical
analysis. Two types of statistical representation, Boxplot and Histogram are used for
comparing the ECG features.

InHistogram representation of the ECG features, theX-axis is divided into10 bins,
which separates the whole distribution of ECG Features into 10 distinct intervals. On
Y-axis the instances of the features are plotted. The instance provides the information
regarding the number of patients diagnosed with the particular range of an ECG
features. In this way we can represent that how the distribution of a particular ECG
feature has been occurred [19].

The second statistical representation of the ECG features is done using boxplot
methods. The boxplot method is seemed to be very useful approach in comparing
the of the ECG features of different classes. Using the Boxplot representation we
convey a lot information about changes in the ECG features of the controlled subjects
as compared to the hypertension patients. Basically the four important statistical
quantitiesmedian, variability, shape of the distribution and information of the outliers
related to ECG features are obtained using boxplot [20]. Based on the changes in the
above four quantities of the ECG features along with observations from histogram
analysis the estimation of the cardiac remodeling phase is done.

Since the QRS complex in ECG signals represent the electrical activity of the
ventricular activation therefore the wider QRS complex with normal sinus rhythm
may be related to the increased ventricular activation time. The dispersion of the P-
Wave and tall T-Wave are the other ECG features that are used for estimating the risk
of LVH. As per the Medical domain the disperse P-Wave is a symptom of increased
Terminal force when appears along with Tall T-Wave [8].

2.4 FDST-Based Time-Frequency Analysis

Stockwell Transform is a novel method for time-frequency analysis of the biosignals
and it was proposed by the Stockwell et al. [13]. The benefits of the representation
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were the improved time-frequency resolution as compared to the existing methods
likewavelet and STFT. The basis of the Stockwell transform is thewavelets transform
only, however use of a unique frequency dependent wavelet makes the resolution
dependent upon the frequency of the signal to be transformed. Therefore it results
in a more improved resolution as compared to the wavelet where the wavelet is
independent of the frequency of the signal. In the earlier years it was avoided in use
due to the computational cost required in calculating the transform of the signal. But
the recent years a Fast Discrete Stockwell Transform (FDST) algorithm have been
developed to decrease the computational cost, still the use of the transformwas to the
applications like image processing, audio processing, etc. In 2008 Robert A. Brown
in their communication encouraged researchers to use the FDST in biomedical signal
processing due to the associated advantages [2].

Authors of communication used the FDST to obtain the spectrogram of the ECG
signals in controlled and hypertension patients. The spectrogram is obtained as a
unique representation in each of the abovementioned case. For the patients thosewere
at risk LVH, as per the statistical analysis of the ECG features suggested by Usama
et al. a dispersed spectrogram is obtained. The distribution of the power in QRS
Interval was quantitative much wider as compared to the controlled subjects; also
an increased power level at location of P-Wave and T-Wave indicates the increased
P-Wave terminal force that may cause the remodeling of the Cardiac muscles or
LVDD. The condition progresses and converts in a disease called LVH. The unique
spectrogram representation in controlled and hypertension condition with increased
terminal force and QRS interval may be used for screening of the patients at risk of
cardiac remodeling phase [8] or developing LVH.

3 Result and Discussion

The analysis of the ECG features is done to estimate the variation in several factors
such as increased ventricular estimation time, P-Wave terminal force, tall T-Wave etc.
To compare the ventricular activation time of hypertension patients with controlled
subject analysis of QRS interval is performed.

Figure 3 shows the boxplot of QRS interval for hypertension and controlled sub-
jects. The plot is drawn using the average QRS interval extracted from approximately
2-min long ECG recording of each patient. The analysis of the figure indicated that
the QRS interval in case of hypertension condition is appeared to be more random
and wider as compared to the controlled subjects. However the QRS interval of more
than 25%hypertension patients is greater than that of controlled subjects. Themedian
value of the QRS interval of hypertension is also higher than the QRS interval of
controlled subjects. The observation from study indicates that an increase in the QRS
interval is observed for hypertension patients. To have a much clear picture about the
variation of QRS interval, the histogram representation of the QRS interval is done.
The resulting histogram plots are shown in Fig. 4, in case of controlled the maximum
value of QRS interval is appeared to be 0.095 s, however in hypertension condition 8
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Fig. 3 Comparison of QRS interval to estimate the variation in ventricular activation time in
hypertension and controlled subjects

Fig. 4 Analysis of QRS interval in hypertension and controlled subjects using histogram plot

out of 30 patients were diagnosed with much wider QRS interval. The histogram
plot shown in Fig. 4, shows that in controlled case 26 patents were having the QRS
interval less than or equal to the 0.08 s where as in case of hypertension patients 23
patients were having the interval greater than or equal 0.08 s. The observation from
study is that the QRS complex in hypertension patients was much higher or closer
to the higher value, also 4 out of these 30 patients hypertension patients were having
QRS interval of 0.15 s, as higher QRS interval is correspond to the increased ventric-
ular activation time [21], hence the remodeling of the cardiac muscles is suspected
in these 4 patients. Further analysis of P-Wave and T-Wave is done to obtain more
information about the cardiac events.
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Fig. 5 Comparison of
P-Wave duration in
controlled and hyper-tension
patients

Figure 5 shows the boxplot of P-Wave duration of controlled and hypertension
patents. The P-Wave is seemed to be more disperse in Hypertension condition as
more than 50% patients of hypertension were having the wider P-Wave. Analysis of
the histogram plot showing the distribution P-Wave duration in subjects indicate that,
in case of 30 controlled subjects only 3 subjects were having the P-Wave duration
greater than 0.07 s whereas in case of hypertension 13 patients were diagnosed with
P-Wave duration greater than 0.07 s. Also the distribution is skewed toward the higher
P-Wave duration in hypertension patients. The combined analysis of the both figures
for P-Wave duration signifies that the hypertension patients are having the dispersion
in P-Wave, since the dispersion in P-Wave is related to the increased P-Wave terminal
force that means the excretion of extra force over heart muscles. The increased force
over the heart muscles may lead to the remodeling of the muscles or dysfunctionality
of the heart [8] (Fig. 6).

Another ECG feature (Figs. 7 and 8) that is evaluated for screening the patients
at risk of developing LVH is T-Wave. In process of supplying blood to various body

Fig. 6 Analysis of P-Wave duration in hypertension and controlled subjects using histogram plot
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Fig. 7 Comparison of T-Wave amplitude in controlled and hypertension patients

Fig. 8 Analysis of T-Wave amplitude in hypertension and controlled subjects using histogram plot

organs tallness in T-Wave amplitude is taken as a measure of extra effort put by the
ventricular muscles, more than 25% of hypertension patents are diagnosed with T-
Wave amplitude greater than that of maximum of controlled subjects, the histogram
representation of T-Wave amplitude shows that 27 out 30 controlled subjects are
having the T-Wave amplitude less than or equal to 0.3 mV whereas in case of hyper-
tension patients 11 out of 30 patients are diagnosed with T-amplitude greater than 0.
mV, this signifies that in the T-Wave is appeared as taller in hypertension condition.
The increase in T-Wave amplitude is considered as an effect of extra effort put by
the ventricular muscles. This extra effort could make the heart muscles harder and
may lead to the enlargement of the heart and develop the LVH [22].

The study signifies that the variation in the ECG features can be useful in diag-
nosing the stage of remodeling of cardiac muscles and increased muscle effort in
supplying the blood to body organs and the variation in ECG is manually calculated
by trained professionals via analyzing the time domain analysis of ECG signals. To
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Fig. 9 FDST based analysis of ECG signals and resulting spectrogram for controlled subjects

make the analysis easy and present a better visualization of the variation in ECG
features a FDST based spectrogram method is proposed.

Figure 9 shows the spectrogram for a controlled subject, most of the power in the
signal is cantered at the location of QRS, spectrogram shows that the distribution of
the power in the controlled subject is narrower in time domain andwider in frequency
domain that means the higher frequency (20–60 Hz) are present in case of controlled
subjects, the presence of higher frequencies making the spectrogram to appear as
sharp peak. Another observation from spectrogram is strength of ECG signal at the
location of P-Wave and T-Wave, the strength of ECG signals in controlled condition
is quite low as compared to the hypertension patients. FDST based spectrogram rep-
resentation for ECG signals of a hypertension patient screened for risk of LVH using
the statistical analysis is depicted in Fig. 10. The spectrogram is appeared to be quite
disperse in time domain and also having the presence of lower frequencies typically in
the range of 2–20Hz, also at location of P-Wave and T-Wave the strength of the signal
is little bit higher as compared to that of controlled subjects. The quantitive analysis
of the spectrogram for 30 controlled and 30 hypertension patients is presented in
Table 2 provided below, the 30 hypertension patients are further analyzed into two
sub groups of 26 patients without any indication of remodeling of cardiac muscles
and 4 subjects screened with indication of remodeling phase of cardiac muscles.
The patients who have shown the changes in ECG feature as explained by Usama
et al. are suspected for developing the LVH. The spectrogram of both the conditions
is depicted in Figs. 9 and 10 respectively, the spectrogram for each condition are
unique and easily distinguishable there they have capability to be used for assessing
the risk of developing LVH in hypertension condition. The results presented in the
paper are only primary and detailed investigation is required before adapting.
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Fig. 10 FDST based time-frequency analysis of ECG signals and resulting spectrogram for con-
trolled subjects

Table 2 Results from
quantitive analysis of ECG
features using FDST based
spectrogram

Category
analysis

Controlled HTN HTN (Risked of
LVH)

QRS (frequency
range Hz)

0–60 0–35 0–20

QRS interval
(ms)

55–95 60–120 120–150

P-Wave duration
(ms)

40–110 30–90 90–120

T-Wave
amplitude (mV)

−0.1–0.6 −0.2–0.6 0.4–0.6

4 Conclusion

The article presents the analysis of ECG signals and compares the variation in ECG
features. Based on the study presented by other researchers variation in ECG features
are correlated with the remodeling of the cardiac muscles, the patients whose ECG
signal changes indicate toward the changes in their cardiac muscles are identified
as patients with risk of developing LVH. The Time-Frequency analysis of the ECG
features is done using FDST approach and quantitive results for 60 patients are
presented. The spectrogram representation using FDST approach is proposed for
identifying the patient at risk of developing LVH. The unique and distinguishable
spectrogram for are obtained for each different condition. The divergent spectrograms
may be used for screening the patients at risk of developing LVH. The primary results
using the method are promising in identifying the LVH, however further analysis on
the proposed method is still required before adaption. Upon successful adaption the
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method can be used as a primary diagnostic tool for assessing the risk of LVH in
hypertension patients.
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Secure Image Restoration and Contrast
Enhancement Using Wavelet Transform
and Thresholding Technique

Kumari Suniti Singh, Yogesh Kumar Mishra and Harsh Vikram Singh

Abstract The paper represents a methodology which involves the use of Satel-
lite images taken from Satellite Imaging Corporation and Google Earth. This tech-
nique proposes a satellite image enhancement system in two steps which consists
of restoration and contrast enhancement. The work represents a methodology for
enhancement of Satellite images using wavelet transform such as Discrete wavelet
transform (DWT) and Stationary wavelet transform (SWT), thresholding and con-
trast enhancement using equalization based on absolute difference. The result of the
evaluation indicates that the technique obtains good PSNR value of satellite images.
The results also strengthen that the technique fares well in preserving the information
content of the satellite images and also improve the visual quality of images.

Keywords Satellite images · DWT · SWT · DWT with SWT · Thresholding and
equalization

1 Introduction

Satellite images play a significant role in providing geographical information. Satel-
lite image sensing provides quantitative and qualitative information which is used
for reducing the complexity of field work and time of study and analysis. Satellite
remote sensing agencies such as NASA, ISRO, etc., collects data and images at reg-
ular intervals which are used in various applications. The amount of data received
at data centres is very huge and it is increasing rapidly as the technology is chang-
ing at high speed and timely. Also the volume of data has been growing rapidly.
So we require successful and efficient techniques to extricate the data and provide
information of satellite pictures taken from monstrous satellites.

Satellite image enhancement procedures mostly used to remove the effects which
are caused by catching devices and to get the quality upgraded image for additional
utilization. Satellite pictures are captured from a very long distance, so they contain
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too much noise and distortion because of barometric boundaries. After capturing the
image, some radiometric and geometric amendments are completed on it, yet they are
not sufficient for one of the applications. It is very important to improve the restored
image before using it [1]. The most common issues occur in satellite images need to
be addressed such as noise, artifacts, grey scale/colour image, resolution, distortion,
high frequency content, etc.

The quality of satellite images can be acquired by increasing the contrast related
content of images. Resolution enhancement is one of the techniques to conquer the
drawbacks of satellite images. The change of satellite images might be done in both
spatial domain and in frequency domain. In frequency domain enhancement is done
using Fourier transform and where as in spatial domain it specifically operates on the
pixels of the image. Utilization of both methods, i.e., spatial and frequency domain
may utilize the benefits of both methods.

To improve extensive number of details of an image a band adaptive contrast
modification is used and also amplification of noise has been done by using various
filters. Transform domain methods are observed to be the best because in this appro-
priate transform can be determined that can be utilized for the better improvement of
satellite images. In addition to transform techniques there are different interpolation
techniques available which are used for enhancement. Wavelet transform plays a
very important role in satellite image enhancement.

In addition to wavelet techniques different types of wavelet filters are used for
satellite image enhancement. For image enhancement different wavelet families such
as Haar wavelet, Daubechies wavelet, Coiflets wavelet, Symlets wavelets, etc., are
used. All the wavelet family has its own specific property.

This paper is composed as follows:
Section 1. Introduction. Section 2. Overview of the proposed Scheme. Section 3.

The Proposed Method. Section 4. Results and Discussion. Section 5. Conclusion.

2 Overview of the Proposed Method

In this paper, Discrete wavelet transform (DWT), Stationary Wavelet Transform
(SWT), DWT with SWT transform are used; which are well-known techniques uti-
lized in image enhancement. Enhancement is achieved in two parts of the proposed
technique.

2.1 Discrete Wavelet Transform

If the functions capacity being expanded is a sequence of numbers, like samples
of a continuous function f(x), the subsequent coefficients are known as the discrete
wavelet transform (DWT) of f(x). The DWT transform match/pair can be given as
[2].
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Wϕ(j0, k) = 1√
M

∑

x

f (x)ϕj0,k(x) (1)

Wψ(j, k) = 1√
M

∑

x

f (x)ϕj,k(x) (2)

For j ≥ j0 and

F(x) = 1√
M

∑

K

Wϕ(j0, k)ϕj0,k(x) + 1√
M

∞∑

j=j0

∑

k

Wϕ(j, k)ϕj,k(x) (3)

Here f(x), ϕj0,k(x), and ψj,k(x) are elements of the discrete variable x = 0, 1, 2,
…, M − 1.

The high recurrence components are saved by using DWT. The input image is
decomposed into four sub groups that are low-low (LL), low-high (LH), high-low
(HL) andhigh-high (HH) [3, 4]. In this 2Dwavelet decompositionhas beenperformed
along the rows and then result is decomposed along the columns of an image.Discrete
wavelet transform can likewise be utilized for simple and quick noise removal of an
image. If we take only a predetermined number of highest coefficients of the DWT
spectrum, and we perform an inverse transform (IDWT) (with the same wavelet
premise) we can acquire more or less denoised image. There are different ways how
to pick the coefficients that will be kept [5–7].

2.2 Stationary Wavelet Transform

The Stationary Wavelet Transform algorithm (SWT) is a wavelet change algorithm
which overcomes the absence of translation-invariance of the DWT [8]. Translation-
invariance in SWT is accomplished by expelling the Downsamplers in the DWT.
SWT basically Upsamples the coefficients of filter by a factor 2(j−1) in the jth level
of algorithm. The SWT is naturally redundant type of plan, as the yield of each level
of SWT contains indistinguishable number of samples from contained in the input.
So after a decomposition of N levels wavelet coefficients have also a redundancy
of N [9]. Aside from (DWT), Stationary Wavelet Transform (SWT) is one of the
adaptable tools which are utilized presently in image processing. This strategy is
utilized on different image processing applications such as super resolution, multiple
depiction coding, video upgrading, facial remaking, etc. High frequency components
of satellite images are saved by using this method. Though, losses are minimized and
smoothened the images which are provided by SWT yet it has greater complexity
with compared to DWT.
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2.3 Thresholding Technique

To suppress the noise and restore the image various filters are used in image process-
ing. In addition to filters several thresholding techniques can also be used to restore
the image such as hard and soft thresholding.

Hard and soft thresholding with a specific threshold can be given as follows [10]:
The hard thresholding operator is characterized as

D(U , λ) = U for all |U | > λ

= 0 otherwise. (4)

The soft thresholding operator can be is given as

D(U , λ) = sgn(U )max(0, |U | − λ) (5)

where input data is standardized to a range between [−1, 1] and level of threshold
was put to λ = 0.5 in the Figs. 1 and 2.

Hard thresholding is a keep or kill technique and is more intuitive. Hard threshold-
ing preserves the edges and reduces noise at some extent. Though in soft thresholding,
coefficients above the threshold value shrinks in the absolute value. Soft threshold-
ing removes noise more efficiently but does not preserve edges. While at the main
sight hard thresholding seems like natural but the congruity of soft thresholding gives
some favourable advantages [10].

Fig. 1 Hard thresholding

Fig. 2 Soft thresholding
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A basic method of determining λ is by calculating percentage of coefficients
maxima. There are distinctive ways of picking the appropriate threshold value in
accordance to the noise level which is calculated by using the wavelet coefficients.
Noise level is basically variance calculated by using wavelet coefficients.

2.4 Threshold Selection

1. Universal Threshold: Soft thresholding with random Gaussian noise can be
resolved in a favourable manner for by using Universal threshold. Implemen-
tation of Universal thresholding scheme is easy however it furnishes a threshold
level which is larger than with other threshold decision criteria, hence it results
in smoother recreated information. Likewise this type of estimation does not
consider the content of the information, but only relies upon the data size [11].

λ = σ
√
2 log(n) (6)

where n is the size of image and σ is the standard deviation of noise.
2. Minimax Threshold: Minimax threshold rule works such that estimation error

which represents maximum risk of it across all locations of the data/information
has been minimized. This level of threshold relies on the relationship of noise
and signal in the input image/information [11].

λ = σλn (7)

where λn is determined by the minimax rule & σ is standard deviation of noise.
3. Spatial Adaptive Threshold: Spatial adaptive threshold is based on the local

variance of the input signal, which can be evaluated utilizing a local window by
moving around the data/information or,more efficiently, by using a context-based
clustering algorithm [11].

λ = σ 2/σU (8)

σU is the local variance of the input image.

2.5 Noise Variance Calculation

Calculate the standard deviation (σ ) of the noise from the wavelet coefficients using
a common estimation formula given by [11],
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σ = MAD

0.6745
(9)

where MAD denotes median of the absolute values of the wavelet coefficients. Here
median of the absolute values is calculated using cD coefficient of the wavelet.

3 The Proposed Method

The overall implementation of the proposed technique can be understood easily by
the following steps (Fig. 3):

1. DWT and SWT are applied on the input Satellite image using advanced db4
wavelet. Which decomposes the input image into Approximation coefficient
matrix cA and Detail coefficient matrixes cV, cH and cD. SWT is used to over-
come the lack of translational-invariance of the DWT.

2. Wavelet decomposition has been performed at a level 2.
3. Standard deviation of noise has been calculated by using Eq. (9) using the high

level detail coefficient.
4. Now threshold value has been estimated using minimax threshold rule.
5. After that hard thresholding technique is used to remove the noise (partially) and

to preserve the edges.
6. Inverse wavelet transform has been applied on both approximation and detail

coefficient to reconstruct the image.
7. Equalization has been performed by using absolute difference between error per

pixel after wavelet reconstruction and the input image pixels to get the enhanced
output image (Fig. 3).

4 Results and Discussion

In this section, simulation results are shown, which are carried out to evaluate the per-
formance of the proposed methodology. Figures 4a and 5c shows Original low con-
trast image taken from Satellite Imaging Corporation. In this paper, Satellite Image
Enhancement has been compared using three different standard wavelet transform
technique as given in Tables 1 and 2.

Commonly used parameters considered for evaluation of quality enhancement of
Satellite images are PSNR, MSE, SNR and SSIM.

1. PSNR (in dB): PSNR gives peak signal to noise ratio of the image. It can be
calculated by the formula given as [11],

PSNR = 10 log10

(
R2

)

MSE
(10)
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Fig. 3 Proposed methodology for satellite image enhancement

where R denotes the maximum fluctuation in the input image/data.
2. Mean Square Error (MSE): MSE represents the Mean square error between the

given input image/data Iin and the Output enhanced image Iorg [11].

MSE =
∑

i,j(Iin(i,j)−Iorg(i,j))2

MXN
(11)

3. Signal-to-Noise Ratio (SNR): SNR can be given as [12],
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Fig. 4 a Original low contrast satellite image. b Image enhanced by DWT technique. c Image
enhanced by SWT technique. d Image enhanced by DWTSWT technique

SNRrms =
∑M−1

i=0

∑N−1
j=0 I (i,j)2

org
∑M−1

i=0

∑N−1
j=0 [Iorg − Iin]2

(12)

4. Structural Similarity Index (SSIM): Structural Similarity Index is given as,

SSIM =
(
2μxμy + C1

)(
2σxy + C2

)
(
μ2
x + μ2

y + C1

)(
σ 2
x + σ 2

y + C2

) (13)

where c1 and c2 are the constants. Its values are c1 = (0.01 ∗ L)2 and c2 =
(0.03 ∗ L)2, L is dynamic range and its value is 255 for 8-bit grayscale image
(Table 2).
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Fig. 5 a Original low contrast satellite image. b Image enhanced by DWT technique. c Image
enhanced by SWT technique. d Image enhanced by DWT-SWT technique

Table 1 Comparison of results using different wavelet transforms

Parameters Image 4 Image 5

DWT SWT DWT-SWT DWT SWT DWT-SWT

PSNR 51.9401 51.9074 51.9896 55.1431 55.1784 55.4879

MSE 360.8700 362.0531 359.0893 261.9655 261.0437 253.0889

SNR 20.4509 20.0875 21.0633 15.5232 15.7597 18.6655

SSIM 0.8349 0.8334 0.8373 0.7793 0.7824 0.8141

Threshold 10.1617 10.6403 9.4147 10.1518 9.8502 7.0340
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Table 2 Threshold optimization for satellite images

Image4 Threshold 9.4147 5.4147 2.4147 0.4147 0.04147 10.4147 15.4147

PSNR 51.9896 52.2139 52.3074 52.3236 52.3137 51.9227 51.5607

SSIM 0.8373 0.8487 0.8541 0.8556 0.8554 0.8341 0.8188

Image5 Threshold 7.0340 5.0340 2.0340 0.0340 0.00340 8.0340 10.0340

PSNR 55.4879 55.6593 55.8069 55.8091 55.8020 55.3829 55.1569

SSIM 0.8141 0.8368 0.8615 0.8640 0.8632 0.8024 0.7805

5 Conclusion

In this paper, we considered contrast enhancement technique that can produce resul-
tant satellite image that looks better subjectively by restoring the image and con-
trast enhancement by equalizing the pixel intensities. The experimental results are
compared with three different transform techniques. The algorithm was applied on
different images taken from satellite. It has been observed that the DWT with SWT
technique provides better result compare to DWT and SWT technique because it uti-
lizes the translational invariance property of SWT. The transform domain Satellite
image enhancement algorithm on Satellite images, with thresholding and equaliza-
tion method demonstrates the robustness of the proposed algorithm. The robustness
of thewavelet transformmethods has been quantitativelymeasured by comparing the
PSNR, MSE, SNR and SSIM values with the original satellite images. In future, the
proposed transform domain algorithm can be combined with other transform algo-
rithms to obtain better enhancement of satellite images. This work can be extended
by using combination of spatial domain and wavelet transform (WT) domain for the
enhancement of satellite images. Also this algorithm can be combined with other
algorithm for both resolution and contrast enhancement of satellite images simulta-
neously. As we decrease the value of threshold PSNR is increased and also visual
quality of image increases. Threshold can also be optimized by using other transform
technique for a particular satellite image, for increasing the quality of image.
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An Efficient Image Watermarking
Technique Based on IWT-DCT-SVD

Priyank Khare and Vinay Kumar Srivastava

Abstract Confidentiality of multimedia data such as image must be protected from
illicit users. Thus, a novel image watermarking technique using Integer Wavelet
Transform (IWT), Discrete Cosine Transform (DCT), and Singular Value Decompo-
sition (SVD) is proposed in this paper. LL (low-low) subband is selected after apply-
ing one-level IWT on host image, which is further processed with DCT. Embedding
of watermark is performed directly into Singular Values (SVs) of transformed image.
Robustness of proposed technique is comprehensively determined under various set
of attacks such as scaling and histogram equalization. The comparative study is also
done among proposed technique and other prevailing techniques and experimental
results clearly indicate effectiveness of this proposed method.

Keywords Image watermarking · Integer wavelet transform · Discrete cosine
transform · Singular value decomposition · Robustness

1 Introduction

Digital technology has rapidly advanced in previous years due to Internet. The Inter-
net has become a convenient medium for exchanging multimedia contents such as
images, video, and audio etc. among different users in a very short duration of time.
This exchange of information must be secured from various illicit users which gen-
erally manipulates, tampers the data easily. So, there is a requirement of technique
which can provide copyright protection. Image watermarking [1] is a method which
ensures security against these malicious attacks. In this technique, generally, confi-
dential information such as the logo of the organization, is made hidden inside the
original host image in such amanner that it becomes imperceptible. This information
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can be later extracted by authorized users at receiver side. Salient features of water-
marking technique are imperceptibility, robustness, capacity, and security. Impercep-
tibility signifies the perceptual invisibility among original and watermarked images.
Robustness indicates strength of algorithm against various attacks such as filtering
and translation etc. whereas capacity defines amount of bits embedded in watermark.
Lastly, security ensures copyright protection. Mainly watermarking techniques are
categorized into two domains; first is spatial domain and second is transform domain.
Embedding takes place by just varying pixel values of image [2], whereas in trans-
form domain, transform coefficients are altered for embedding of watermark. Var-
ious transforms employed are DCT, Discrete Wavelet Transform (DWT), etc. This
method is superior over spatial domain in terms of robustness. Recently researchers
started using the fusion of several transforms such as DCT-SVD [3], DWT-SVD [4],
DCT-DWT-SVD [5], etc. to strengthen robustness and imperceptibility.

Sakthivel and Sankar [6] developed an approach using IWT and SVD. LL2 sub-
band of IWT decomposed cover image is used for embedding of the watermark. This
method is also tested using Verilog for hardware implementation. In [7], the authors
suggested a method in which original image is decomposed using DWT in various
subbands followed by SVD. SVD is performed on watermark image. Finally, SVs
of watermark are embedded with SVs of DWT transformed image. This results in a
non-blind method. Authors in [8] developed a SVD-based approach which directly
embeds watermark into SVs of host image. Though this method achieves low robust-
ness. In [9], researchers investigated method using IWT-SVD-Arnold Transform
(AT). In their approach, IWT decomposes cover image resulting in various sub-
bands, subsequently, SVD of each subband is performed. Watermark is scrambled
using AT to provide security. Scrambled watermark is directly embedded into SVs of
transformed host image. Thismethod shows good degree of robustness. Lagzian et al.
[10] developed method similar to [7]. The only difference is that Redundant Discrete
Wavelet Transform (RDWT) is used instead of DWT. Researchers in [11] suggested
a method based on significant difference of IWT coefficients. Largest coefficients of
randomized HL3 subband are chosen for embedding of watermark.

The remaining portion of this paper is arranged as follows: Preliminaries about
IWT, DCT, and SVD are discussed in Sect. 2 whereas Sect. 3 discusses the proposed
watermarking technique. Section 4 deals with experimental results. Conclusions are
presented in Sect. 5.

2 Preliminaries

2.1 Integer Wavelet Transform

Sweldens [12] introduces Lifting Wavelet Transform (LWT) which overcomes lim-
itations of DWT. In LWT, mapping is performed between integers to integers which
completely eliminates truncation. LWT also requires lesser memory requirement.
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Fig. 1 Schematic diagram
for LWT

IWT uses this lifting scheme, as this process is reversible. Hence, perfect reconstruc-
tion is achieved. The steps for lifting scheme are summarized below:

Split: Input signal “I” is splitted in even “Ie” and odd samples “Io”.
Predict: In this phase, the predictor is used to determine the odd samples from even
samples.
Update: Predicted sample output is used to generate new even samples with the help
of original even samples.

Figure 1 presents the implementation of the lifting scheme where “H” and “L”
denotes output of predictor and update stages.

2.2 Discrete Cosine Transform (DCT)

DCT is an image transform used for converting image to frequency domain from spa-
tial domain [13]. Application of DCT on the image can be represented as weighted
sum of sinusoids oscillating at various frequencies. DCT is a real and orthogonal
transform which is having excellent energy compaction and data decorrelation prop-
erties.

I (U, V ) = 2√
MN

β(U )β(V )

N−1∑

y=0

M−1∑

x=0

(
i(x, y) cos

(
U (2x + 1)π

2M

)
cos

(
V (2y + 1)π

2N

))
(1)

Equation (1) denotes DCT of an image “i(x, y)”, here U = 0, 1, 2 … M − 1 and
V = 0, 1, 2 … N − 1. β(U) and β (V) are constants.

2.3 Singular Value Decomposition (SVD)

In linear algebra, diagonalization of any real matrix can be easily performed with
SVD. SVD [14] decomposes a real matrix “R” into three matrices as orthogonal
matrices U, V, and diagonal matrix “S” which contains singular values arranged in
decreasing manner. SVD is effectively used due to fact that it resists slight variations
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on image; hence, providing excellent stability to SVs which are used for embedding
and extraction of watermark.

R = URSRV
T
R (2)

3 Proposed Algorithm

This section presents the watermark embedding and extraction algorithms in detail.
The schematic diagram of proposed embedding and extraction are shown in Fig. 2
and Fig. 3, respectively.

3.1 Embedding Algorithm

Watermark embedding is explained below in the following steps:

• Host image “F” is decomposed in various subbands (LL, HL, LH, and HH) using
1-level IWT.

• Now LL subband is chosen for embedding and DCT is applied on it resulting in
“FDCT”.

• SVs of “FDCT” are obtained using SVD.

Fig. 2 Schematic diagram for embedding process
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Fig. 3 Schematic diagram for extraction process

FDCT = Ui Si V iT (3)

• Watermark is directly embedded into SVs “Si” of “FDCT” according to Eq. (4).

Snew = Si + α ∗ W (4)

here “α” is scaling factor whose value is taken as 0.05.

• New SVs “Snew” are again modified using SVD.

(Snew) = Ui
pS

i
pV

iT
p (5)

• New modified coefficients of IWT for LL subband are obtained as “Fnew”.

Fnew = Ui SipV
iT (6)

• Lastly, inverse DCT followed by inverse IWT is applied on “Fnew” to obtain “Fw”
as watermarked image.
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3.2 Extraction Algorithm

This subsection discusses the extraction of watermark from watermarked image
“Fw”.

• 1-Level IWT is performed on “Fw” to split into various frequencies subbands.
• Now, DCT of LL subband is performed for obtaining “F∗

DCT ”.• SVs of “F∗
DCT ” are obtained using SVD.

F∗
DCT = U ∗i S∗i V ∗iT (7)

• Calculate “Di” according to Eq. (8).

Di = Ui
pS

∗i V iT
p (8)

• Watermark “W*” is extracted as

W ∗ = (
Di − Si

)
/α (9)

4 Experimental Results

This section highlights various simulation results of the proposed method. The pro-
posed algorithm is tested on three standard grayscale images which are chosen as
“Lena”, “Boat”, and “Lake” of 512 × 512, whereas “Cameraman” image of 256 ×
256 is taken as watermark as shown in Fig. 4 whereas Fig. 5 demonstrates different
watermarked images and extracted watermark. MATLAB is used to implement the
proposed method.

Fig. 4 Different host images a Lena. b Boat. c Lake. d Watermark image
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Fig. 5 Different watermarked images a Lena. b Boat. c Lake. d Extracted watermark image

Proposed technique performance is evaluated with Peak Signal to Noise Ratio
(PSNR), Structural Similarity Index (SSIM), andNormalizedCorrelationCoefficient
(NCC). PSNR and SSIM are parameters used to measure imperceptibility of scheme.
Imperceptibility means visually both original and watermarked images should be
analogous. PSNR above 25 dB is acceptable. Mathematically PSNR is given as

PSN R = 10 × log10

(
255

MSE

2)
(10)

whereMSE ismean square error evaluated between original andwatermarked image.
SSIM [15] gives information about the structural similarity between original and
watermarked images.

SSI M(x, y) = (2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
(11)

hereμx,μy are mean of x and y. σ x, σ y are the standard deviation of x and y, whereas
σ xy is covariance between x and y, respectively.

NCC is another parameter used to measure the robustness of the proposed scheme
against signal processing attacks like sharpening, rotation, etc. NCC values should
lie close to +1 for acceptable recovery of watermark. NCC is given by Eq. (12)

NCC =
∑c

a=1

∑d
b=1[W (a, b)W ∗(a, b)]√∑c

a=1

∑d
b=1[W (a, b)]2

√∑c
a=1

∑d
b=1[W

∗(a, b)]2
(12)

where W, W* are original and extracted watermark, respectively.

Table 1 PSNR, SSIM and
NCC values for various
images under no attacks

Image PSNR (dB) NCC SSIM

Lena 47.4396 1.0 0.9980

Boat 51.9673 1.0 0.9985

Lake 52.5517 1.0 0.9988
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Table 1 presents the value of PSNR, SSIM and NCC for various host images.
It can be concluded from results that the proposed scheme attains high value of
performance parameters under no attacks.

Table 2 tabulates NCC values of the extracted watermark from different water-
marked images under numerous attacks. Proposed technique shows good robustness
toward these attacks.

The comparative study among proposed scheme and existing techniques such as
[7, 9] is carried out in Table 3. Clearly, the proposed scheme surpasses the other
existing methods.

Table 2 Robustness of
proposed scheme under
various attacks

Attacks Lena Boat Lake

Salt and pepper noise (0.001) 1.00 1.00 1.00

Gaussian noise (0, 0.3) 0.9904 0.9977 0.9878

Histogram equalization 0.9831 0.9881 0.9937

Gaussian filter (3 × 3) 0.999 1.00 1.00

Median filtering (3 × 3) 0.9996 1.00 0.9989

JPEG compression (Q = 50) 1.00 1.00 1.00

Rotation (50°) 0.8873 0.9066 0.8846

Scaling (0.5, 2) 0.9996 1.00 0.9995

Cut (20 rows) 0.9977 0.9962 0.9965

Translation [10 10] 0.9996 0.9992 0.9995

Table 3 Robustness
comparison among proposed
scheme and existing schemes

Attacks Ganic and
Eskicioglu
[7]

Makbol and
Khoo [9]

Proposed
method

Gaussian
noise (0, 0.3)

0.865 0.77 0.9904

Histogram
equalization

0.586 0.986 0.9831

Median
filtering (3 ×
3)

– 0.981 0.9996

JPEG com-
pression(Q =
30)

0.993 0.994 1.00

Scaling (0.5,
2)

0.940 0.971 0.9996

Cut (20
rows)

– 0.99 0.9977

Sharpening 0.528 0.950 1.00
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5 Conclusions

A novel approach of image watermarking is proposed in this paper which uses a
combination of IWT-DCT-SVD. IWT makes scheme faster since it directly maps
integer to integer. A fair amount of robustness is achieved by using LL subband for
embedding the watermark. Direct insertion of watermark makes the scheme blind.
It can be noticed from analysis of experimental results that the proposed scheme
attains high values of PSNR andNCC against attacks. On comparisonwith prevailing
schemes [7, 9] present in the literature, the proposed method is found to be more
robust. Hence, an effective technique of watermarking is developed in this paper.
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Sparse Matrix Completion for Effective
Recommendation System

Vivek Kumar Singh, Anubhav Shivhare and Manish Kumar

Abstract In this era of information retrieval, the revenue of the e-commerce system
mainly rely upon how intelligently information is being processed and decision are
being made. In this paper, the problem of unavailability of complete information
is targeted for information processing and decision-making in e-commerce domain.
The existing system which works on a similar phenomenon is known as recommen-
dation system which becomes the most evolving subject in the area of electronically
operated markets. However, the decision-making capability and suggestive nature
of these techniques have improved the overall output of the electronic market, but
lacking behind where sufficient information is not available. In literature, most of
the existing schemes are designed using collaborative filtering and content-based
recommendations with KNN and K-means. But, huge increment in the number of
online users and their varied pattern of purchasing goods increase the sparsity in
information matrix due to which neighbor selection is getting more problematic.
The proposed recommended system embeds the collaborative filtering method to
complete the obtained incomplete matrix which lifts the aforementioned problem of
high sparsity in data. The proposed scheme is verified and validated over different
datasets and achieve significant results over existing schemes.
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1 Introduction

Recently, the recommendation system becomes a game-changing framework for not
only e-commerce industries like Flipkart, Amazon, etc., but also for many other
online business platforms such as Facebook and YouTube. [1, 2]. Every day, this
platform comes with various choices and options like what to eat? where to go?
what to read? What to wear? What movie to rent? What stock to buy? What blog
post to read? The availability of these online platforms in such a highly competitive
environment presents a wide variety of same products with different pricings which
leads buyers or subscribers in confusion in terms of quality and assurance. In order to
avoid such confusion among the customers, bigger companies likeAmazon, Flipkart,
Netflix, and Ebay have adopted the technique of recommendation based on the past
user’s experience and their needs. The commercial success of these bigger firms have
been studied in recent yearswhich states that the user satisfaction and the ease of post-
purchase support impact the performance in terms of revenue. The indirect nature
of marketing of these companies impose more difficulty in attracting the customers,
the only way is recommendation based on past experiences and user’s rating.

The reason behind the continuous research is the relevancy and uniqueness of
products being recommended is a big question in today’s competitive environment
as size of data available over Internetmislead these systems and poorly perform in real
time. For example, Netflix has over 17,000 movies in its selection, and Amazon has
over 410,000 titles in its Kindle store alone. Discovery in information spaces of this
magnitude is a known challenge in this field. Even simple decisionwhatmovie should
I see this weekend? can be difficult without prior direct knowledge of the candidates
and with this growing technology, people want everything to be on point even with
the decision. So, this is a simple scenario where the recommendation system comes
in the picture. Computer-based systems provide the opportunity to expand the set of
people from whom users can obtain recommendations. This system also enables the
analyst to mine user’s history and stated preferences for patterns. However, many
schemes exist which provide more or less some predictions or recommendations by
recognizing the buying pattern of the customers and matching that pattern with other
customer’s buying pattern. But, it must interact with the user for both to learn the
user’s preferences and provide recommendations. To achieve relevancy and user sat-
isfaction for these recommendations, systems must have accurate and relevant data
from which to compute their recommendations and preferences, leading to work on
how to collect reliable data and reduce the noise in user preference datasets. Multiple
techniques have been deployed by researchers for fast and accurate prediction based
on user preferences like PCA-GAKM is utilized in [3] to search in dense movie
space and performance results have been validated using Movielens dataset. Simi-
larly, PCA-SOM has been refined in [4] based on the local data distribution stored
in covariance matrix such that no prior information of the principal subspace is
required. Similarly, K-means (KM), GA-based KM (GAKM), and PCA-KM results
for prediction performances have been analyzed in many research works like [5]. In
this work, the problem of sparsity in the obtained information from different users
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is handled with the matrix completion approach and the recommendation is done
using a collaborative filtering method over obtained complete matrix. The proposed
scheme works in two phases: The first phase illustrates how the incomplete user’s
information can be completed based on their interest and similarity. In the second
phase, the collaborative filtering uses the Pearson Correlation coefficient to compute
the similarity in two rows of the obtained matrix. Based on the similarity index, the
system suggests recommendations to the users. The main contributions of this work
are

– Sparsity in incomplete information matrix obtained through similar users is taken
care of using matrix completion approach.

– The obtained complete matrix is then used for getting recommendations using
collaborative filteringwhich significantly increases the performance of the system.

The rest of the paper is organized as, Sect. 2 presents the existing work done in
the same domain, Sect. 3 describes the problem statement, the proposed idea is dis-
cussed in Sect. 4, Sect. 5 explains the results obtained and Sect. 6 gives the concluding
remarks.

2 Related Works

In recommendation systems, Top-N recommender is a widely researched application
by industry and academia alike. In [6], authors maintain a low-rank attribute matrix
and also keep original information to improve the prediction performance. Further,
reliable prediction for unrated items is proposed in [7] using low-rank and sparse
matrix completion (LRSMC) algorithm which derives rating matrix to improve the
prediction. In the last decade, matrix factorization has been used to solve the prob-
lem of collaborative filtering. The idea was to factorize the rating matrix into a lower
dimension based on user dependent vectors either by using SGD [8]; alternating
least square methods [9] and probabilistic matrix factorization [10]. Earlier, tradi-
tional algorithms for collaborative filtering rely on user-item relational matrix, but
these algorithms have limited application in a cold start situation. Hence, specifi-
cally for cold start problems, trust networks [11, 12] and social tags [13] have been
utilized to collect auxiliary information or user-related attributes. Authors in [14]
have leveraged similarity between users and to summation of weighted ratings to
simply predict ratings for new user. Recently, due to great achievements in the field
of imaging and artificial intelligence, research interest is increased in recommenda-
tion systems. Collaborative deep learning is a recent example that uses deep learning
methods for recommendation systems. It takes user situation, interaction, and implicit
behavior into account to make recommendations. Timestamp and location informa-
tion in addition to this scheme further increase the performance of recommendation
system like TimeSVD++ [15]. This model changes static and latent factors to time-
dependent parameters to change the user interaction dynamics. To handle the cold
start problem for a new user or a new item, social trust networks [12], tagging system
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[13], and interview process have been taken into account. Due to data security and
user privacy issues of cyber security paradigms, such approaches face challenges in
data collection. Hence, the collection of item-related attributes becomes important
especially for cold start problems. Despite great attempts to solve the problem, the
following research gaps still exist. First, it is difficult to find the features of a newly
introduced item using rough attributes. Second, collecting and using the attribute
information through networks, tagging, key words, etc., is time and cost consuming.
Lastly, many proposed solutions using probabilistic models for user recommenda-
tion system [16] do not take time information into account. In this work, authors
try to address these issues by integrating deep learning and collaborative filtering to
increase the performance of recommendation system, in particular for a cold start
situation.

3 Problem Definition

In the past decade, recommendation systems have improved rapidly and growing day
by day. With the rapid growth of information over these online platforms, it becomes
much more demanding for effectively extracting useful information. Platforms like
Amazon, Netfilx, Wynk, etc., are continuously using such systems so that the cus-
tomers has less task to search the desired option and are more likely attracted to the
platform for future needs. This makes the platform more in demand and likeD by
all. But the process of preparing one is a tedious task. A recommendation system
can be divided into mainly three categories: neighborhood-based collaborative fil-
tering, model-based collaborative filtering, and ranking-based methods. Although,
many schemes are proposed in each category, all work on the fact that the amount
of information present is sufficient for inferential task and recommendation to be
suggested. Based on these facts, the following problems focused in this work are as
follows:

1. High sparsity in obtained information The various availability of the products
or services on these online platforms provides the user a wide range to compare
the quality and cost which consequently leads to sparse entries in the information
matrix as the choice of one user may vary from the others. Due to rare avail-
ability of information for each item or user category, the sparseness increases
and makes this task of inference a tedious one for analyst or system based on
which recommendation can be made. So, sparsity is a major issue which must be
addressed while designing a recommended system to improve the performance
of the system.

2. No information i.e. cold start problem The cold start is a potential problem in
computer-based information systems which involves a degree of automated data
modeling. Specifically, it concerns with the issue that the system cannot draw
any inference from the user or item about which it has not gathered sufficient
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information. There are basically three kinds of cold start problem which can be
classified as

– User cold start: When new users enter in the lobby and there is no history
available for recommendations.

– Item cold start: When new item added in the product catalog and there is no
history of user’s rating available.

So, the problems discussed here not only improve the demand of the platform but
also increase the accuracy of the recommendation system.

4 Methodology and Implementation

The general principle of the recommendation system is to identify the similarities
among users/items. For example, item-based k-nearest-neighbor (Item KNN) which
is a collaborative filtering method first identifies a set of similar items for each of
the items that the consumer has purchased, and then recommend Top N items based
on those similar items. However, it suffers from low accuracy due to the fact of
unavailability of sufficient data, i.e., known as cold start problem. The problem of
sparse data availability in both User cold start and Item cold start cases is handled
by matrix completion approach of sparse data recovery by using Jaccard distance
and cosine similarity index and then the collaborative filtering approach is used to
get the recommendations over complete matrix. But, the drawback which comes up
with Jaccard distance for similarity checking ignores the rating values and missing
values. So, we embed cosine similarity index checking with collaborative filtering.

4.1 Matrix Completion

Jaccard Distance: The Jaccard distance is an statistic to measure the similarity or
diversity in the sample set, defined as (Tables1 and 2)

J (X,Y ) = |X ∩ Y |
|X ∪ Y | = |X ∩ Y |

|X | + |Y | − |X ∩ Y | (1)

Here, X ∩ Y = 1, X ∪ Y = 5
Hence, Jaccord Similarity= 1

5 , JaccordDistance= 4
5 ;When X ∩ Y = 2, X ∪ Y =

4 Jaccord Similarity = 2
4 , Jaccord Distance= 1

2 .
The problem with the Jaccard index is it only takes the presence of element under

consideration and not the magnitude of the element. But, in our case, the magnitude
of the element is equally important as the presence is important. Because the presence
of an element signifies that the product should be recommended but the magnitude
of the element signifies the priority of the product being recommended. In case
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of neglecting the magnitude, the relevant products might not be recommended. In
that case, the cosine similarity index is used. Although, Jaccard distance is able to
recommend but not gives relevancy in the recommended products.

Cosine Similarity: The cosine similarity between user profile x and item profile
i can be estimated as

U (x, i) = cos() = (x, i)

|x ||i | (2)

The cosine index of two attributes signifies more similarity in case of smaller angle
and shows high dissimilarity between attributes if the angle is large. The cosine of
the angle between X and Y is 0.38. The cosine of the angle between X and Z is 0.32.
Large cosine value implies a smaller angle and therefore smaller distance. Thus, X
is closer to Y as compared to Z. Similarity among these attributes are very close to
each other but the problem is that it treats missing rating as negative which is not
accepted. So, initially, we assign 0 to empty boxes and it implies that users have not
rated the particular item. The scheme calculates the initial cosine index for each entry
and then fills up the missing entries with the average value of respective column by
normalizing the value. As all the values are between 0 and 1, so normalizing it at it’s
mean brings the missing entries (i.e., 0) more closer to other similarity indexes. It
implies the least prioritized item in the recommended items list with centered cosine
index rather than removing it from the list of recommendations.

Centered Cosine Similarity: Normalize rating by subtracting row mean, i.e., we
have centered the rating of each user around zero. Zero becomes average rating for
every user. The cosine similarity ofXandYnowbecomes 0.092. The cosine similarity
of X and Z now becomes 0.083. Now, similarity(X,Y) is greater than similarity(X,Z)

Table 1 Finding Jaccord Distance

Name HP1 HP2 HP3 TW SW1 SW2 SW3

X 4 5 1

Y 5 5 4

Z 2 4 5

W 3 3

Table 2 Finding jaccord distance

Name HP1 HP2 HP3 TW SW1 SW2 SW3

A 2
3

5
3

−7
3

B 1
3

1
3

−2
3

C −5
3

1
3

4
3

D 0 0
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and missing rating treated as an average. Thus, on the purchase of item X, priority
of item Y in the recommendation list gets higher value in comparison to item Z.

Now, for filtering the noise from the completed matrix, collaborative filtering is
applied to get themore relevant similaritymatrix. It is applied over normalizedmatrix
obtained through cosine similarity index. The collaborative filtering is based on the
user preference that is being generated from the Pearson correlation coefficient. It
computes the similarity between nth user and other users. In simple words, Pearson
correlation computes the statistical correlation among two items and their mutual
ratings to determine their similarity. The PCC can be formulated as

S(u, v) =
∑

i=Iu∩Iv
(ru, i − ru)(rv, i − rv)

√∑
i=Iu∩Iv

(ru, i − ru)2
√∑

i=Iu∩Iv
(rv, i − rv)2

(3)

The value of S(u, v) ranges from −1 to 1. Here, we observe that if a value equals
to −1, then that is said to be a perfect negative indication correlation. It means
there is no similarity between the n users and other users and vice versa. For the
movie and their users, K-means algorithm aims to partition these users into k groups
automatically.

J =
k∑

j=1

n∑

i=1

||x j
i − C j ||2 (4)

where J = Objective Function, k = number of clusters, n = number of cases, C j =
Centroid, and ||x j

i − C j ||2 = Distance Function
We then evaluate the performance of the proposed method using mean absolute

errors. We know that mean absolute error(MAE) is a measure of statistical accuracy
through which the accuracy of the scheme is defined.

MAE =
∑ |Pi j − rI j |

M
(5)

where M is the total number of predicted movies, Pi j represents the predicted value
for user i on item j , and ri j is the true rating.

5 Results and Evaluation

Results have been put in this section to support the concepts proposed in this scheme.
The scheme has been evaluated on two parameters

1. Scheme evaluation on different datasets from UCI libraries to find corresponding
MAE value, as shown in (Table3).

2. Figure1 shows a comparative analysis of proposed scheme with various existing
recommendation system techniques in pictorial format.
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Table 3 Table for MAE Based on Datasets

udata20 u.data20 u.data30 u.data40 u.data50 u.data60 u.data70 u.data80 u.data90 u.data100

0.8254 0.8124 0.8758 0.8125 0.8485 0.8958 0.8214 0.8485 0.8412 0.8589

Fig. 1 Comparison of MAE
Values Based on Different
Techniques

MAE is calculated on different dataset files, namely udata20, u.data20, u.data30,
udata40, u.data50, u.data60, u.data70, u.data80, u.data90, u.data100. These files
contain a different number of movies described as parameter x . Later, individual
MAE for each dataset is combined to get absolute MAE for entire movie dataset.
Thus, the model based on collaborative filtering uses concept of matrix completion
to create a movie rating and recommendation systemwith minimal noise. It is clearly
observable that MAE over different datasets is minimum for u.data70 and MAE is
also minimum for the proposed scheme compared to other existing schemes. This is
because, for cold start problems, K-means has been used to find the initial correla-
tion, while Pearson correlation coefficient helps in finding actual correlation among
users, items (here, movies), and systems. As a result, the proposed scheme outper-
forms other schemes in the domain of collaborative filtering because they mostly use
traditional classification and clustering algorithms that too at a single-stage level;
and thus provide a limited solution to cold start problems.

6 Conclusion

Thepaper targeted the problemof sparsity in information for recommendation system
applicable in various application domains. The approach used in the work is the
combination of collaborative filtering with matrix completion approaches which
has lifted the problem of sparsity. The sequential working of these techniques has
improved the performance of the system and accuracy by 5% in comparison to
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existing schemes. Besides this, for future work, we can continue to improve our
work approach that possibly can deal with a larger dataset.
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Realization of Efficient Architectures
for Digital Filters: A Survey

Prashant Kumar , Prabhat Chandra Shrivastava, Manish Tiwari
and Amit Dhawan

Abstract Digital filters are considered as one of the most important parts of sig-
nal processing. Due to lots of advancements in VLSI designs, the dedicated hard-
ware design for the 2-D digital filters snatched the attention of researchers. This
paper briefly discusses the challenges of 2-D digital filter’s architecture designs and
presents the review on suggested methodologies and efficient architectures for 2-D
digital filters. A discussion on architectures for separable 2-D digital filters is also
presented. In many applications, the frequency response of digital filters poses cer-
tain symmetries and due to that, the dedicated architectures require a lesser number
of multipliers. So, the suggested architectures for these filters are discussed in this
paper. Furthermore, a short review of architectures for 2-D block processing is also
given. Moreover, this paper also presents the comparative analysis of hardware and
time complexities of all suggested architectures..

Keywords 2-D digital filter · Systolic architecture · Symmetries in digital filters ·
Block filtering

1 Introduction

Two-dimensional (2-D) digital filter plays a vital role in signal processing. It finds
its applications in many image and video processing areas including image enhance-
ment [1], image restoration [2], face recognition [3], beamforming [3], seismic data
processing [4], satellite communication [4], digital video processing [5], etc. Fur-
ther, it can be categorized into two parts, i.e., finite impulse response (FIR) digital
filter and infinite impulse response (IIR) filter. IIR filter has high computational effi-
ciency. It is always preferred over the FIR digital filter when magnitude response is
the main concern. FIR filter has the advantage of simplicity in design and numerical
stability. It is widely used when the applications require preserving the linear phase.
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These 2-D IIR and 2-D FIR filters can be processed using the general-purpose com-
puter but it may not suitable for processing the large data for real-time applications.
Real-time applications require a high-throughput system to process the large data
[6]. In the past few decades, lots of advancements take place in the area of VLSI
design. So, the dedicated architecture for digital filter design snatched the atten-
tion of researchers. For the dedicated architectures, high-throughput, compactness
in size, and low-power consumption are the main characteristics. In the recent past,
many efficient architectures [7–29] for 2-D digital filters have been suggested by
the researchers. Zhang [9] and Venetsanopoulos [10] have drawn the systolic archi-
tecture for 2-D digital filter directly from transfer function. In these architectures,
authors have not mentioned the input scanning methodologies and also the suggested
architectures have very long critical path. Further, Sid-Ahmed in [11] has suggested
the systolic architecture for the 2-D IIR filter. The suggested architecture is designed
for the raster scanning of inputs. The suggested architecture is a mixture of direct
form and transposed form systolic architecture. It requires a large number of delay
elements. The number of delay elements requirement in 2-D IIR filter has reduced
by Sunder [12]. Later, Shanbhag has suggested the systolic architecture that has zero
latency in output computation in [13]. Similar to [13], architecture for 2-D FIR filter
can be also drawn in the same manner. From [14–16, 30, 31], it can be observed
that global broadcast path in architecture affects the time performance at the circuit
level in VLSI design. Global broadcast path in the 2-D digital filter is minimized by
the Van [14–16]. Van [15, 16] has also shown that the proposed architectures have
lesser storage error than the earlier reported architecture. Further, Khoo [17] has also
proposed the new systolic architecture for the 2-D digital filter with the local broad-
cast path. The proposed architecture requires a lesser number of delay elements than
[16]. In [18], a different framework has been suggested by Khoo to reduce the global
broadcast path in 2-D digital filters.

Separable architecture for 2-D digital filters are less sensitive toward the quan-
tization errors and in dedicated hardware design, it requires a lesser number of
multipliers, storage elements, and adders. Mohanty [19] has suggested the sepa-
rable architecture for the 2-D FIR filter. In this suggested architecture, they have
removed intermediate transposition which is required in the conventional design. It
also reduces the latency in output computation. Two versions of separable architec-
tures namely, Type 1 and Type 2 for 2-D IIR filter are suggested by Khoo [17]. In
both suggested architectures, they have minimized the global broadcast path. Type
2 version of architecture has lesser critical path delay than the Type-1.

In many filtering applications, 2-D digital filters pose certain kind of symmetries
in frequency response, which in result comes with some relationship among the filter
coefficients. Reddy [20] has discussed the symmetries in 2-D digital filters in detail.
Based on Reddy’s discussions, Chen [21] has suggested the systolic architecture
for 2-D IIR digital filter and 2-D FIR digital filter for diagonal symmetry. Further,
Khoo [17] and Chen [21–24] have suggested the efficient architectures for separable
2-D IIR filter for diagonal symmetry, quadrantal symmetry, fourfold symmetry, and
octagonal symmetry. In all these suggested architecture [17, 23, 24], they have applied
the symmetries on the separable architectures of 2-D IIR filter, since the separable
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structure requires a lesser number of multipliers and due to the symmetries, it can
be reduced further.

To meet the high-speed demands, block input processing is a frequently used
method in a general computer-based signal processing. The same can be done with
dedicated hardware design but in dedicated hardware design, hardware complexities
increase linearly with block inputs. Kawan [25] has suggested the systolic architec-
ture block input processing for the 2-D IIR filter andMohanty [26] has suggested the
cell-level systolic architecture for 2-D block FIR filters. Further, Mohanty in [27] has
explored the memory sharing in block filtering filter that reduces the number of delay
elements in the architecture. In [27], they have also suggested the architecture for
separable 2-D block FIR filtering. Recently, Kumar [28] has suggested the improved
architectures for the 2-D block FIR filter which further reduces the number of delay
elements as well as the delay in critical path.

Organization of this paper is as follows. In the next section, we have briefly
discussed the suggested architectures of 2-D FIR and 2-D IIR filter. A brief study
of separable 2-D digital filters and their architectures are given in Sect. 3. Section 4
discusses the symmetry in 2-D digital filters. A review on 2-D block digital filters is
given in Sect. 5.

2 2-D Digital Filters

Input–output relation for 2-D IIR filter can be given as

y(m, n) =
N∑

i=0

N∑

j=0

x(m − i, n − j) ai j +
N∑

i=0

N∑

j=0
i+ j �=0

y(m − i, n − j) bi j , (1)

and for 2-D FIR filter, output expression for 2-D FIR filter can be given as

y(m, n) =
N∑

i=0

N∑

j=0

x(m − i, n − j) hi j . (2)

where N X N is the order of the filter, ai j and bi j is the filter coefficient of 2-D IIR
filter, hi j is the filter coefficients of 2-D FIR filter, andm and n are the signal represen-
tation into the two independent directions. From (1) and (2), it can be observed that
themathematical representations for both equations are similar. From the observation
point of view, the output’s equation of 2-D IIR filter can be said as the combination
of two 2-D FIR filter expressions. Therefore, the realization of structures for 2-D IIR
and 2-D FIR filter may follow similar patterns. Hence, the architecture realizations
for both digital filters are further discussed parallelly. Z-transform for (1) and (2) can
be expressed as
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Y f ir (z1, z2) =
N∑

i=0

N∑

j=0

X (z1, z2) hi j z
−i
1 z− j

2 (3a)

and

Yiir (z1, z2) =
N∑

i=0

N∑

j=0

ai j X (z1, z2)z
− j
2 z−i

1 +
N∑

i=0

N∑

j = 0
i + j �= 0

bi jYiir (z1, z2)z
− j
2 z−i

1 ,

(3b)

respectively. To design the systolic form architecture for 2-D FIR filter, Eq. (3a) can
be expressed in canonical form as

Y f ir (z1, z2) = ((. . . ..(

N∑

j=0

X (z1, z2)z
− j
2 hN−1 j z

−i
1 +

N∑

j=0

X (z1, z2)z
− j
2 hN−2 j )z

−i
1

+
N∑

j=0

X (z1, z2)z
− j
2 hN−3 j )z

−i
1 + · · · +

N∑

j=0

X (z1, z2)z
− j
2 h1 j )z

−i
1

+
N∑

j=0

X (z1, z2)z
− j
2︸ ︷︷ ︸

U j (z)

h0 j . (4)

Equation (4) can be mapped into systolic architecture by delaying the output of
each internal expression in systolic manner with respect to z1 and from (4), it can
be also observed that the sub-expression U j (z) is common in each sub-expression.
Hence, in architecture realization, delay elements with respect to z2 will be common
for each internal expression of (4). Based on this concept, an efficient architecture
for 2-D FIR filter has been suggested by Zhang in [9]. The suggested architec-
ture is redrawn in Fig. 1a. In the suggested architecture, systolic arrangement of
delay elements D1 gives the delay in m direction and D2 in n direction. In a similar
manner, architecture for 2-D IIR filter can be designed as depicted in Fig. 1b. The
Proposed architecture has a longer critical path. Further, Venetsanopouls [10] has
suggested the fully transposed form architecture for 2-D IIR filter. The suggested
method reduces critical path delay. In both proposed designs [9, 10], authors have
not discussed the input scanning methodologies. In software-based filtering oper-
ation, it is very convenient to access the required input samples but in hardware
realization, we need to follow the set of patterns for input samples scanning. For
an illustration, a M1 x M2 size image is shown in Fig. 2. Here, we can access the
image samples sequentially in row-wise (horizontal scanning, i.e., raster scanning) or
column-wise (Vertical scanning) manner. In raster scanning, input samples appear as
{x(0, 0), x(0, 1), x(0, 2) . . . x(0,M1−1), x(1, 0), x(1, 1) . . . x(1,M1−1) . . .} and
in vertical scanning, input samples appear as {x(0, 0), x(1, 0), x(2, 0) . . . x(M2 −
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Fig. 1 Architectures for 2-D digital filter suggested in [9]. (a) FIR (b) IIR
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Fig. 2 Input image pixels of size M1X M2

1, 1), x(0, 1), x(1, 1) . . . x(M2 − 1, 1) . . .}, where M1X M2 is the size of the image.
Now, if we have to process the current input samples x(2, 2), then for the filtering
operation, shaded samples are required as depicted in Fig. 2. But the architectures
of [9, 10] do not provide the required samples with such scanning. Input scanning
problem has been resolved by Sid-Ahmed in [11]. In the suggested architecture, they
have added the M1 − 1 length shift register at each systolic stage. Therefore, z−1

1 in
(4) can be represented as z−M1 and (4) can be modified accordingly as

Y f ir (z1, z2) = X (z1, z2)(
N∑

j=0

z− j
2 h0 j + z−M1(

N∑

j=0

z− j
2 h1 j + . . . . . .

+ z−M1(

N∑

j=0

z− j
2 hN−2 j + z−M1

N∑

j=0

z− j
2 hN−1 j )) . . . .)), (5)
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and also 2-D IIR filter expression (3b) for raster scanning can be expressed as

Yiir (z1, z2) = X (z1, z2)(
N∑

j=0

z− j
2 a0 j + z−M1(

N∑

j=0

z− j
2 a1 j + · · ·

+ z−M1(

N∑

j=0

z− j
2 aN−2 j + z−M1

N∑

j=0

z− j
2 aN−1 j )) . . . .))

+ Yiir (z1, z2)(
N∑

j=1

z− j
2 b0 j + z−M1(

N∑

j=0

z− j
2 b1 j + · · ·

+ z−M1(

N∑

j=0

z− j
2 bN−2 j + z−M1

N∑

j=0

z− j
2 bN−1 j )) . . .)). (6)

Based on the systolic arrangement of (6), Sid-Ahmed [11] has realized the archi-
tecture for 2-D IIR filter as depicted in Fig. 3 (In Fig., image width M1 = M). In the
given architecture, with respect to z1, input signals are delayed in a systolic manner
by direct form architecture and with respect to z2, transposed form architecture is
used for the systolic delay. At the input stage, M1-length shift register block (SRB)
is used at each systolic level for getting the desired delayed-input signals. One-stage
pipelining is also used in the architecture to reduce the critical path delay. The sug-
gested structure for (6) by [11] requires large numbers of register due to direct form
representation with respect to z1. Now, for reducing the delay elements, (6) can be
again rearranged and expressed as

Y = ((. . . (

N∑

j=0

(X aN−1 j + Y bN−1 j )z
− j
2 )z−M1 +

N∑

j=0

(X aN−2 j + Y bN−2 j )z
− j
2 )z−M1

D2 D2 D2
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D2 D2 D2
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M 1
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D1=M D
( , )x m n

( , )y m n

Critical path 

Fig. 3 Architecture for 2-D IIR filter suggested by Sid-Ahmed [11]
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+ . . . . . . + (

N∑

j=0

(X aN−1 j + Y bN−1 j )z
− j
2 )z−M1 +

N∑

j=0

(X a0 j + Y b0 j )z
− j
2 ,

(7)

where X = X (z1, z2) and Y = Yiir (z1, z2). Based on the systolic arrangement of
(7), Sunder [12] has suggested the new systolic arrangement for 2-D IIR filter. The
signal flow graph (SFG) of systolic arrangement with respect to z2 is similar to the
architecture of Sid-Ahmed [11], but with respect to z1, systolization is achieved by
using hybrid of direct form and transposed form systolic arrangement. M1 length
SRB at each systolic level is subdivided into 1 and M–1 length shift registers. One
shift register is used at each systolic level in the direct form systolization and M1 −1
length SRB at systolic stage in the transposed form. The proposed architecture is
redrawn and depicted in Fig. 4. It reduces (N−1)M1 the number of delay elements in
realization. It also uses the one-stage pipelining similar to [11] so, critical path delay
for both architectures are same. Further, Shanbhag in [13] has suggested the improved
systolic architecture for 2-D IIR and 2-D FIR filter. The suggested architecture for
2-D IIR is redrawn and depicted in Fig. 5. In this architecture, with respect to z2
systolization is achieved by the parallel and systolic transposed form architecture. In
each PU (Fig. 5), after each D2 delay in transposed path two parallel delay elements
in input path are used to get the desired delay with respect to z2 and fully transposed
form systolic architecture is used to getting the desired delay with respect to z1.
The suggested architecture has zero latency and also requires the lesser number of
registers than earlier reported architecture. In the reported paper, they have also shown
the suggested architecture has the lesser storage error (quantization and overflow
errors due to fixed width of storage elements) than the earlier reported architecture.

It has been observed in the VLSI design that global broadcast has the significant
impact upon speed in the circuit level [14–18, 30, 31]. It can be noticed that input and
output of the architectures suggested in [9–13, 30] are globally broadcast. So here,

D2 D2 D2

2,2a 2,1a 2,0a

2,2b 2,1b 2,0b

D2 D2 D2

1,2a 1,1a 1,0a

1,2b 1,1b 1,0b

D2 D2 D2

0,2a 0,1a 0,0a

0,2b 0,1b

D1=M D
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Fig. 4 Architecture for 2-D IIR filter suggested by Sunder [11]
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Fig. 5 Architecture for 2-D IIR filter suggested by Shanbhag [13]

local broadcast path architecture will be more advantageous than the architectures
of [9–13, 30]. To achieve the local broadcast (7) can be further expressed as,

Y =

((. . . (

N∑

j=0

(z−(N−1)p X aN−1 j + z−(N−1)pY bN−1 j )z
− j
2 )z−M1−p +

N∑

j=0

(z−(N−2)p X aN−2 j

+ z−(N−2)pY bN−2 j )z
− j
2 )z−M1−p + · · · + (

N∑

j=0

(z−p X aN−1 j + z −p Y bN−1 j )z
− j
2 )z−M1

+
N∑

j=0

(X a0 j + Y b0 j )z
− j
2 (8)

In (7), z−M1 is expressed in the canonical form to mapped the equation in trans-
posed form systolization. In (8), at each canonical stage, M1 is subdivided into p
and M1–P, where p is a arbitrary number and z−M1−p is expressed in same canonical
manner as given in (7). Further, z−p can be also expressed in canonical form so
in realization, input can be delayed by systolic direct form. So, (8) can be further
expressed as,

Y = (z−p(. . . (z−p((z−p(

N∑

j=0

(X aN−1 j + Y bN−1 j )z
− j
2 ))

︸ ︷︷ ︸
S

z−M1−p +
N∑

j=0

(z−(N−2)p X aN−2 j

+ z−(N−2)pY bN−2 j )z
− j
2 ))z−M1−p + · · · + (

N∑

j=0

(z−p X aN−1 j + z pY bN−1 j )z
− j
2 ))z−M1

+
N∑

j=0

(X a0 j + Y b0 j )z
− j
2 , (9a)
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Fig. 6 Architecture for 2-D IIR filter suggested by Van [16]

and sub-expression (S) of (9a, 9b) can be further expressed as

S = ((..(z−1
2 X ai N−1 + z−1

2 Y bi N−1 + X ai N−2 + Y bi N−2)z
−1
2 +

(z−1
2 X ai N−3 + z−1

2 Y bi N−3 + X ai N−4 + Y bi N−4)z
−1
2 +

· · · + (z−1
2 X ai1 + z−1

2 Y bi1 + X ai0 + Y bi0). (9b)

Based on (9a, 9b), Van has suggested systolic architectures for 2-D IIR filter in
[15, 16]. In [15, 16], with respect to z1, desired delay is realized by hybrid form of
direct form and transposed form architecture and with respect to z2 desired delay is
realized by the hybrid of parallel and systolic arrangement of delay elements as per
(9b). Such proposed SFG reduces the global broadcast path in both i th as well as
j th broadcast path (Fig. 6). Shanbhag [13] has also used some kind of parallel and
systolic architecture to resolve the j th global broadcast path in the architecture but
it sacrifices the critical path period. The proposed architecture by Van has resolved
the global broadcast in j th-path dimension as well as i th-path without sacrificing the
critical path period. In the reported paper, they have also shown that the proposed
design has lowest storage error than the architecture of [11–13].

Van has further suggested the architecture for the cascaded form digital filter
for the higher order filter. It has been observed from [16] that the cascaded form
architectures are less sensitive to the quantization error than the non-cascaded form
architecture for the fixed-point operation. Let H(z1, z2) be the impulse response of
2-D IIR filter than in cascaded form of second-order filter it can be expressed as
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Fig. 7 Cascaded form architecture suggested by Van [16] for higher order filter

Hiir (z1, z2) = Y (z2, z1)

X (z2, z1)
=

N/2∏

k=1

Hk(z1, z2) =
N/2∏

k = 1

b00k = 0

2∑
i=0

2∑
j=0

ai, j,k z
− j
2 z−i

1

1 −
2∑

i=0

2∑
j=0

bi, j,k z
− j
2 z−i

1

·

(10)

To map (10) into the cascaded form, van [16] has used the suggested local broad-
cast path based second-order architecture (Fig. 7). The output of each cascaded
second-order filter is pipelined to limit the critical path delay in the overall archi-
tecture. The block diagram for cascaded architecture is shown in the Fig. 8. Further,
Khoo [17] has suggested another local broadcast path architecture for 2-D IIR filter
(Fig. 9). The suggested architecture is shown in Fig. 10. It requires the fewer number
of delay elements than [16] and its critical path delay is the same as [16].
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3 Separable Digital Filters

3.1 Separable Denominator 2-D IIR Filter

A transfer function for separable denominator 2-D IIR filter can be given as,

Hiir (z1, z2) = Y (z1, z2)

X (z1, z2)
=

N∑
i=0

N∑
j=0

ai, j z
− j
2 z−i

1

(1 −
N∑
i=0

bi,0z
−i
1 )(1 −

N∑
j=0

b0, j z
− j
2 )

(11)

where b0, j = 0. Such separable denominator 2-D IIR filter has lots of advantage
over the non-separable 2-D IIR filter. Since the denominator is expressed by two
1-D poles so, this will be advantageous in stability checking and also any unstable
pole can be replaced easily by their inverse pole without affecting the magnitude
response of the filter. Due to the separable denominator, multiplications require for
filtering also decreases. Therefore, in realization, fewer numbers of multipliers are
required. Now, for the realization of architecture for 2-D IIR filter, (11) can be further
expressed as,

Yiir (z1, z2) = (
X (z1, z2)

(1 −
N∑
i=0

bi,0z
−i
1 )

)

︸ ︷︷ ︸
Y1(z1,z2)

(

N∑
i=0

N∑
j=0

ai, j z
− j
2 z−i

1

(1 −
N∑
j=0

b0, j z
− j
2 )

) (12)

and

2,2a 2,1a

2,2b

1,1a

1,2b

1,1b

0,2a

0,1a

0,0a

0,2b 0,1b

D1=M D

( , )x m n

( , )y m n

Critical path 

SRB
M-1 1

SRB
M-1 1

D2 D2 D2

D2

D2

D

D D

D D2

D2

D

D

D

D

D

D

Fig. 11 Architecture suggested by Chen [21] for 2-D IIR filter with diagonal symmetry with local
broadcast path
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Y1(z1, z2) = X (z1, z2) +
N∑

i=0

Y (z1, z2)bi,0z
−i
1 (13)

Using (13), (12) can be expressed as,

Yiir (z1, z2) =

N∑
i=0

N∑
j=0

Y1(z1, z2)ai, j z
− j
2 z−i

1

(1 −
N∑
j=0

b0, j z
− j
2 )

(14)

From (12), (13) and (14), it can be observed that for structure realization for (12),
Firstly, we need to design the architecture for (13) i.e. Y1(z1, z2) and Y1(z1, z2) will
be input for architecture of (14). Based on (12), (13) and (14) expressions, Khoo [17]
has suggested two different architectures (Type-1 and Type-2) for separable denom-
inator 2-D IIR filter. The Type-1 (Fig. 8) architecture requires N 2 + 2N numbers of
multipliers and its critical path delay is Tm + 3Ta. To reduce the critical path delay,
they have again rearranged the (12) as,

Yiir (z1, z2) = (
X (z1, z2)

(1 −
N∑
j=0

b0, j z
− j
2 )

)

︸ ︷︷ ︸
Y2(z1,z2)

(

N∑
i=0

N∑
j=0

ai, j z
− j
2 z−i

1

(1 −
N∑
i=0

bi,0z
−i
1 )

) (15a)

and

Y2(z1, z2) = X (z1, z2) +
N∑

j=0

Y (z1, z2)b0, j z
− j
2 (15b)

Similarly to the realization of (12), for (15a), firstly Khoo [17] has designed the
architecture for Y2(z1, z2) and then output Y2(z1, z2) fed as an input to the further
structure as depicted in Fig. 9. Its critical path delay is Tm + 2Ta and rest of complexi-
ties are same as the structure of (12). The both proposed designs, sub-expressions are
rearranged similarly to (9b) to reduce the global broadcast path in the architecture.
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3.2 Separable 2-D FIR Filter

For separable 2-D FIR filter, (2) can be expressed as,

y(m, n) =
N−1∑

i=0

ai0 v(m − i, n), (17a)

where

v(m, n) =
N−1∑

j=0

a0 j x(m, n − j). (17b)

From (17a, 17b), it can be observed that for separable 2-D FIR, two 1-D FIR
filtering in two stages is required to compute the output. Conventionally, first, we
need to scan the input in raster scanning format for M rows and in each row up to
M column. AfterM2 clock cycle, totalMXM outputs for v(m, n) can be computed.
In the next stage, we need to take the transposed of MXM matrix so in Stage 2
filtering, v(m, n) can be processed in row-wise manner to compute the final output.
This method computed the first output after the latency of M2 + 2 N clock-cycles.
Further, Mohanty [19] has suggested the architecture for separable 2-D FIR filter
which has lower latency than the conventional architectures. In the proposed design,
they have not used the raster scan method for input scanning. At the input side,
they have used (M + N–1)x(M + N–1) size buffer to store the inputs. Each input
is buffered in memory with its N-1 past samples and these samples are fed to the
first stage 1-D filtering with each clock. Therefore here, desired transposed outputs
can be generated directly at the intermediate stage. It reduces the latency in outputs
computation but it requires memory elements in huge numbers.

4 Symmetries in 2-D Digital Filters

There are several applications of 2-D digital filters [20] where their frequency
response exhibits certain symmetries. Symmetry in frequency response induces the
certain relationship among the filter coefficients of digital filters which in result
reduces the requirement of multipliers in the realization of these filters. If there is
no symmetry in the frequency response of the digital filter then there is a method
by which frequency response of digital filter can be decomposed into the desired
symmetry [20]. Due to that, in last two decades, many efficient architectures [17,
21–24] for 2-D digital filters have been suggested by the researchers. Symmetry in
the 2-D digital filter can be categorized into diagonal symmetry, fourfold symmetry,
quadrantal symmetry, and octagonal symmetry. The transfer function for 2-D IIR
filter can be expressed as
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Fig. 12 Architecture suggested by Chen [21] for 2-D IIR filter with fourfold symmetry

Hiir (z1, z2) = N (z1, z2)

D(z1, z2)
, (18)

where N (z1, z2) denotes the numerator function and D(z1, z2) denotes denominator
function. Themagnitude response of 2-D digital filter poses the diagonal symmetry if
N (z1, z2) = N (z2, z1) and D(z1, z2) = D(z2, z1) therefore, the relation among filter
coefficients can be given as ai, j = a j,i and bi, j = b j,i . For fourfold symmetry, this
relationship can be given as N (z1, z2) = N (z−1

2 , z1)z
−N
2 and D(z1, z2) = D(z2, z1).

Consequently, the magnitude response poses such relations only if ai, j = a j,(N−i)

and bi, j = b j,i . For FIR filter, relation for diagonal symmetry can be given as
Hf (z1, z2) = Hf (z2, z1) so, hi, j = h j,i and for fourfold symmetry such relation can
be given as Hf ir (z1, z2) = Hf ir (z

−1
2 , z1)z

−N
2 hence, hi, j = h j,(N−i) where Hf ir the

transfer function of 2-D FIR filter and hi j is the filter coefficient. Chen [21] and Chen
[22] have suggested the architecture for the diagonal symmetry and fourfold symme-
try as the architectures are redrawn in Figs. 10 and 12, respectively. In both designs,
they have used the fully transposed form architecture and common filter coefficients
are shared the same multipliers. They have also suggested the architecture with local
broadcast path as shown in Fig. 11. Later, Khoo [17] has suggested 2-D IIR and 2-D
FIR filter with diagonal symmetry. For designing the architecture for IIR filter, they
have used the separable architecture (Fig. 9). Due to that the suggested architecture
requires lesser multipliers and has shorter critical path. Further, based on Khoo’s
Type-1 (Fig. 10) and Type-2 (Fig. 11) architectures, Chen [23] has suggested the
architectures for 2-D IIR filter with diagonal symmetry, Fourfold symmetry, quad-
rantal symmetry, octagonal symmetry. Since the architectures are based on Khoo’s
designs so, the suggested architectures do not contain any global broadcast path.



876 P. Kumar et al.

5 2-D Block Digital Filter

In computer-based filtering operations, block processing is a well known approach
for achieving high computational speed. It can be also done in the VLSI design but
it increases the area requirement and power consumption in large amount. Initially,
Kawan [26] has suggested the architecture for 2-D block IIR filter. In the suggested
design, hardware complexities increase with block inputs. Recently, Mohanty [27]
has suggested the architecture for non-separable (Figs. 13 and 14) and separable 2-D
block FIR filter. In the proposed design, they have suggested the memory sharing
approach to reduce the registers requirements. By introducing the memory over-
lapping concept, Kumar [28] has further reduced the memory requirements in the
architecture. Kumar has also suggested a method by which shorter critical path can
be achieved (Fig. 15).

(a) (b)

(c)

Fig. 13 a Shift registers unit (SRU) structure for block processing b Inner product (IP) block.
c Register Unit (RU) for generating the required delayed-inputs
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Fig. 14 Architecture for 2-D block FIR filter suggested by Mohanty [27]
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Fig. 15 Modified architecture for 2-D block FIR filter suggested by Kumar [28]

6 Complexities Comparisons

Hardware complexities and Time complexities of all the discussed architectures are
listed in Table 1. In Table 2, we have listed the complexities of 2-D IIR filter for
filter order N = 3. From Table 2, it can be observed that the non-separable archi-
tectures [11–16, 31] require 31 multipliers and the separable architectures [17, 18]
require only 22 multipliers. Multipliers in 2-D digital filters are further reduced with
symmetries as listed in Table 2. Architectures for diagonal symmetry suggested in
[20] and for fourfold symmetry suggested in [21] require only 19 and 16 multipliers,
respectively. Furthermore, the multipliers requirement can be reduced by realizing
the separable digital filter with symmetry. It can be observed from Table 2, the sepa-
rable architecture with octagonal symmetry [22] requires only 9 multipliers, which
is the lowest among all design for N = 3. Moreover, it can be also observed that
the local broadcast path containing architectures [14–24] require the greater number



878 P. Kumar et al.

Ta
bl
e
1

H
ar
dw

ar
e
co
m
pl
ex
iti
es

an
d
tim

e
co
m
pl
ex
iti
es

D
es
ig
n

N
um

be
r
of

m
ul
tip

lie
rs

N
um

be
r
of

re
gi
st
er
s

C
ri
tic

al
pa
th

de
la
y

L
at
en
cy

G
lo
ba
lb

ro
ad
ca
st

Si
d-
A
hm

ed
[1
1]

2(
N

+
1)

2
−

1
(N

+
1)

2
+

2
M
N

T m
+(

2
+⌊ lo

g 2
(N

+
1)

⌋ )T
a

1
Y
E
S

Su
nd
er

[1
2]

2(
N

+
1)

2
−

1
(N

+
1)

2
+

(M
+

1)
N

T m
+

2T
a

1
Y
E
S

Sh
an
bh
ag

[1
3]

2(
N

+
1)

2
−

1
1.
5
N
(N

+
1)

+
M
N

2T
m

+
2T

a
0

Pa
rt
ia
lly

re
du
ce
d

V
an

[1
6]

2(
N

+
1)

2
−

1
1.
5
N
(N

+
1)

+
(M

+
1)
N

T m
+

3T
a

0
N
O

K
ho
o
[1
7]

(N
on
-s
ep
ar
ab
le
)

2(
N

+
1)

2
−

1
N
(N

+
1)

+
1

+
� (N

−
1)
/
7�

+
� N

/
7�

N
+

N
(M

+
1)

T m
+

3T
a

0
N
O

Se
pa
ra
bl
e

(T
yp
e-
1)

(N
+

1)
2
+

2
N

N
2
+

� 0
.5
(3
N

+
1)

� +
N
(M

+
1)

T m
+

2T
a

0
N
O

Se
pa
ra
bl
e

(T
yp
e-
2)

(N
+

1)
2
+

2
N

N
2
+

N
+

1
+

� (N
−

1)
/
3�

+
N
(M

+
1)

T m
+

2T
a

0
N
O

2-
D
FI
R
fil
te
r

Si
d-
A
hm

ed
[1
1]

(N
+

1)
2

(N
+

1)
2
+

M
N

T m
+

T a
1

Y
E
S

Su
nd
er

[1
2]

(N
+

1)
2

(N
+

1)
2
+

M
N

T m
+

T a
1

Y
E
S

Sh
an
bh
ag

[1
3]

(N
+

1)
2

(N
+

1)
2
+

M
N

T m
+

2T
a

0
Y
E
S

M
oh
an
ty

[2
6]

(B
lo
ck

pr
oc
es
si
ng
)

L
(N

+
1)

2
L
(N

+
1)
(2
M

−
L
)

T m
+

T a
1

Y
E
S

M
oh
an
ty

[1
9]

(S
ep
ar
ab
le
)

2
N

N
(M

+
1)

+
M
N

T m
+

T a
–

Y
E
S

V
an

[1
6]

(N
+

1)
2

3(
� N

/
3�

+
1)
(N

+
1)

+
M
N

T m
+

2T
a

0
N
O

K
ho
o
[1
8]

(N
+

1)
2

(M
+

N
+

1)
N

T m
+

2T
a

0
N
O

M
oh
an
ty

[2
7]

(B
lo
ck

pr
oc
es
si
ng

L
)

L
(N

+
1)

2
N
(M

+
N
)

T m
+

T a
+

2T
fa
(l
og

2
N
)

0
Y
E
S

M
oh
an
ty

[2
7]

(S
ep
ar
ab
le
)

2
L
N

N
(M

+
1)

T m
+

T a
+

2T
fa
(l
og

2
N
)

–
Y
E
S

(c
on
tin

ue
d)



Realization of Efficient Architectures for Digital Filters: … 879

Ta
bl
e
1

(c
on
tin

ue
d)

D
es
ig
n

N
um

be
r
of

m
ul
tip

lie
rs

N
um

be
r
of

re
gi
st
er
s

C
ri
tic

al
pa
th

de
la
y

L
at
en
cy

G
lo
ba
lb

ro
ad
ca
st

Sy
m
m
et
ry

in
2-
D
II
R
fil
te
r

C
he
n
[2
1]

(N
on
-s
ep
ar
ab
le
)

(D
ia
go
na
l)
(p

=
0)

(N
+

1)
2
+

N
N
(N

+
1)

+
N
M

2T
m

+
2T

a
0

Y
E
S

K
ho
o
[1
6]

(S
ep
ar
ab
le
)

D
ia
go
na
l

5
N

(1
1

+
2
M
)N

/
2

+
N
/
2

+
1

T m
+

2T
a

N 2
−

1
N
O

C
he
n
[2
2]

(N
on
-s
ep
ar
ab
le
)

(F
ou
rf
ol
d)

3(
N

+1
)2
/
4
+0

.5
(N

+1
)−

1
N
(N

+
1)

+
M
N

T m
+

3T
a

0
Y
E
S



880 P. Kumar et al.

Table 2 Complexities of 2-D IIR architectures for N=3

Design Number of
multipliers

Number of
registers

Critical path
delay

Sid-Ahmed [11] 31 16+6M Tm + 2Ta

Sunder [12] 31 16+3M Tm + 2Ta

Shanbhag [13] 31 19+3M 2Tm + 2Ta

Van [16] 31 21+3M Tm + 3Ta

Khoo [17] Type-1 22 17+3M Tm + 3Ta

Type-2 22 17+3M Tm + 2Ta

Chen [21]
Diagonal

19 12+3M 2Tm + 2Ta

Khoo [17]
Diagonal

16 18+3M Tm + 2Ta

Chen [22]
Fourfold

13 12+3M 2Tm + 2Ta

Chen [23]

Diagonal Type-1 16 23+3M Tm + 3Ta

Type-2 16 23+3M Tm + 2Ta

Fourfold Type-1 10 24+3M Tm + 3Ta

Type-2 10 26+3M Tm + 2Ta

Quadrantal Type-1 14 29+3M Tm + 3Ta

Type-2 14 29+3M Tm + 2Ta

Octagonal Type-1 9 22+3M Tm + 3Ta

Type-2 9 21+3M Tm + 2Ta

Chen [24]

Diagonal 16 24+3M Tm + 2Ta

Fourfold 10 25+3M Tm + 2Ta

of delay elements than global broadcast path containing architectures [9–13]. Chen
[22] has suggested the architectures based on architectures in [17], so their critical
path delay is similar to [17].

7 Conclusions

In this paper, we have presented a brief review of the design methodologies, chal-
lenges, and the suggested different efficient architectures for 2-D digital filters. Along
with architectures, their mathematical rearrangements have been also discussed. Fur-
ther, a discussion has been carried out on the systolic architectures designs, input
scanning methodologies and due to this modification in architectures, global and
local broadcast, and storage error. Since in many applications of 2-D digital filter,
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the magnitude response of 2-D digital filter poses some symmetry and due to this,
in architecture design, fewer multipliers are required. Therefore, a short review on
symmetries in 2-D digital filters and the suggested efficient architectures for them
has been also given in this paper. Furthermore, to achieve the high-throughput in 2-D
digital filters, a discussion on architectures for block filtering has been also presented.
In the last section of the paper, we have presented the time as well as hardware com-
plexities of all discussed designs in tabular form in Tables 1 and 2. From Tables 1
and 2, it can be observed that the separable 2-D IIR filter architecture with octagonal
symmetry has the lowest hardware complexities among all reported architectures,
and architecture suggested by Kumar [28] for 2-D block FIR filtering requires lowest
delay elements per input and it has also the highest throughput among all discussed
architectures.
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New LMI Criteria to the Global
Asymptotic Stability of Uncertain
Discrete-Time Systems with Time Delay
and Generalized Overflow Nonlinearities

Pushpendra Kumar Gupta and V. Krishna Rao Kandanvli

Abstract This paper investigates the problem of stability analysis of discrete-time
systems under the effect of generalized overflow nonlinearities, parameter uncertain-
ties, and time delay. The systems under assumption involve norm-bounded param-
eter uncertainties. Two stability criteria based on Linear Matrix Inequality (LMI)
approach are presented. The usefulness of the presented criteria is numerically
proved.

Keywords Generalized overflow nonlinearity · Global asymptotic stability · Time
delay · Parameter uncertainty · Lyapunov method · Linear matrix inequality

1 Introduction

Several practical engineering systems such as Markovian jump systems [1], network
control systems [2], neural networks [3], sensor networks [4], etc. can be transformed
as discrete systems which can be represented as state-space model.

In these discrete-time systems, the delay can be occurred due to channel, for e.g.,
transportation delay or some other reason, which may tend the system to be unstable.
So, stability analysis of systems having delay is important. Delay may be constant,
time-varying, and random in nature. Several studies based on the concept of delay
are previously reported [1, 3, 5–13].

Parameter uncertainty is also an important factor for the instability of the discrete
systems. Parameter uncertainty arises due to various factors such as modeling errors,
finite resolution of the measuring equipment, variation in system parameters, and
some other ignored factors. [14–16].
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While implementing linear discrete-time systems in digital computer with finite
wordlength processors, nonlinearities may occur in the systems. Owing to the pres-
ence of such nonlinearities, there may be a chance that systems exhibit unstable
nature. So, it is very important to find the system parameters range for which the
given system is stable. In the present work, the effects of overflow nonlinearities are
only taken into account and the quantization effects are assumed as negligible [5,
17–23].

The stability analysis problem of a class of discrete-time uncertain systems hav-
ing generalized overflow nonlinearities and time delay is significant and more real-
istic. Very little contribution has been done in the literature [5, 17] so far. In [5], a
delay-independent stability criterion is presented and in [17], delay-dependent sta-
bility result is provided by employing free-weighting matrix method. Generally,
delay-dependent stability analysis provides less conservative results than delay-
independent one. A tighter bound inequality, i.e., Wirtinger-based inequality is used
in [24, 25] for getting better stability results.Motivated by these concerns and inspired
by the work presented in [5, 7, 17, 19, 24–27], we revisit the problem under consid-
eration.

Themain aim of the paper is to establish improved delay-dependent criteria for the
stability of the systems under consideration. The key involvements of the paper are
(1) The system presented covers a wider class of discrete-time systems employing
norm-bounded parameter uncertainties, time delay, and generalized overflow non-
linearities. (2) Wirtinger-based inequality [24, 25] is used to deal the sum and cross
terms present in the forward difference of Lyapunov function for deriving the delay-
dependent stability criteria of the present system which may provide better results.
(3) The presented criteria are computationally less complex as they are LinearMatrix
Inequality (LMI) based.

The rest of the paper and its organization are given as follows: In Sect. 2,
descriptions of the considered systems and some required lemmas are given. Delay-
dependent criteria for the stability analysis of the discrete-time systems are presented
in Sect. 3. Section 4 shows the effectiveness of the proposed criteria with numerical
examples. Finally, concluding remarks are provided in Sect. 5.

In this paper, notations are considered as follows: Rk represents k-dimensional
Euclidean space,Rα× β denotes set of α×β matrices with real elements, 0 is a matrix
or vector with all elements are zero, I refers identity matrix of compatible dimension,
PT stands transpose of the matrix P, P > 0(< 0) shows P is positive (negative)
definite real symmetric matrix, symbol ∗ stands symmetric terms in a symmetric
matrix. diag(a, b, c) means diagonal matrix with diagonal elements a,b,c.
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2 System Description

The description of the system under consideration is given by

x̂(r + 1) = f̂ ( ŷ(r))

= [ f̂1(ŷ1(r)) f̂2(ŷ2(r)) · · · f̂n(ŷn(r))]T (1a)

y
∧

(r) = A x̂(r) + Ad x
∧

(r − d)

= [
y
∧

1(r) y
∧

2(r) · · · y∧n(r)
]T

(1b)

x̂(r) = ϕ(r), ∀ r ∈ [−d, 0] (1c)

Ā = A + �A, Ād = Ad + �Ad (1d)

where x̂(r) ∈ R
n is the state variable; A, Ad ∈ R

n × n are matrices (known con-
stant); the matrices (unknown) �A, �Ad ∈ R

n × n having uncertainties in A, Ad ,
respectively; at time r, the initial state value is ϕ(r) ∈ R

n; d is the positive integer
for time delay.

The characteristic of generalized overflow nonlinearities f̂i (ŷi (r)) is specified by

L ≤ f̂i (ŷi (r)) ≤ 1, ŷi (r) > 1
f̂i (ŷi (r)) = ŷi (r), −1 ≤ ŷi (r) ≤ 1

−1 ≤ f̂i (ŷi (r)) ≤ −L , ŷi (r) < −1

⎫
⎬

⎭
i = 1, 2, . . . n (2a)

where

−1 ≤ L ≤ 1. (2b)

With proper choice of L, (2) covers different types of overflow arithmetics, for e.g.,
saturation (L = 1), zeroing (L = 0), two’s complement and triangular (L = –1), etc.
In the state matrices, the parameter uncertainties are assumed as

�A = B0 F0 C0 (3a)

�Ad = B1 F1 C1 (3b)

where Bi ∈ R
n×pi , Ci ∈ R

qi×n (i = 0, 1) are matrices (known constant) and
Fi ∈ R

pi×qi (i = 0, 1) is matrix (unknown) which satisfies

FT
i Fi ≤ I, i = 0, 1. (3c)
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For the proof of main results, we present the following lemmas.

Lemma 1 [5, 17–19] A positive definite matrix M = MT =[ĥi j ] ∈ Rn×n satisfies

ŷT(r)M ŷ(r) − f̂
T
( ŷ(r))M f̂ ( ŷ(r)) ≥ 0 (4)

provided that the matrix M is characterized by

ĥii = si +
n∑

j=1, j �=i

(ôi j + ρ̂i j ), i = 1, 2, . . . n (5a)

ĥi j = ĥ j i =
(
1 + L

2

)

(ôi j − ρ̂i j ), i, j = 1, 2, . . . n (i �= j) (5b)

ôi j = ô j i > 0, ρ̂i j = ρ̂ j i > 0 i, j = 1, 2, . . . n (i �= j) (5c)

si > 0, i = 1, 2, . . . n (5d)

−1 ≤ L ≤ 1 (5e)

where f̂ ( ŷ(r))is the nonlinearities described by (2) and it is very easy to understand
that, for the case where n = 1, M corresponds to a positive scalar ‘ γ ’.

Lemma 2 [24, 25] For a matrix R > 0 and three nonnegative integers a1, a2, r , as
a1 ≤ a2 ≤ r , if

ξ(r, a1, a2) = 1

a2 − a1
[(2

r−a1−1∑

s=r−a2

x̂(s)) + x̂(r − a1) − x̂(r − a2)], a1<a2

= 2x̂(r − a1), a1=a2 (6)

then

−(a2 − a1)
r−a1−1∑

s=r−a2

ηT(s)Rη(s) ≤ −
[
θ0

θ1

]T[
R 0
0 3R

][
θ0

θ1

]

(7)

where

θ0 = x̂(r − a1) − x̂(r − a2), (8)

θ1 = x̂(r − a1) + x̂(r − a2) − ξ(r, a1, a2) (9)

η(s) = x̂(s + 1) − x̂(s) (10)
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Lemma 3 [14, 15] Let Ξ , �, F and U be matrices (real) of suitable dimensions
with U = UT, then

U+ Ξ F � + �T FT Ξ T < 0 (11)

for all FTF ≤ I , iff there exists a positive scalar ε such that

U+ε−1 Ξ ΞT + ε �T � < 0 (12)

Lemma 4 [19–22, 27] Consider B = [ĉuv] ∈ Rn×n is given by

ĉuu =
n∑

v=1, v �=u

(χuv + δuv), u = 1, 2 . . . n (13a)

ĉuv = L(χuv − δuv), u, v = 1, 2, . . . n (u �= v) (13b)

χuv > 0, δuv > 0, u, v = 1, 2, . . . n (u �= v) (13c)

0 ≤ L ≤ 1, (13d)

(for n = 1, B becomes a positive scalar), then

n∑

u=1

2[ŷu(r) − f̂u(ŷu(r))]
⎡

⎣
n∑

v=1, v �=u

(χuv + δuv) f̂u(ŷu(r)) + L(χuv − δuv) f̂v(ŷv(r))

⎤

⎦

= ŷT(r)B f̂ ( ŷ(r)) + f̂
T
( ŷ(r))BT ŷ(r) − f̂

T
( ŷ(r))(B + BT) f̂ ( ŷ(r)) ≥ 0, (14)

where f̂ ( ŷ(r)) is given by (2a) and (13d).

Lemma 5 [19, 20, 23, 27] Consider Z = diag (d1, d2,…, dn) > 0. Then, pertaining
to (2a) and −1 ≤ L < 0, the following relation is satisfied

n∑

k=1

2dk[ŷk(r) − f̂k(ŷk(r))] [−L ŷk(r) + f̂k(ŷk(r))]

= (1 + L) ŷT(r)Z f̂ ( ŷ(r)) + (1 + L) f̂
T
( ŷ(r))Z ŷ(r)

− 2 f̂
T
( ŷ(r))Z f̂ ( ŷ(r)) − 2L ŷT(r)Z ŷ(r) ≥ 0. (15)
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Remark 1 In this paper, we have considered two ranges of L, i.e., 0 ≤ L ≤ 1 and
−1 ≤ L < 0 which together cover (2b).

3 Main Results

In Sect. 3, two criteria are presented for the global asymptotic stability of the system
(1a), (1b), (1c), (1d)–(3a), (3b), (3c). The first criterion (Theorem 1) is applicable
to the situation where 0 ≤ L ≤ 1 and the second one (Theorem 2) is valid for
−1 ≤ L < 0.

Theorem 1 The system (1a), (1b), (1c), (1d)–(3a), (3b), (3c) with 0 ≤ L ≤ 1
is globally asymptotically stable if there exit suitable dimensioned matrices P =[
p1 p2
∗ p3

]

> 0, Q = QT > 0, R = RT > 0 and positive scalars ε0, ε1

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

− p1 + (( p2 + pT2 )/2) + Q + d2R − 4R + ε0CT
0C0 −( p2/2) − 2R −d(( p2 − p3)/2) + 3R

∗ −Q − 4R + ε1CT
1C1 −d( p3/2) + 3R

∗ ∗ −3R
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

( pT2 /2) − d2R + ATB ATM 0 0
−( pT2 /2) + AT

d B AT
d M 0 0

d pT2 /2 0 0 0
p1+(d2R) − M − (B + BT) 0 BTB0 BTB1

∗ −M MB0 MB1

∗ ∗ −ε0 I 0
∗ ∗ ∗ −ε1 I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0

(16)

where the matrices M and B are given by (5) and (13), respectively.

Proof Consider a quadratic Lyapunov function

V (x̂(r)) = Γ T(r)P Γ (r) +
r−1∑

s=r−d

x̂T(s)Qx̂(s) + d
0∑

θ =−d+1

r−1∑

s=r+θ−1

ηT(s)Rη(s)

(17)

where

Γ T(r) = [x̂T(r)
r−1∑

s=r−d

x̂T(s) ]
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and

η(r) = x̂(r + 1) − x̂(r)= f̂ ( ŷ(r)) − x̂(r).

Defining

�V (x̂(r)) = V (x̂(r + 1)) − V (x̂(r))

= χT(r)Ψ (d)χ(r) + x̂T(r)Qx̂(r) − x̂T(r − d)Q x̂(r − d)

+ d2ηT(r)R η(r) − d
r−1∑

s=r−d

ηT(s)Rη(s) (18)

where

χT(r) =
[

x̂T(r) x̂T(r − d) ξT(r, 0, d) f̂
T
( ŷ(r))

]
,

Ψ (d) =

⎡

⎢
⎢
⎣

− p1 + ( p2 + pT2 )/2 − p2/2 −d(( p2 − p3)/2) pT2/2
∗ 0 −d p3/2 − pT2/2
∗ ∗ 0 d pT2/2
∗ ∗ ∗ p1

⎤

⎥
⎥
⎦ (19)

and ξ(r, 0, d) is given by (6).
Next, by the use of Lemma 2, the last term of �V (x̂(r)) is expressed as

− d
r−1∑

s=r−d

ηT(s)Rη(s)

≤ −d

[
x̂(r) − x̂(r − d)

x̂(r) + x̂(r − d) − ξ(r, 0, d)

]T[
R 0
0 3R

][
x̂(r) − x̂(r − d)

x̂(r) + x̂(r − d) − ξ(r, 0, d)

]

(20)

Now, from Lemmas 1 and 4, (18) can be rearranged as

�V (x̂(r)) = χT(r)φ(d)χ(r) − β (21a)

where

β = ŷT(r)M ŷ(r) − f̂
T
( ŷ(r))M f̂ ( ŷ(r)) + ŷT(r)B f̂ ( ŷ(r))

+ f̂
T
( ŷ(r))BT ŷ(r) − f̂

T
( ŷ(r))(B + BT) f̂ ( ŷ(r)) ≥ 0. (21b)
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φ(d) =

⎡

⎢
⎢
⎢
⎣

− p1 + (( p2 + pT2 )/2) + Q + d2R − 4R + ĀTM Ā −( p2/2) − 2R + ĀTM Ād

∗ −Q − 4R + ĀT
d M Ād

∗ ∗
∗ ∗

−d(( p2 − p3)/2) + 3R ( pT2 /2) − d2R + ĀTB

−d p3/2 + 3R −( pT2 /2) + ĀT
d B

−3R d pT2 /2
∗ P1+(d2R) − M − (B + BT)

⎤

⎥
⎥
⎥
⎦

(21c)

From (21a), (21b), (21c), it is implied that �V (x̂(r)) < 0 if φ(d) < 0. By the
aid of Schur’s complement, φ(d) < 0 is written as

φ(d) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

− p1 + (( p2 + pT2 )/2) + Q + d2R − 4R −( p2/2) − 2R −d(( p2 − p3)/2) + 3R
∗ −Q − 4R −d p3/2 + 3R
∗ ∗ −3R
∗ ∗ ∗
∗ ∗ ∗

( pT2 /2) − d2R + ĀTB ĀTM

−( pT2 /2) + ĀT
d B ĀT

d M
d pT2 /2 0

p1 + d2R − M − (B + BT) 0
∗ −M

⎤

⎥
⎥
⎥
⎥
⎥
⎦

< 0

(22)

Using (3a), the inequality (22) can be expressed as

φ0(d) + B̄0F0C̄0 + C̄
T
0 F

T
0 B̄

T
0< 0 (23)

where

B̄
T
0 = [

0 0 0 BT
0 B BT

0M
]
, C̄0 = [C0 0 0 0 0] (24)

φ0(d) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

− p1 + ( p2 + pT2 )/2 + Q + d2R − 4R −( p2/2) − 2R −d(( p2 − p3)/2) + 3R
∗ −Q − 4R −d p3/2 + 3R
∗ ∗ −3R
∗ ∗ ∗
∗ ∗ ∗
( pT2 /2) − d2R + ATB ATM

−( pT2 /2) + ĀT
d B ĀT

d M
d pT2 /2 0

p1 + d2R − M − (B + BT) 0
∗ −M

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(25)

Employing Lemma 3, (23) can be written as

φ0(d) + ε−1
0 B̄0 B̄

T
0 + ε0C̄

T
0 C̄0<0 (26)
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where ε0 > 0. Next, with the aid of Schur’s complement, (26) yields

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

− p1 + (( p2 + pT2 )/2) + Q + d2R − 4R + ε0CT
0 C0 −( p2/2) − 2R −d(( p2 − p3)/2) + 3R

∗ −Q − 4R −d( p3/2) + 3R
∗ ∗ −3R
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

( pT2 /2) − d2R + ATB ATM 0

−( pT2 /2) + ĀT
d B ĀT

d M 0
d pT2 /2 0 0

p1 + d2R − M − (B + BT) 0 BTB0
∗ −M MB0
∗ ∗ −ε0 I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0

(27)

Next, following the analysis similar to (23)–(27), one can easily get (16) from (27).
This ends the proof.
Next, we present the following result.

Theorem 2 The system (1a), (1b), (1c), (1d)–(3a), (3b), (3c)along with−1 ≤ L < 0
is globally asymptotically stable if there exit suitable dimensioned matrices P =[
p1 p2
∗ p3

]

> 0, Q = QT > 0, R = RT > 0, and positive scalars ε0, ε1 satisfying

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

− p1 + ( p2 + pT2 )/2 + Q+
d2R − 4R + ε0CT

0 C0
−( p2/2) − 2R −d ( p2 − p3)/2 + 3R ( pT2 /2) − d2R + (1 + L)ATZ

∗ −Q − 4R + ε1CT
1 C1 −d( p3/2) + 3R −( pT2 /2) + (1 + L)AT

d Z
∗ ∗ −3R d( pT2 /2)

∗ ∗ ∗ p1+d2R − M − 2Z
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

ATM (−2L)1/2ATZ 0 0
AT
d M (−2L)1/2AT

d Z 0 0
0 0 0 0
0 0 (1 + L)ZB0 (1 + L)ZB1

−M 0 MB0 MB1

0 −Z (−2L)1/2ZB0 (−2L)1/2ZB1

∗ ∗ −ε0 I 0
∗ ∗ ∗ −ε1 I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0

(28)

where Mis given by (5) and Zis a positive definite diagonal matrix of appropriate
dimension.

Proof Pertaining to the case where −1 ≤ L < 0 and in view of Lemmas 1 and 5,
Eq. (18) (obtained in the proof of Theorem 1) can be mathematically re-expressed
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as

�V (x̂(r)) = χT(r)φ1(d)χ(r) − β1 (29a)

where

β1 = ŷT(r)M ŷ(r) − f̂
T
( ŷ(r))M f̂ ( ŷ(r)) + (1 + L) ŷT(r)Z f̂ ( ŷ(r))

+ (1 + L) f̂
T
( ŷ(r))Z ŷ(r) − 2 f̂

T
( ŷ(r))Z f̂ ( ŷ(r)) − 2L ŷT(r)Z ŷ(r) ≥ 0,

(29b)

φ1(d) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

− p1 + (( p2 + pT2 )/2) + Q + d2R − 4R+
ĀTM Ā − 2L ĀTZ Ā

−( p2/2) − 2R + ĀTM Ād − 2L ĀTZ Ād

∗ −Q − 4R + ĀT
d M Ād − 2L ĀT

d Z Ād

∗ ∗
∗ ∗

−d(( p2 − p3)/2) + 3R ( pT2 /2) − d2R + (1 + L) ĀTZ

−d( p3/2) + 3R −( pT2 /2) + (1 + L) ĀT
d Z

−3R d pT2 /2
∗ p1 + d2R − M − 2Z

⎤

⎥
⎥
⎥
⎦

(30)

From (29a), (29b), it follows that �V (x̂(r)) < 0 if φ1(d) < 0.
Next, following the similar steps as shown in the proof of Theorem1, the condition

φ1(d) < 0 leads to (28). This ends the proof.

Remark 2 The given criteria are in LMI setting and can be mathematically tractable
by MATLAB with YALMIP 3.0 parser [28].

Remark 3 Note that it is worth to compare the present resultswithCorollary 9 of [17].
To handle the sum and cross terms of the forward difference of the Lyapunov func-
tion, Wirtinger-based inequality (see Lemma 2) is considered in this paper while in
[17], free-weighting matrix approach is used for the same. Consequently, the present
approach requires less number of decision variables as compared to [17]. Hence, the
present approach gains improvement in terms of computational complexity relative
to [17].

Remark 4 As future work, the idea of the present paper can be extended to the stabil-
ity of discrete-time uncertain systemswith external disturbances and/or time-varying
delay using generalized overflow nonlinearities, H∞ stability of discrete-time uncer-
tain systems with generalized overflow nonlinearities and time delay, etc. Further,
one can also apply the present idea for two dimensional (2-D) and multidimensional
(n > 2) systems.
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Remark 5 The time delay considered in the existing literaturemay be constant and/or
time-varying. In the modeling of the practical engineering/industrial systems, i.e.,
microgrid systems with constant communication delay [29] and networked control
systems with constant feedback delay [30] where constant time delay has also been
taken into account, the main objective of all these concerns including the present
paper is to find the allowable time delay that assures the system stability.

4 Numerical Examples

The usefulness of the presented criteria is given by the following numerical examples.

Example 1 Consider the system (1a), (1b), (1c), (1d)–(3a), (3b), (3c), where

A =
[
0.8 0
0 0.91

]

, Ad =
[−0.1 0

−0.1 −0.1

]

B0 = B1 =
[

0

0.1

]

, C0 = [0.01 0], C1 = [0 0.01] (31)

Pertaining to L = 1, it is found that (16) is feasible for maximum delay d = 18.
Hence, according to Theorem 1, global asymptotically stability of the system under
consideration is achieved whereas Corollary 9 of [17] fails to obtain the same.

Example 2 Consider the discrete-time system described by (1a), (1b), (1c), (1d)–
(3a), (3b), (3c) with (31) and L = −1/3. It is verified easily that Theorem 2 assures
the global asymptotic stability of the system over a maximum delay d = 13. By
contrast, Corollary 9 of [17] fails to this end.

Examples 1 and 2 support the fact that the presented approach may yield stability
results which are not covered by [17]. In summary, the present results may establish
improved stability conditions (less conservative and computationally efficient) which
are uncovered by existing results.

5 Conclusions

In this paper, two delay-dependent criteria for stability analysis of discrete-time
uncertain systems with time delay and generalized overflow nonlinearities have been
established. The presented criteria are in the form of LMIs and, hence, computation-
ally tractable. The effectiveness of the proposed criteria is proved with the numerical
examples.
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Improved DWT-SVD-Based Medical
Image Watermarking Through
Hamming Code and Chaotic Encryption

S. Thakur, A. K. Singh, Basant Kumar and S. P. Ghrera

Abstract This paper presents an efficient watermarking technique to enhance the
performance of DWT-SVD-based approach. The method uses well-known error-
correcting code (ECC) and chaotic encryption to reduce the channel noise distortion
and improve the security of the technique, respectively. In the proposed method, the
cover image is transformedbyDWTand the sub-bands are selected for embedding the
watermarks. Subsequently, the selected sub-bands are further transformed by SVD.
Themore robust watermark “patient report” and less robust watermark “patient med-
ical image” is embedded into singular values of the selectedDWT sub-bands. The use
of transform domain techniques along with hamming code ensures that the approach
offers more robustness and reliability. Inclusion of chaos-based encryption carries
twofold benefits such as obscuring the watermarked content and strengthening the
overall security of the projected scheme. The proposed technique offers a signif-
icant value of peak signal-to-noise ratio (PSNR), normalized correlation (NC), bit
error rate (BER), number of pixel change rate (NPCR), and unified average changing
intensity (UCAI) in presence of major attacks. The performance comparisons of our
technique with a similar approach show that the proposed technique is superior for
nine considered attacks.
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1 Introduction

Nowadays, dissemination of modern health facilities is majorly depending upon
information and communication technology (ICT) based networked transmission
mediums [1]. Though it comes with an advantage of the ease of access and easy
and swift exchange of crucial information, yet it bears a major disadvantage too.
Maintaining proper security of such sensitive transmission channels becomes the
utmost priority of health personnel and concerned management [1–3]. This draws
our attention for an all-encompassing approach which fulfills the confidentiality,
integrity, and authenticity requirements and at the same time, maintains the privacy
of the exchanged data. Digital watermarking is proving to be an effective approach
which can act as a countermeasure against such issues [4, 5]. Recently, cryptographic
schemes are also used in combination with watermarking algorithms to provide a
strong barrier against security threats [5].

In our study, we develop a dual watermarking scheme for medical images to
increase the performance of DWT-SVD-based approach. The method uses the con-
cept of DWT to transform the cover image into different frequency components for
optimum embedding. However, SVD is harnessed for obtaining thematrix withmax-
imum energy and minimum coefficient values which facilitates smooth and accurate
embedding [6, 7]. Prior to embedding, the “patient medical image” is separated
into sub-images and the “patient report” is encoded with Hamming code [8]. After
embedding, butterfly concept which governs the chaos-based encryption [9, 10] is
used to encrypt the watermarked image.

The remaining section of the paper is ordered as follows: current literature related
to our work is given in the “related work” section. In section “design and outline
of the proposed scheme”, the concept behind our scheme is discussed followed by
results in “results” section. The paper is summarized in the “conclusion” section.

2 Related Research

In this section, the related researches are discussed.
A pixel-based watermarking approach is presented in [11] for medical images.

Themethod uses bit replacement scheme to embed ROI information into background
part (NROI) of the host image. Further, the method identified the tampered area at
the receiver end. Experimental results proved it’s superiority to existing techniques
[12–15].

A dual watermarking scheme is implemented using medical images in [16]. The
authors estimated the performance of four different ECCs. Experimentally evaluat-
ing the proposed technique yielded improved results in terms of robustness and it



Improved DWT-SVD-Based Medical Image Watermarking … 899

was observed that Reed–Solomon performed better than the rest of the ECC’s. Com-
parison with similar techniques, [17, 18] showed better performance in terms of NC.
In [19], a reversible watermarking method for e-health application is presented. The
ROI section of original image is transformed by DWT then SVD is performed on
the chosen sub-bands of image. The watermark is embedded into the particular SVD
component (“U” matrix). Further, ECC is used to encode EPR watermark which is
hidden into the RONI section of original image. The method performed better than
similar state-of-the-art methods [20, 21]. In [22], the authors presented a watermark-
ing method using lossless compression addressing the bandwidth/storage issue of
the medical data. The method offered good quality images at higher compression
ratios. In addition to this, it is robust when subjected to attacks. A secure and robust
DWT-based watermarking is developed in [21]. The embedding of watermark is per-
formed using spread-spectrum method. Further, BCH code is used to enhance the
robustness.

3 Design and Outline of the Proposed Scheme

Our approach comprises of two parts, i.e., insertion and significant recovery of both
watermarks. Initially, the host image is transformed by second level DWT and three
sub-bands are chosen for embedding the watermarks. Subsequently, the selected
sub-bands are further transformed by SVD. The singular component of high–low
(HL) and low–high (LH) frequency components of first level DWT image is altered
with partitioned watermark medical images. Further, singular vector of the second
level DWT coefficients (high–high (HH2)) is selected for embedding of “patient
report” watermark. After embedding, chaos-based encryption [9, 10] is applied on
watermarked image to increase the authenticity of our scheme. DWT decomposition
(up to second level) is depicted in Fig. 1 [4]. The entire process ofwatermark insertion
and recovery is depicted in Fig. 2.

HL1

LH1 HH1

LL1

LL2 HL2

LH2 HH2

HL1 

LH1 HH1 

Cover 
image 

(512×512)

First –level 
DWT

2ndlevel DWT
on 
approximation 
sub- band 
(LL1)

Fig. 1 DWT decomposition of an image
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Determining sub-
bands through DWT

SVD applied to 
chosen sub- bands

EPR as watermark

Applying hamming 
encoder (ECC)

Embedding of both watermarks

Inverse SVDInverse DWT
Decrypted 

watermarked 
image

Applying 2nd

level DWT
Determining 
sub-bands

Watermark 
extraction

Applying
hamming 
decoder

Host image
Watermark image

EPR watermark
Recovered watermark

image

Watermarked imageEncrypted image

Chaotic 
Encryption

Fig. 2 Proposed watermark insertion and recovery approach

4 Results

The proposed work is experimentally evaluated using MATLAB software-version
R2013a. To estimate the performance of our scheme, sixmedical images and Barbara
image are selected as cover [23]. Further, to improve the authenticity, twowatermarks
“patient report” (12 characters) and “patient medical image” (256× 256) are used for
testing and evaluating our method. The results are carried out in the form of PSNR,
NC, BER [1]. Further, NPCR and UACI estimate the efficacy of the encryption
scheme [7, 9, 24]. The images used in our experimental analysis are—(a) Cover (b)
watermark (c) watermarked and (d) “patient report”, as shown in Fig. 3. Tabular
representation of the performance of our scheme is shown in Tables 1, 2, 3 and 4.

Our work is evaluated on particular gain factor values as shown in Table 1. Table 1
shows the highest PSNR = 38.3571 dB at a gain = 0.005. The BER, NPCR, and
UACI values are approximately reaching the acceptable values for all gain factors,
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Original image Watermark image Watermarked image

‘Patient report’

(a) (b)

(d)

(c)

Fig. 3 Considered images as a Cover, b watermark, c watermarked, and d “patient report”

Table 1 Performance analysis at a varying gain

Gain factor PSNR (in dB) NC (image) BER (text) NPCR UACI

0.005 38.3571 0.9154 0 0.9961 0.4010

0.01 38.3538 0.9676 0 0.9960 0.4012

0.03 38.0954 0.9916 0 0.9960 0.4010

0.05 36.9234 0.9154 0 0.9961 0.4010

0.07 35.2507 0.9977 0 0.9961 0.4011

0.09 33.5399 0.9985 0 0.9960 0.4014

0.1 32.7280 0.9986 0 0.9958 0.4012

Table 2 Performance analysis for various cover images

Cover media PSNR (in dB) NC (image) BER NPCR UACI

CT-scan 21.4548 0.8865 0 0.9961 0.4546

PET-CT 38.4215 0.9648 0 0.9960 0.4811

Ultrasound 24.5103 0.9327 0 0.9961 0.4132

PET-scan 28.0304 0.9488 0 0.99612 0.44804

Brain MRI 36.9234 0.9154 0 0.9961 0.4010

Hand X-ray 38.0842 0.9869 0 0.9961 0.4906

Barbara 36.4312 0.9793 0 0.9960 0.4206
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Table 3 Robustness analysis for image and text watermark(s) under attacks

Attack Noise density NC (image) BER (text)

Salt and pepper noise 0.0001 0.9975 0

0.0005 0.9630 0

0.001 0.8761 0

Gaussian noise 0.0001 0.9785 0

0.0005 0.8311 0

Rotation 1° 0.9308 55.95

5° 0.8908 55.95

10° 0.8913 0.55

JPEG compression QF = 10 and 50 0.8994 and 0.9626 0

Sharpening mask 0.1 0.8042 0

0.5 0.8320 0

0.9 0.8445 0

Speckle noise 0.001 0.9947 0

0.01 0.8277 0

Image scaling ×1 0.9973 0

×2 0.8242 0

Cropping [5 5, 10 10] 0.9800 7.1428

[10 10, 200 200] 0.9009 7.1428

Gaussian low-pass filter at Var = 0.6 Mean = 1 and 3 0.9973 and 0.9124 0

Median filter [1 1] 0.9973 0

[2 2] 0.9099 0

[3 3] 0.9290 0

Poisson noise 0.8026 0

Histogram equalization 0.6624 2.38

respectively. The highest NC values are 0.9986 obtained for a gain of 0.1. Perfor-
mance measures for different host images are presented in Table 2. In this table, we
notice that the proposed work achieves significant value of PSNR= 38.0842 dB and
NC = 0.9869 for “X-ray” image. Further, Table 3 shows the analysis of the work
when subjected to several attacks. The highest NC= 0.9975 for salt and pepper noise
(density= 0.0001). The proposed work has achieved acceptable range of NC value,
i.e., above 0.7 except for histogram equalization. Similarly, BER values are equal to
“0” except for rotation attack, cropping, and histogram equalization.

The performance comparison of our technique with a similar approach [16] is
shown in Table 4 and it is found that our technique is superior for nine considered
attacks.
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Table 4 Comparative analysis of our method with Singh et al.

Attack Noise density NC and BER by [16] NC and BER [proposed
scheme]

NC BER NC BER

JPEG
compression

QF = 100 0.9950 0 0.9974 0

Sharpening
mask

0.1, 0.5 and 0.9 0.5986, 0.6293
and 0.6457

0 0.80422, 0.8320
and 0.8445

0

Gaussian noise 0.05 0.3150 8.5714 0.4157 1.190

Image scaling 2 and 2.5

Salt and pepper
noise

0.001 0.7553 0 0.8765 0

Median filter [3 3] 0.8885 0 0.9290 0

Gaussian
low-pass filter

0.6 0.8780 0 0.9124 0

Cropping 0.7451 4.5714 0.9800 7.1428

Histogram equalization 0.5880 1.4286 0.6624 2.3809

5 Conclusion

In this research, DWT SVD hamming chaotic encryption-based dual watermarking
scheme was developed. To improve the authenticity of our method, dual watermarks
were embedded in the different wavelet coefficients/frequency sub-bands of the host
image. On obtaining the watermarked image, it is subjected to an encryption mech-
anism governed by chaos which ensures the security of the entire process. Tabular
representation of the simulation results has shown the suitability of our method for
medical applications. In comparison to previous similar approach, our technique
achieved better “NC” and “BER” values. Although the evaluated performance of
our technique is acceptable, in future work, we plan to test our method for other
applications such as audio watermarking and video watermarking.
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Dynamically Tuned PIDD2 Controller
for Single-Link Flexible Manipulator

Komal Agrawal, Richa Negi and Nitin Singh

Abstract This paper proposes a modified optimal PIDD2 controller for flexible-link
manipulator. The single flexible link is modeled mathematically in which the flexible
link and base rotation are modeled as stiff systems using Lagrange’s method. The
system obtained as a result will have one degree of freedom. In the proposed work,
the comparison of two types of controller, i.e., PID and PIDD2, is done for controlling
the position and trajectory of the single-link manipulator. The main objective is to
control the trajectory with minimum tip oscillation. The tuning of the controllers is
done using the Ziegler–Nichols (Z-N) method and Dynamic Particle Swarm Opti-
mization (DPSO) algorithm. The dynamic particle swarm optimization algorithm
is an improved version of the particle swarm optimization algorithm which identi-
fies and eliminates the dilemma of stagnation and local optima. The findings show
that the PIDD2 controller with dynamically tuned parameters is better in controlling
the position and trajectory of the single-link manipulator. All the simulations were
performed on MATLAB–SIMULINK.

Keywords Flexible-link manipulator · PID controller · PID plus second-order
derivative controller · Ziegler–Nichols (ZN) · Particle Swarm Optimization
(PSO) · Dynamic Particle Swarm Optimization (DPSO)

1 Introduction

The use of manipulators has massively increased in the space, defense, and med-
ical industry in the twentieth century. The advantages offered by the single-link
manipulators like high volume of work, lightweight, low energy consumption, small
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actuators, better maneuverability, and transportability have made them widely used
manipulators [1]. The main problem is that with the use of lightweight robots in the
industries, structural flexibility has become a real challenge [2]. Sometimes the arm
flexibility may lead to the tip oscillation of the link for the duration of the movement,
which is highly undesirable. These oscillations have made control of such links more
challenging and attracted the interest of various researchers worldwide to model and
control the oscillations of the flexible-link manipulators.

A single-link manipulator is a link which is controlled by an actuator for fulfilling
the specified objective, e.g., placing a load fromone point to another. The nonlinearity
is introduced in the dynamics of the single-link manipulator due to the flexibility and
it increases the vibration and overshoot of the single-link manipulator. The rotary
flexible single-link manipulator is shown in Fig. 1, and it comprises of the stainless
steel flexible link. The complete assembly is mounted on the Quanser SRV02 plant.
The motion of the link in horizontal plane is achieved by a DC motor connected to
it. In order to sense the angular deflection of the tip, a strain gauge is installed at the
motor end and an optical encoder is installed with the motor.

The research on the modeling and control of the flexible-link manipulators was
started in 1970s [3], thereafter, various works have been published on this issue.
There are various existing techniques to model the single-link manipulator, e.g.,
assumed mode method [4], the finite element method [5], or the Ritz expansion
method [6], using the Lagrangian formulation or Newton-Euler formulation and
HamiltonPrinciple [7]. Each of themodelingmethods has got their ownpros and cons
related to complexity, adaptability, and accuracy. In the presentedwork, Lagrangian’s
method is used for deriving the motion equation of the flexible-link manipulator.

In order to control the flexible-link manipulators with dynamic deformation, the
smart materials for actuators were proposed to be used by some researchers [8–10].
The torquewheelwasmounted at themanipulator end point for suppressing the active
vibration and correcting the position [11]. The elastic oscillations of the manipulator
were eliminatedby the applicationof fast andhigh-accuracymicromanipulator. There
are some approaches that controlled the active vibration using the additional actuator
[3, 12, 13]. Some researchers also suggested the joint-actuator method [14, 15] and
joint manipulator method [28, 29] for suppressing the vibrations.

Fig. 1 Quanser flexible link
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There are various researches who have proposed various strategies and establish
the effectiveness of the state feedback controller and LQR controller for controlling
the single-link manipulator [16, 17]. The effectiveness of the vibration controller
with respect to the deflection feedback for controlling the flexible link is shown by
Tso et al. [18].Whereas, the use of linear optimal controller can achieve the improved
control of single-link manipulator which is shown by Piedboeuf et al. [19].

In the proposed work, two different controllers are used for controlling the tip
vibration of the single-link manipulator. The dynamic analysis of the single point
flexible manipulator is presented using the state-space model. The parameters of
the two controllers are tuned using two different techniques, i.e., Z-N method and
dynamic particle swarm optimization algorithm.

This paper is arranged in various sections, Sect. 2 describes themathematicalmod-
eling of the single flexible-link manipulator. Section 3 defines the problem, which
describes the different control strategies designed for maintaining the accurate posi-
tion ofmanipulatorwithminimum tip vibration. Section 4 discusses themethodology
for finding the optimized values of controller’s gain using Z-N and DPSO method.
Comparison and discussion of simulation results are discussed in Sect. 5. In the last
section, i.e., Sect. 6 the findings of the article are summarized.

2 Modeling the Flexible Link

2.1 Single-Link Manipulator System Model

Experimental setup of the single flexible-link manipulator consists of combination
of electrical and mechanical components. The mechanical subsystem is modeled by
stating the deflection of the tip deflection and rotation dynamics of the base. DC
servomotor modeling is performed using electrical subsystem relating torque and
voltage [20, 21].

2.2 Servomotor Model

Dynamics of servo system is developed using the block diagram as shown in Fig. 2.
Block diagram provides the transfer function of servo system in the form of expres-
sion given in Eq. (1).

θ(s)

Vin(s)
= Am

s
(
s + 1

τt

) (1)
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Fig. 2 Block diagram of SRV02 Servomotor

where, θ(s) = servomotor angle, Vin(s) = Input voltage, Am = motor gain and τt =
time constant. The motor gain Am can be further expanded as Eq. (2).

Am = ηmoηgeKbKgt

Ram Jq
(2)

where ηm = ηmo = motor efficiency, ηg = ηge = gearbox efficiency, Rm = Ram

= motor armature resistance, Jq = high-gear moment of inertia, Lm = armature
inductance, Kgt = high-gear to total gearbox ratio, km = Kb = back-emf constant,
and Bq = high-gear damping coefficient. The time constant can be written as Eq. (3).

1

τt
= Bq

Jq
+ ηmoηgeK 2

b K
2
gt

Ram Jq
(3)

All the parameters in Eq. (3) are considered without any additional load [21]. The
final torque can be expressed as Eq. (4).

τ = ηmoηgeKbKgt

Ram

(
Vin − KbKgt�L

)
(4)

�L = generated angular velocity by the servomotor at load end.

2.3 Mathematical Model

The schematic diagramof the flexible link is depicted in Fig. 3, where, θ(t) is the servo
angle and α(t) is the deflection angle of the flexible link relative to under formed link
of generalized variables [20]. The output angle and velocity of the DC servomotor
be expressed as Eqs. (5) and (6), respectively.

y(t) = θ(t) + α(t) (5)
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Fig. 3 Flexible link
schematic

θ̇ (t) = ω (6)

Now, the total potential and kinetic energy needs to be calculated in order to deter-
mine the system’s Lagrangian. The total potential energy generated by gravitational
force is neglected. So, the remaining equivalent potential energy is simply because
of the elasticity of the flexible arm given as Eq. (7).

V = 1

2

[
Kα2(t)

]
(7)

where K = torsion spring stiffness. The base and link rotation produce the kinetic
energy which can be expressed as Eq. (8).

T = 1

2
Jq

(
dθ

dt

)
+ 1

2
Jlink

(
dθ

dt
+ dα

dt

)2

(8)

where Jlink = moment of inertia of the flexible link. Generalized coordinates and
viscous damping forces generate the nonconservative forces given as Eqs. (9) and
(10).

Qθ = τ − Bq

(
dθ

dt

)
(9)

Qα = Blink

(
dα

dt

)
(10)
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where Blink = link viscous damping force, but, it is ignored, i.e., Blink = 0 and “τ”
as shown in Eq. (4). Euler–Lagrange’s equation can be expressed as Eq. (11).

∂2L

∂t∂q̇i
− ∂L

∂qi
= Qi (11)

The generalized coordinates are shown as L = T − V and nonconservative
forces. In order to obtain the state-space system, Eqs. (7), (8), (9), and (10) are put
into Eq. (11) and it is solved. After solving it, obtained state-space system is given
in Eq. (12).

ẋ = Ax + Bu (12)

where

x = [θ α ω α̇]T

A =⎡
⎢⎢⎢⎣

0 0 1 0
0 0 0 1
0 K

/
Jq −(

ηgeηmoK 2
gt Kb + Bq Ram

)/
Ram Jq 0

0 −K
(
Jq + Jlink

)/
Jq Jlink

(
ηgeηmoK 2

gt Kb + Bq Ram
)/

Ram Jq 0

⎤
⎥⎥⎥⎦

B =

⎡
⎢⎢⎣

0
0(

ηgeηmoKgt Kt
)
/Ram Jq

−(
ηgeηmoKgt Kt

)
/Ram Jq

⎤
⎥⎥⎦

C =
[
1 0 0 0
0 1 0 0

]

The numerical values of different variables of the system are given in Table 1.
Now, from the state-space form of the system, i.e., Eq. (12) and from the parameter

values of the system shown in Table 1, the closed-loop transfer function of the single-
link flexible manipulator system with respect to servo angle and deflection angle of
the flexible link is given as Eqs. (13) and (14), respectively.

Gθ = 61.73s2 + 2.741E − 014s + 1.927E004

s4 + 35.11s3 + 974.1s2 + 1.096E004 + 1.927E004
(13)

Gα = −61.73s + 1.569E − 013

s3 + 35.11s2 + 850.6s + 1.096E004
(14)
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Table 1 Numerical values of
the parameter [22]

Symbol Description Value

Bq Viscous damping
coefficient

4.00E-03 (Nm/(rad/s))

Jq Moment of inertia 2.08E-03 (Kg)

Kt Motor torque constant 7.680E-03 (Nm/A)

K Torsion spring constant 1.2485

ηmo Motor efficiency 0.69

ηge Gearbox efficiency 0.90

Ram Motor armature
resistance

2.6�

Jlink Moment of inertia 0.004 (Kg)

Kgt Total gearbox rotation 70

Kb Back-emf constant 7.68E-03 (V/(rad/s))

Fig. 4 State space model

The final state-space model of the manipulator will be a bigger subsystem com-
prising of two subsystems, i.e., servomotor and flexible link. The final state-space
model is shown in Fig. 4. Here, Vm = Vin is the input voltage.

3 Problem Definition

Two control strategies are utilized for maintaining the accurate position of themanip-
ulator and eliminate tip’s vibration (during fast response), for a defined set of servo
angle. The two strategies are as follows.

3.1 PID Controller

It is the most commonly used structure of feedback controllers. PID controllers are
used by most of the control loops in the process control. It is normally utilized
at the low level and the set point to these lower level controllers is given by the
multivariable controller. The PID controller is also called as “bread and butter” of
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Fig. 5 PID controller block diagram

the control engineers. In the PID controller three variables are presents, i.e., Kp =
Proportional gain, Ki = Integral gain, and Kd = Derivative gain. The above-defined
variables are used for providing the controlled output of the PID controller. The
controlled output variable known as “u” of PID can be written as Eq. (15). The block
diagram of the PID controller is shown in Fig. 5.

u(t) =
[
Kpe(t) + Ki

∫
e(t)dt + Kdde(t)/dt

]
(15)

Error between the desired set point and measured variable is corrected using a
PID controller. Steady-state error is decreased by the use of proportional controller.
But by no means it can manage to eliminate the steady-state error. Now for removing
the steady-state error, proportional plus integral (PI) controller is used. But it also
has a negative impact on speed of response and overall stability of the system. It
does not have the ability to predict the future errors of the system. Proportional Plus
Derivative (PD) controller has an ability to predict the future error of the system
response. PID controller has zero steady-state error, fast response (short rise time),
no oscillations, and higher stability.

3.2 PIDD2 Controller

Its function is similar to the PID controller, except that it has got an extra derivative
square term that plays an important role in reducing the vibration error caused due
to oscillation and reducing the response settling time of the rotary flexible link. The
gain equation of the PID plus second-order derivative controller can be written as
Eq. (16). The block diagram of the PIDD2 controller is shown in Fig. 6.

u(t) = [
Kp + Ki/s + Kd1s + Kd2s

2
]

(16)

where Kp, Ki, Kd1, and Kd2 are the proportional, integral, derivative, and second-
order derivative gains, respectively. In Eq. (16), it is clearly seen that a term is added.
It is well known that the derivative control improves the transient response. So, the
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Fig. 6 PIDD2 controller block diagram

peak overshoot and transient present in the vibration of the rotary flexible link are
reduced more effectively.

4 Tuning of Controllers

The system response becomes unstable for incorrect parameter values of the PID
controller. So, for finding the optimum values of controller, the parameter tuning
is done. In the proposed work, the parameters of the PID and PIDD2 controllers
are tuned using the Ziegler–Nichols (ZN) method and Dynamic Particle Swarm
Optimization (DPSO) algorithm.

4.1 Ziegler–Nichols Method

It is a prying method of tuning. Initially, it takes integral (I) and derivative (D) gains
as zero. Now, increase the proportional (P) gain Kp, at which the output of the system
has consistent and stable oscillations. The settling time of the P controller is taken as
extreme period (Te). Both Ke and Te are used to find the optimal values of the PID
controller gain.

4.2 Dynamic Particle Swarm Optimization (DPSO)

The new variant of particle swarm optimization was proposed in [23] which over-
comes the twomajor goals of the population-dependent algorithm, i.e., the rate of the
convergence and the technique for eliminating the problem of local minima, which is
complicated to accomplish as both the objectives are contradictory to each other. The
fundamental PSO [24] makes use of the global best (gBest) for updating the velocity
of the particles and simultaneously it also affects the position of the particles resulting
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in a rapid convergence, because of which it becomes susceptible to the dilemma of
local optima especially in the case of multimodal systems [25, 26]. Various variants
have already been proposed by the researchers to improve the performance of the
PSO and provide solution to this problem by balancing the two parameters [23, 27].

The dynamic PSO (DPSO) variant reduces the difficulty of stagnation and local
optima and simultaneously tracks and delivers the rapid convergence rate. DPSO
achieves the objective of fast convergence rate without getting trapped into local
optima problem by tracking and recording the modification in the individual best
positions attained by the particles, i.e., pBest. The DPSO algorithm records and
tracks the duration for which the position pBest has not changed and simultaneously
it records and tracks the number of iterations during which the gBest had not been
updated. If there is no change in the pBest and gBest for a specified number of
iterations, then the current values of both the parameters are changed with the best
values that they have attained previously at some point of time and iteration.

The pBest and gBest are again monitored for any changes in their values that
might have taken place due to the changed values and it was adjudged that with the
replaced values whether they are able to get any improvements in the target values or
not. If any positive improvement is observed in the target values the replaced values
are made permanent otherwise the change is reversed and the old values are restored
in the algorithm. This process is repeated until the optimal value is achieved or the
termination condition is reached. The objective function of the system is given as
Eq. (17) and is used for optimization.

J =
∫ [

(R − θ)2 + (α)2
]
dt (17)

Here, the Integral of SquareError (ISE) performance parameter is used to calculate
the optimal values of the controller gains forminimizing the error performance index.

4.3 Dynamic Particle Swarm Optimization Procedure

The various steps involved in tuning the parameters of PID and PIDD2 controllers
are given below [23]. The Dynamic PSO algorithm (DPSO) procedure involves
mainly three steps, i.e., Step-(i), the identification and preservation of the potential
region which are possibly unexplored, Step-(ii), restructuring pBest and gBest of the
stagnated particles for whom the value of pBest and gBest has not changed for a long
time and Step-(iii), monitoring the acceptability of the changes made in the values
of pBest and gBest. The DPSO procedure is explained through flowchart shown in
Fig. 7. The terminology used in DPSO algorithm is shown in Table 2. The parameters
of the Dynamic PSO are initialized as follows:

• Constant inertia weight (w) is taken as 0.783.
• The acceleration coefficients c1 and c2 are taken as c1 = c2 = 1.367.
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Fig. 7 Flowchart showing the Dynamic Particle Swarm Optimization (DPSO) procedure
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Table 2 Dynamic particle swarm optimization terminology

Symbol Description

M No. of particles in Swarm (population size)

Xi Position vector of the ith particle, i = 1 to m

Vi Velocity vector of the ith particle, i = 1 to m

pBesti Best position obtained by ith particle

gBest Global best position of the swarm

pBest_counti Counter when pBesti do not get better in a successive generation for
particle i

pBest_iter_thresh Utmost number of iteration ith particle wait for an improvement in
pBesti

pBest_tempi Provisionally restructured vector of pBesti for particle I, i = 1 to m

pBest_chance_counti Counter when pBest_tempi do not improve in a successive generation
for particle i

pBest_chance_max Maximu number of iterations pBest_tempi will get chance to improve
pBesti (constant)

gBest_h Vector for historical values of gBest

gBest_h_maxcount Maximum permissible number of elements in gbest_h (constant)

gBest_count Counter when gBest do not improve in a successive generation for
particle i

gBest_iter_thresh Maximum number of iterations group wait for an improvement in
gBest (constant)

gBest_temp Provisionally restructured vector of pBesti for particle i = 1 to m

gBest_chance_count Counter when gBest_temp do not improve in gBest_chance_max
successive iterations

gBest_chance_max Maximum number of iterations gBest_temp will get chance to improve
gBest (constant)

• Max number of gBest stored as history in gBest_h = 10*m, pBest_iter_thresh =
gBest_iter_thresh = 5*m (dimension).

Initialization
The numbers of particles containing the PID and PIDD2 controller parameters are
initialized randomly within search space, here, number of particles is taken as 50.
Counter for pBest_counti and pBest_chance_counti (for i = 1 to m) are initialized
to 0 and –1, respectively, these counts keep a track of the succeeding generations
for which pBesti and pBest_tempi have not improved. Similarly, gBest_count and
gBest_chance_count are set to 0 and –1, respectively, these counts keep a track of
the number of iterations for which gBest and gBest_temp have remain unchanged.

PBest, GBest and Fitness Calculation
The Integral Square Error (ISE) shown in Eq. (17) is taken as the objective function
for calculating the optimal values of the gains, i.e., Kp, Ki, Kd1, and Kd2 of the PIDD2

controller, where R is the reference of the deflection, θ is the actual value of the servo
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angle, and α is the deflection angle. The fitness of each particle is determined; the
value of initial position vector is assigned as pBesti (i = 1 to m) and best position
produced as gBest.

Updating Velocity and Position
The velocity and position vector, i.e., vi and xi (i = 1 to m), respectively, of the
individual particle are updated using Eqs. (18) and (19), respectively.

vk+1
i ⇐ w × vki + c1τ1(pxbesti − xki ) + c2τ2(gxbest − xki ) (18)

xk+1
j = xkj + vk+1

j (19)

Identify and Preserve Potential Regions
The potential regions for the most part obtained in the form of gBest up to count
gBest_h_maxcount are stored as historical global best position in gBest_h.

Updating PBest and GBest
Fitness of the individual particle is computed again with the updated position, if the
new position of particle xi is able to make better the personal best position of the
particle pBesti (for i = 1 to m), it is updated and similarly if the current global best
position gBest of the particle is better than previous it gets updated.

Controlling Stagnation Problem
The count pBest_counti and gBest_counti (for i = 1 to m) are increased by 1 in each
generation and if the pBesti and gBest have not improved from the previous values
they are reset to 0. If pBest_counti and group gBest_count attain the threshold value
for every particle i (for i = 1 to m), i.e., pBest_iter_thresh and gBest_iter_thresh,
respectively, then pBest and gBest are restructured; otherwise, the termination con-
dition of the algorithm is tested.

Restructuring PBest and GBest
The particles whose pBest_counti and gBest_count has crossed the threshold limit,
their pBesti and gBest are restructured with the new values from the history as
pBest_tempi and gBest_temp, respectively.

Checking Acceptability of PBest and GBest
The particles whose personal best, i.e., pBesti, is replaced with pBest_tempi are
checked for the maximum number of iterations given as pBest_chance_max, if the
value of pBesti further improves from the previous value, then the replaced value
is accepted as fixed otherwise old values are reinstated and replaced with a new
pBest_tempi until an improved value of the pBesti is obtained. Similarly, gBets
replaced with gBest_temp is checked for an improved value then the previous gBest,
if it is obtained then the change is taken as permanent otherwise original value is
restored.
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Termination Condition
If the evaluation of the function has exceeded the maximum allowed evaluation
number, then the algorithm terminates. Otherwise, the value of velocity and position
vector is again updated and all the steps are repeated until the termination condition
is reached.

5 Simulation Results and Discussion

In this section, after using Table 1 parameters, respectively, simulation has been
performed and the obtained results are mentioned in Figs. 8, 9, 10, and 11. Optimal
values of the PID and PIDD2 controllers were obtained for minimizing the cost
function (objective function) as mentioned in Table 3.

Here, the proposed PIDD2controller is tested for controlling the single-link flex-
ible manipulator system defined in Eq. (12). The performances of conventional PID
controller and PIDD2controller, tuned with the Ziegler–Nichols (Z-N) and Dynamic
Particle Swarm Optimization (DPSO) techniques, are compared. The realization of
PID and PIDD2 controller is done in theMATLAB. For tuning the PID controller and
PIDD2 controller gain parameter, DPSO algorithm uses ISE performance criterion.

Figure 8 shows servo angle (θ) which is generated by the servomotor torque at the
joint of motor and the link. Figure 9 represents the deflection of the flexible link angle
(α) at the tip of the flexible link (vibration). Figures 10 and 11 show the response
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Table 3 Optimal values of the controller gain

Controller gain Kp Ki Kd

PID-ZN 5.88 0.1779 0.0445

PID-DPSO 4.19532 0.0017689 0.015248

PIDD2-DPSO 3.98925 0.00147624 Kd1 = 0.010548
Kd2 = 0.029158

of the controlled input (voltage) for servo angle and deflection angle, respectively,
which is given to plant.

After close observation of the results, it becomes evident that the oscillations and
settling time are reduced significantly for all the responses except the tip deflection
angle response. Figures 10 and 11 show the variation of input voltage given to the
servomotor for controlling the servo angle (θ) and tip deflection angle (α), it signifies
that operation of the motor will be stable and smooth for the PIDD2 controller which
is tuned using DPSO algorithm as compared to the other tuning methods.

6 Conclusion

In this paper, a comparative studyofPIDandPIDD2 controller is done, in order to con-
trol the dynamics of the single-link flexible manipulator. Proposed PIDD2 controller
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has four control terms, proportional, integral, derivative, and second derivative. For
tuning the gains of the PID and PIDD2 controllers, Z-Nmethod and DPSO algorithm
are used which use integral of square error (ISE) as the performance criterion. The
dynamic performance of single-link flexible manipulator with DPSO-PIDD2 is com-
pared with the Ziegler–Nichols (ZN)-tuned PID- and DPSO-tuned PID controller.
Simulation results confirm the superior performance of the PIDD2 controller.
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Design of an Optimal Microstrip
Butterworth Low-Pass Filter Using
Colliding Bodies Optimization
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Abstract A new methodology to design a microwave filter is discussed. The filter
designed is a Butterworth low-pass filter of order five which is obtained in digital
domain using chain scattering parameters for serial transmission lines and a shunt-
connected open-circuited stub. Colliding Bodies Optimization (CBO) algorithm is
used for approximating the magnitude response of desired transfer function with the
ideal one. Superiority of the results obtained fromCBO in comparison to somewidely
used optimization algorithms, viz., real-coded genetic algorithm, gravitation search
algorithm, and particle swarm optimization is shown. It is seen that CBOoutperforms
the other algorithms in terms of magnitude error parameters with passband and
stopband error values of −43.62 dB and −48.205 dB, respectively. Afterward, the
obtained configuration is then simulated on ADS using the substrate Rogers RO3003
having permittivity value of 3 and 0.75 mm thickness. The microstrip Butterworth
low-pass filter is found to have 3.4GHz cutoff frequencywhich is capable of covering
various microwave applications.
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1 Introduction

A Microwave Low-Pass Filter (LPF) is used to only pass specific lower frequency
components up to the cutoff frequency and attenuate the higher frequency harmon-
ics. Microwave LPFs find wide range of applications in communication systems
such as, Bluetooth, Wi-Fi, WiMAX, GSM, navigation systems like GPS, GNSS,
and GLONASS in the bands ranging from 1.2 to 1.9 GHz, bio-medical applica-
tions, many S-band applications like Direct-to-Home satellite television, powering
the particle accelerators, airport surveillance radars, imaging systems, in receivers
and transmitters of many wireless systems, and to improve signal-to-noise ratio in a
communication link [1–4].

Commonly usedmicrowave LPFs are designed using Butterworth approximation.
Themagnitude response of these type of filters is observed to bemaximally flat in the
passband region for a given filter order and complexity [4]. Alongwith themaximally
flat passband response, a Butterworth Low-Pass Filter (BLPF) gives an attenuation
equal to −120 × n dB/decade. The magnitude response of an nth order ideal BLPF
is given as

|Hi (ω)| = 1√
1 +

(
ω
ωc

)2n
(1)

where ωc is the cutoff frequency with both ω and ωc having units of radians/second,
and n denotes the order of filter.

Various techniques are identified for designingmicrowaveLPF circuits.Hsue et al.
[5] have designed a microstrip LPF in Z-domain using chain scattering parameters
of multi-section serial transmission lines and shunt-open-circuited stubs. Most com-
monly used method to design microstrip BLPFs is the stepped impedance method,
wherein LC ladder network is approximated in the form of alternate high impedance
(serial inductor) and low impedance (shunt capacitor) lines as has been shown in
[6–9]. Transformed radial stubs were used in [10] to propose LPF microstrip cir-
cuits. Tri-section stepped impedance resonators were used to design a 1 GHz cutoff
frequency LPF [11]. Liu et al. [12] have used stepped impedance hairpin units to
propose amicrostrip LPFwith a 3 dB cutoff frequency of 1.6GHz. Hayati and Shama
[13] proposed a microstrip LPF using stepped impedance resonator having ultrawide
stopband. Authors in [14], used cylindrical- and radial-shaped resonator to design
a very compact microwave LPF. Oraizi et al. [15] successfully designed microwave
LPF using Particle Swarm Optimization (PSO) technique.

In this work, an efficient metaheuristic optimization technique known as Col-
liding Bodies Optimization (CBO) [16] has been employed to find out the optimal
impedance values of transmission line sections to design a 5th order BLPF in Z-
domain. Additionally, the filter design has also been carried out using three more
widely used algorithms, namely, Gravitation Search Algorithm (GSA) [17], Real-
Coded Genetic Algorithm (RCGA) [18], and PSO [19] to prove the superiority of
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CBO over others. The configuration of the most optimal design obtained from CBO
has been simulated on Advanced Design System (ADS) software and the 3 dB cutoff
frequency of the microstrip LPF is found to be 3.4 GHz.

This work has been organized into the following sections. In Sect. 2, design of the
Butterworth LPF is discussed. Also, the detailed analysis of CBO is presented and
the obtained results are compared with other metaheuristic algorithms. The obtained
configuration for microstrip BLPF is simulated on ADS in Sect. 3. Finally, the work
is concluded in Sect. 4.

2 Design of Butterworth Low-Pass Filter

2.1 Problem Formulation

Implementation of microwave filters using chain scattering matrices (T-matrices) of
transmission line sections in Z-domain was shown by Chang and Hsue [20]. Based
on this approach an LPF of order n = 5 was designed using multi-section serial
and shunt-open transmission lines [5]. It is noticed that an open-circuited shunt stub
provides a zero at z = −1( ) [21] in Z-domain, which in turn is responsible
for giving the behavior of an LPF. In this paper, we have achieved a much simpler
design of a BLPF of order n = 5, by making use of a single shunt-connected open
stub along with cascaded serial transmission line sections. For serial transmission
line and shunt-connected open stub, T-matrices are, respectively, given by Eqs. (2)
and (3) [20].

TS = 1

z−1/2
(
1 − Γ 2

)
[
1 − Γ 2z−1 −(

Γ − Γ z−1
)

Γ − Γ z−1 −Γ 2 + z−1

]
(2)

TOC = 1(
1 + z−1

)
[

(1 + a) − (1 − a)z−1
(
a + az−1

)
−a − az−1 (1 − a) + (1 + a)z−1

]
(3)

where z = e jw, � = (Z1 − Z0)/(Z1 + Z0) and a = Z0/2Z2. Here, Z0 is the
reference characteristic impedance, Z1 denotes the characteristic impedance of serial
transmission line and Z2 is characteristic impedance for shunt-open stub. The product
of the T-matrices of the line sections gives us the overall transfer function. After this,
T11 of the overall cascaded T-matrix for the network is computed and transmission
coefficient is given by

Hp(z) = 1

T11overall(z)
(4)
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To obtain the impedances of line elements forming the network, an error function
based on Least Mean Square (LMS) is formulated on the above defined transmission
coefficient and the ideal magnitude response of a BLPF which is given as

E(ω) =
∑

ω

[∣∣Hp(ω)
∣∣ − |Hi (ω)|]2 (5)

The different designs are compared on the basis of their passband error (Epass)

and stopband error (Estop) which are, respectively, given by (6) and (7) as

Epass = 20 log10

√∑
ω[|Hp(ω)|−|Hi (ω)|]2

P
(6)

where P = 500 and 0.01 ≤ ω ≤ 1.

Estop = 20 log10

√∑
ω

[∣∣Hp(ω)
∣∣ − |Hi (ω)|]2
P

(7)

where P = 500 and 1 < ω ≤ π .
In this work, CBO has been used for minimizing the error function defined in

Eq. (5). CBO is found to give the best magnitude response and is computationally
superior in achieving fastest convergence of iteration cycles as compared to many
existing benchmark metaheuristic algorithms [22].

2.2 Colliding Bodies Optimization Algorithm

CBO is a new age nature-inspired metaheuristic optimization technique proposed
by Kaveh and Mahdavai in 2014 [16]. A collision happens between a physical pair
of objects in this optimization technique to find the best solutions. Using a random
search and simplified formulation, CBOgains a decisive edge over other optimization
algorithms in terms of accuracy of results. The procedure of CBO is explained below.

A population of “n” individual solutions are considered which are called
CBs where the i th CB is denoted by Xi = [x1i , x2i , . . . , xDi ] =
[a1i , a2i , . . . , aN+1i , b1i , b2i , . . . , bN+1i ]where i = 1, 2, . . . , n and D = 2× (N+1)
represent the problem’s dimension.

Step 1: The CBs are generated and initialised in an arbitrary fashion within the
problem search space given by the equation

x0i = xmin + rand × (xmax−xmin), i = 1, 2, . . . , n (8)
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where xmin is the minimum impedance which is chosen as 10� and xmax is the
maximum impedance chosen as 150�, and rand is a number randomly chosen in
the range [0, 1].

The fitness values are then evaluated and the minimum value is termed gbest.
Step 2: The kth CB’s magnitude is found out to be

mk = 1/ f i t (k)∑n
i=1 1/ f i t (i)

, i = 1, 2, . . . , n (9)

where f i t (i) denotes the value of i in the objective function and n shows the size of
population.

Step 3: CBs are sorted in ascending order based on their value of fitness function.
Two equal groups of these CBs are then formed. Group 1 consists of higher body
mass CBs and are considered stationary and group 2 consists of lighter body mass
and are termed as moving CBs. Moving CBs are then made to undergo collision in
1-d with respective stationary CBs.

Step 4: Before colliding, the velocities associated with the stationary and moving
CBs are given as follows:

• Stationary CBs

vsi = 0, i = 1, 2, . . . , n/2 (10)

• Moving CBs

vmi = xi−xi−n/2, i = n/2 + 1, . . . , n (11)

where vsi is the velocity of the i th stationary CB, vmi is the velocity, and xi is the
co-ordinate of the i th moving CB.

Step 5: The after collision velocities and positions are given as

• Stationary CBs:

vsnewi = mi+( n
2 )

+ ε × mi+( n
2 )

mi + mi+( n
2 )

× vm
i+( n

2 )
, i = 1, 2, . . . , n/2 (12)

xsnewi = xi + rand × vsnewi , i = 1, 2, . . . , n/2 (13)

• Moving CBs:

vmnew
i = mi − ε × mi−( n

2 )

mi + mi−( n
2 )

× vm
i+( n

2 )
, i = n/2 + 1, . . . , n (14)

xmnew
i = xi− n

2
+ rand x vmnew

i , i = n/2 + 1, . . . , n (15)
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where vmnew
i , xmnew

i and vsnewi , xsnewi are the velocities and positions of the moving
and stationary CB,mi post collision, and the COR, ε = 1− presi ter

maxiter . Here, presiter is
the current iteration number and maxiter is the set number of maximum iterations.

Step 6: The fitness values with the updated positions of all the CBs are calculated
and gbest is revised if necessary.

Step 7: Before declaring gbest as the most optimal design, repeat the process
from Step 2 until the iterations complete.

2.3 Proposed Design and Comparisons

An optimal design for the microstrip low-pass filter is obtained using CBO. Order
five of the BLPF is achieved by choosing a configuration consisting of five line
elements, viz., a shunt-connected open stub placed at second place from the left and
four serial transmission line sections in cascade. Here, superiority of the design is
verified by comparing with the results obtained from some widely used evolutionary
optimization algorithms in the literature, namely, GSA [17], RCGA [18], and PSO
[19]. For the cutoff frequency of ωc = 1 rad/s, simulations are carried out. For all
four algorithms used, control parameters are taken as mentioned in Table 1. The
impedance range during the optimization process is chosen from 10� to 150�

for ensuring practically realizable widths and lengths, and each algorithm is run
for 500 iterations. Values of the impedances for designs obtained through different
optimization algorithms and their corresponding Epass and Estop values are listed in
Table 2.

From the results shown in Table 2, it is seen that the design D1, obtained through
CBO has improved values for Epass and Estop which proves its superiority over GSA,
RCGA, and PSO. Furthermore, themagnitude response comparison of BLPF designs

Table 1 Control parameters for different optimization algorithms

Algo. Control parameter Value Algo. Control parameter Value

CBO Population size 20 GSA Gravitation constant 100

Coefficient of decrease 20

Number of agents 50

RCGA Population size 100 PSO Inertia weight 1

Inertia damping ratio 0.99

Crossover percentage 0.7

Mutation percentage 0.3

Mutation rate 0.1

Selection type: RW Personal learning coefficient 1.5

Global learning coefficient 2

Swarm size 100
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Table 2 Values of the impedances for designs obtained through different optimization algorithms
and their corresponding Epass and Estop values

Design Algo. Impedance values Epass (dB) Estop (dB)

D1 CBO 121.46, 13.79, 150, 22.05, 56.06 −43.6232 −48.2027

D2 GSA 52.09, 23.68, 150, 12.02, 100.52 −38.4885 −39.7280

D3 RCGA 142.73, 17.33, 70.02, 102.84, 23.38 −39.1353 −33.1658

D4 PSO 115.11, 21.52, 96.04, 104.81, 18.76 −32.6255 −30.4433

Fig. 1 Magnitude comparison of BLPF designs through different algorithms

through different algorithms shown in Fig. 1 clearly shows that results obtained from
CBO give the magnitude response which is closest to the ideal one.

3 Simulation Results for the Proposed Microstrip BLPF

Configuration for the proposed design using CBO is shown in Fig. 2, which has been
realized onmicrostrip format. The design is simulated usingAgilentADS software on
a Rogers RO3003 substrate with relative dielectric constant εr : 3, substrate thickness
of 0.75 mm and loss tangent value 0.001. Physical length for each line element is
taken as l = λo/4 where λo is the wavelength at normalizing frequency of 10 GHz.
The corresponding lengths and widths for the impedance values of design D1 are
computed using a line calculator and are listed in Table 3.
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Fig. 2 Configuration of the proposed microstrip BLPF

Table 3 Width and length of
the proposed microstrip BLPF

Line element Impedance (�) Width (mm) Length (mm)

TSL1 121.46 0.195 5.154

TOC1 13.79 12.838 4.334

TSL2 150 0.179 5.164

TSL3 22.05 0.417 5.056

TSL4 56.06 9.158 4.476

Fig. 3 Magnitude responses of scattering parameters for proposed microstrip BLPF

Figure 3 gives the magnitude responses of scattering parameters, viz., S21( f ) and
S11( f ) for the proposed microstrip BLPF which is having 3 dB cutoff frequency of
3.4 GHz.

4 Conclusion

A Butterworth LPF of order five has been designed in the digital domain using T-
matrices of equal electrical-length line elements. CBO is used for minimizing an
LMS-based error function to obtain the desired impedance values of the proposed
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configuration. Proposed BLPF supersedes designs obtained from other well-known
metaheuristic algorithmswith improved Epass and Estop values. Configuration for the
microwaveBLPFconsists of a shunt-connected open stub and four serial transmission
line sections. Simulations are carried out in ADS environment using Rogers RO3003
substrate and results obtained for the transmission coefficient S21( f ) indicate the 3 dB
cutoff frequency of 3.4 GHz.
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Short-Term Load Forecasting Using
Hybrid ARIMA and Artificial Neural
Network Model

Rahul Singhal, Niraj Kumar Choudhary and Nitin Singh

Abstract Load forecasting is basic for building up a power supply strategy to
enhance the reliability of the power line and gives optimal load scheduling to numer-
ous developing nations where the demand can be expanded with high development
rate. Short-Term Electric Load Forecast (STLF) is very important because it can be
used to preserve optimum behaviour in daily operations of electrical system. For this
purpose, Autoregressive Integrated Moving Average Model (ARIMA) is utilised
which is a linear prediction procedure. Neural networks have capability to model
complex and nonlinear relationship. The aim of this paper is to explain how neural
network is able to change linear ARIMA model to create short-term load forecasts.
The hybrid methodology, combining ARIMA and ANN model, will purposely take
advantages of the unique power of ARIMA and ANNmodels in linear and nonlinear
domains, respectively.

Keywords Load forecasting · ARIMA · Artificial neural network · Hybrid
technique

1 Introduction

Load forecasting has got the main role in operation and planning of electric utilities.
Accurate load forecasting is important if it is accurate, there will be a better chance
to save in the decision-making and control operations, such as unit commitment,
dispatch, fuel allocation, offline analysis and power system security assessment. If
an error comes in forecasting the electrical load demand will rise then this will tend
to increase in operating cost. It is discovered [1] that 1% rise in electric load demand
forecasting’s error tends to 10 million pound rise in the operating values. If the
forecasted electrical load is more than real load demand then operating cost can also
increase and it decays scarce facilities and if the forecasted electric load is below than
the real electrical load demand, it raises the condition of black-outs, which could be
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more expensive. In addition to this reliable load forecasting is able to reduce energy
consumption and decrease in environmental pollution.

The prediction of a short-term load is complicated by the fact that at the indicated
times the load depends not only on the last hour’s load but also depends on the same
weight of the previous days, and the same load would be loaded with the same value
on the same day in the past week. In addition, predictionmethods need to bemodelled
using load and other variables such as weather, leisure activities, etc.

Load forecasting is an essential part of energy management in power system.
Accurate load forecasting encourages the electricity suppliers to make decisions in
unit commitment, schedule device maintenance plan properly and reduce spinning
reserve capacity [2]. This is not only to reduce the cost of production but also for the
infallibility of the power networks. System managers use load forecasting results as
a base for offline network analysis to govern whether system can remain stable or
not. If so, corrective measures, e.g. energy procurement and load shedding, must be
prepared.

2 Short-Term Load Forecasting

The Short-Term Load Forecast (STLF) depicts a significant role in the creation of
reliable, economic and safe operating techniques for the electrical system. For any
model, predicting demand is the main aspect of development, particularly in the
improvement of the structure of today’s energy system for energy planning.

In operation of the electrical power network, the ability to give load to all con-
sumers is challenging task, because it says that it should always have to meet the
requirements of load immediately and always. Additional load is always reserve from
generator so it can be used whenever there is any requirement. Due to fluctuations in
loads every day, operator of system needs to guess electric load demand for coming
few hours or for coming years so that a plan will be ready. Take an example [3] like
fossil fuel generators requires a lot of time to synchronise, to provide adequate gen-
eration of resources for power generation. Therefore, prior information of electric
load requirements aware the operator to better allocates resources for the system. For
prior information of the electric load requirements, load forecasting will be needed.

2.1 Factors Influencing the Load Behaviour

The load at the system is the summation of all loads of the consumers at the same time.
Aim of ‘STLF’ is to predict future demand for the load. A better knowledge of the
attributes of the system leads to make rational forecast models and choose suitable
models in contrasting situations. The load behaviour of the system is affected by
several factors [4] such as
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• Weather
• Time
• Economy
• Random Disturbance

2.2 Need for Short-Term Load Forecasting [5]

1. For unit commitment, scheduling of energy translations, hydro thermal coordi-
nation, load flow studies, power system security analysis.

2. To evaluate the safety of the power system network at any time, particularly
knowing that in which case the power system can be stable, therefore the correc-
tive actions can be taken to safely operate the system such as sender switching
operations and power purchasing.

3. In order to achieve the objectives of the load dispatch centre in a financially
and reliable way, some key elements are required. The main elements are STLF
models, data origins and man-machine interfaces.

3 Methodology Used

3.1 ARIMA Model

Before prediction, there is a need to create a model ARIMA on the basis of measured
data. This is a three-stage process of repetition. These stages are shown in Fig. 1.

3.1.1 Model Identification

Modelling starts with initial recognition. The aim of the initial phase is to set correct
order by Auto Correlation Function (ACF) and Partial Autocorrelation Function
(PACF). For any stationary time series, the autocorrelation function usually decays
rapidly up to 0, but for the non-stationary time series the autocorrelation function
decays slowly because time series which is observed has the trend [6]. If a process
is unstable, then data transmission (i.e. power transformations and differencing) is
required to stationaries the time series.

yt = θ0 + ∅1yt−1 + ∅2yt−2 . . . . . . + ∅pyt−p

= ε0 + θ1εt−1 + θ2εt−2 + . . . θqεt−q (1)

where θ and ∅ are the model parameters and yt are the actual values.
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Data Preparation

• Transform time series for stationary.

• Difference time series for stationary.

Model Selection

• Examine ACF & PACF.

• Identify potential Models (p,q)

Model Estimation

• Estimate parameters in potential models .

• Select best model using suitable criterion .

Model Diagnostics / Testing

• Check ACF / PACF of residuals     white noise.

Model Application

• Use selected model to forecast.

Model Identification

Model Estimation & Testing

Model Application

Re-iden fy

Fig. 1 Box–Jenkins methodology for ARIMA modelling [16]

Before fitting the ARIMA model, there is a need to eliminate the trend and make
stable time series. Once stability can be considered, the autocorrelation function
and partial autocorrelation function of the stable time series is analysed to find out
the sequence of the time series. Clearly, the AR and MA procedures follow some
different patterns of ACF and PACF. Table 1 is used to distinguish whether it is AR
or MA model, depending on the graph of ACF and PACF [7].
The utmost importance of studying the ACF and PACF method in the study of an
ARMA (p,q) with both p > 0 and q > 0 is that there will be unreliability in the choice
of concerning model when checking only for the ACF and PACF.
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Table 1 Procedure to
identify p and q from ACF
and PACF graph

Model ACF PACF

MA (q) Cuts off after lag q Exponential decay
and/or damped
sinusoid

AR (p) Exponential decay
and/or damped

Cuts off after lag p

ARMA (p, q) Exponential decay
and/or damped
sinusoid

Exponential decay
and/or damped
sinusoid

∇d xt =
p∑

i=0

∅i∇d xt−i

︸ ︷︷ ︸
AR Term

+wt +
q∑

j=1

θjwt−j

︸ ︷︷ ︸
MA Term

(2)

where ∅i are the AR coefficients, θj are the MA coefficients and w is a Gaussian
white noise having zero variance and mean. The operator ∇d is used in differencing
the time series data.

3.1.2 Parameter Estimation

After ‘order’ of p and q is determined, the next stage is to find out the parameters.
The main fundamental method to estimate the parameters is maximum likelihood.

3.1.3 Diagnostic Testing

Diagnostic testing is the final stage in building the ARIMA model. This stage uses
to check the reasonableness of the model and to examine whether the potential
developments needed or not [8, 9].

3.2 Artificial Neural Network Model

The problem occurring from the time series model is that assumption of a linear
relation between the present and future observations of the electric load is taken and
shows a linear relation in theweather variables and the load. To eliminate this demerit,
neural networks provide some possibility of predicting nonlinear time series. As has
been said, a good nonlinear model must be sufficient to catch all nonlinear events
in model data [10]. The electric load predictions by neural network are mapping for
future loads from a group of past load, present values of load and future climate
science variables.
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Fig. 2 General neuron

Collect Preprocess 
Data

Select Training 
Algorithm

Select Network type 
architecture

Analyze network 
performance

Ini alize weights and 
train network

Use Network

Fig. 3 Block diagram for ANN

One layer of neurons can not able to estimate arbitrary functions. There is a need
to expand the network by simulating several layers simultaneously by cascading. In
Fig. 2, a structure of general neuron [11] is shown how the weight (w) and biasing
(b) will be given. For cascading outcome from the first layer is input to the second
layer and the output from the second layer is input to the third layer.

In Fig. 3, some basic steps for modelling of artificial neural network are shown
through the block diagram [12, 13].

3.3 Hybrid Model of ARIMA and Artificial Neural Network

Nonlinear autoregressive prototypewith external input is a recurring dynamic system,
which has a feedback link surrounding many layers of network. It is a useful model
and essential for different nonlinear networks. The equation defined for the NARX
model is

ẑt = f
(
ut−1, ut−2, . . . , ut−p, zt−1, zt−2, . . . , zt−r

)
(3)

where p and r are input and output order, network ut and zt are input and output at time
t, and function f is called a nonlinear function. The succeeding value of zt regression
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Load Series Data
Previous week load
Previous day load

Previous 24 hour average load
Time

Weekday or weekend
Temperature

ARIMA Predicted
values

Final
prediction

Error
forecast ANN

+

+

Residual from 
ARIMA

Inputs

Fig. 4 Block diagram for hybrid model

depends on the output signal using past output observations and past observations of
(exogenous) independent input signal. If the function f is obtained by a Multilayer
Perceptron (MLP), the emerging system is known as a NARX neural network [14].
Hybrid model is applied for the better result for electric load forecasting whose block
diagram is shown in Fig. 4 [15].

The inputs taken for load demand forecasting are previous week load at the same
time, previous day load at same time, previous week average load and forecasted
temperature at that time, what are the time and lastly the day, whether it is weekday
or weekend.

4 Results and Discussion

The historical data of Denmark electrical load demand from 1 January 2012 to 31
January 2013 is taken in the intervals of 1 h.

Figure 5 describes the variation of load demand throughout the day how the
load demand changes like in night hours demand is somehow less because all the
commercial load are off at night hours but in day hours all the commercial and
domestic loads are switched on and the demand increases but in evening time all the
domestic, commercial loads and lights are switched on so it shows peak here.

Whereas, Fig. 6 shows the variation in load demand throughout the month how
the load demand changes in weekdays and weekends. In weekends demand goes low
due to holiday as all the offices remain closed and main commercial load is switched
off.

If yt are the actual observation for a time period t and Ft is the forecast for the
same period, then the error is defined as

Et = yt − Ft (4)

Then the mean error can be calculated as
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Fig. 6 Variation of electric load demand with respect to day of a month

ME = 1

n

n∑

t=1

et (5)

The mean square error is

MSE = 1

n

n∑

t=1

e2t (6)

The mean absolute error can be estimated as
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MAE = 1

n

n∑

t=1

|et| (7)

And the mean absolute percentage error is

MAPE = 1

n ∗ yt

n∑

t=1

|et| ∗ 100 (8)

Figures 7 and 8 show the output of electric load demand for ARIMA model and
ANN model individually, respectively.

Fig. 7 ARIMA output for electric demand forecasting
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Fig. 8 Artificial neural network output for electric demand forecasting
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Figures 9 and 10 show the output of electric load demand for hybrid ARIMA and
ANN model for 48 h and a week, respectively.

In Table 2, the comparison between actual load demand and forecasted load
demand output from different models (ARIMA, ANN and Hybrid ANN-ARIMA)
is shown for 24 h and in Table 3, it compares the errors from these models which
show the hybrid model of ARIMA-ANN has the least error among ARIMA, ANN
and Hybrid of ARIMA-ANN model.
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Fig. 9 Hybrid ARIMA and artificial neural network model output for electric demand forecasting
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Fig. 10 Comparison for 7 days of actual demand and forecasted demand using hybrid ARIMA and
ANN model
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Table 2 Comparison of actual and forecasted values

Actual values (MWh) Forecasted values (MWh)

ARIMA ANN HYBRID of ARIMA and ANN

1438 1474.789 1444.39 1400.742

1318.9 1354.505 1280.556 1303.575

1214.4 1239.413 1217.011 1237.587

1163.4 1145.014 1177.375 1167.398

1147.8 1141.671 1163.495 1143.591

1149.4 1142.191 1162.777 1150.973

1194.4 1153.666 1184.618 1180.174

1279.7 1237.313 1299.266 1332.047

1387.5 1344.775 1509.423 1488.781

1514.8 1464.947 1748.209 1578.636

1641.1 1607.212 1866.212 1665.226

1744 1726.254 1876.118 1745.806

1788.3 1809.118 1864.573 1802.657

1796.2 1805.92 1845.41 1810.796

1795.5 1795.811 1836.692 1793.394

1807.1 1793.912 1830.994 1791.332

1853.7 1816.463 1836.981 1826.915

1967.2 1893.715 1921.958 2031.691

2026.8 2059.48 2007.113 2100.521

1959.6 2050.125 1949.531 1946.036

1764.3 1888.078 1854.457 1823.099

1622.8 1608.629 1752.008 1599.881

1565.8 1542.7 1651.321 1532.154

1507 1539.469 1536.812 1489.298

Table 3 Statistical error measures

MODEL MAE MSE RMSE MAPE

ARIMA 36.6335 2.6374e + 03 51.3561 2.2698

ANN 34.0392 1.9402e + 03 44.0478 2.0312

HYBRID
(ARIMA + ANN)

24.1341 1.0367e + 03 32.1978 1.6014
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5 Conclusion

Any particular model cannot capture the different patterns but the association of
various models can increase the ability to capture a variety of patterns in the data
and improve the forecasting performance. From the error measure, it is observed that
ARIMA and ANN individually are not capable of giving better result as compared
to hybridization of these models. The data used in the manuscript includes linear as
well as nonlinear parts of the historical load data and randomness of many uncertain
factors. ARIMA and ANN have different roles to play in the hybrid model based
on the inherent characteristics of the load data. ARIMA model has a very good
performance when it comes to forecasting the linear part, and ANN model is good
for working with nonlinear part. Their combination has resulted in improving the
overall accuracy of the forecast. Furthermore, the hybrid model is highly reliable in
regard to capturing the seasonal change of the data structure. The MAPE obtained
in ARIMA model is 2.26 and in ANN it decreases to 2.03 while in Hybrid it is 1.60.
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Enhanced XOR-Based Progressive Visual
Secret Sharing Using Multiple
Decryptions

Vishal Singh Sachan, Mainejar Yadav and Ranvijay

Abstract This paper proposes XOR-based visual secret sharing rule using random
grids with the abilities of OR as well as XOR-based visual cryptographic schemes.
This scheme is different from previously proposed schemes as this paper proposes a
lossless (k, n) threshold-based vcs with progressive recovery having advantages of
multiple decryptions. Although previously proposed schemes were progressive with
OR operator but in case of XOR their progressive nature was lost when the number of
shares “t” is between “k” and “n”, i.e., k < t < n. Our scheme overcomes this problem
by proposing a truly progressive scheme, completely independent of the values of
“k” and “n.” In absence of a processing device the secret information can be simply
reconstructed by OR-ing a threshold number of shares and in case, if a device having
computational ability of XOR is available, then the secret information encoded is
reconstructed lossless for (k, n) threshold, when all the “n” shares are collected.
There is no pixel expansion, no requirement of codebook design and hence all the
shares were generated of the same size of the original secret image.

Keywords Visual cryptography · Visual secret sharing · Random grids · Multiple
decryptions

1 Introduction

Secret sharing is one of the most important cryptanalytic application. It is mainly
employed in cases wherever the collaborating parties do not trust each other or
they are unreliable whereas there is equal importance of the participants and thus the
secret information is divided into parts and distributed among them in such away that
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individual shares of the participants reveal no original secret information, however,
once a predefined number of participants group together their secret shares reveal the
originally intended information. Shamir et al. [1] first introduced the idea of secret
sharing, this scheme was mainly based on Lagrange Interpolation polynomial. In the
present world, image security and secret sharing are one of the most important fields
of work because the modification of digital image and using it for unlawful purposes
has become very simple. Visual secret sharing scheme is a variant of cryptography
that is based on the human visual system which performs the decoding phase and no
further computation is needed. Hence it is simple and can be employed by everyone.
Progressive scheme has a property that with the increase in number of shares the
visual quality of the recovered image increases gradually, this is helpful when you
have to assign some privilege based on the level of secret information they have.

Let us consider an example where “n” thieves are present, no one trusts each other
therefore in order to gain low authorization access to the account a threshold number
of shares are required whereas to perform high privileged operations an additional
number of shares are needed. As additional shares are collected more authorization
is granted.

This paper proposes an enhanced random grid-based progressive secret sharing
algorithms with the abilities of both XOR and OR operations. Our scheme is truly
progressive with both XOR and OR operations which were not there in previous
schemes. Moreover, in our scheme when all the “n” shares are present we can recon-
struct the secret information in a losslessmanner provided that we are having a device
with XOR operation and in absence of such device we can simply reconstruct by
stacking the shares.

2 Related Work

There are several approaches that are proposed by different researchers. Naor and
Shamir [2] first proposed the threshold-based VCS scheme. In their scheme “n”
shares are generated corresponding to a secret image and each share does not reveal
any information regarding the original secret key. These shares were then printed on
“n” number of transparencies and given to the designated participants. This method
was secure as each share do not reveal any information unless a “threshold number”
of shares that is defined at the time of decoding are present. Kafri and Keren [3]
in 1987 proposed the random grid model in which each of the shares that were
generated is meaningless random grids and the size of the shares was identical to
the original secret image, thus there was no pixel expansion. The decoding operation
was same as that of traditional visual cryptography, by stacking both the encoded
and the master grid original information can be reconstructed. The application of
random grid in image encryption removes disadvantages such as pixel expansion,
shape distortion, and codebook design. But due to the lack of encryption techniques
to implement the (2, 2) technique to a more generalized (k, n) or (n, n) scheme, its
application was mainly limited. Later in 2008 Chen and Tsao proposed (n, n) and
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(2, n) [4] random grid-based visual secret sharing scheme, they extended the (2, 2)
scheme so that more number of participants can participate and the algorithm can be
applied to much wider areas. This scheme is then again extended by Chen and Tsao
[5] to develop a more generalized and applicable (k, n) threshold-based scheme. In
their scheme, a threshold number of shares was required at the decoding phase to
reconstruct the original secret image and if that threshold “k” is not met then the
secret image is not revealed.

The limitations of the above work done were that the recovered image was lossy,
i.e., the key information was not fully recovered because of the monotonous property
of OR operator, which degrades the visual appearance of the recovered secret infor-
mation. To overcome this problem XOR-based VCS was introduced owing to its
better quality image reconstruction ability, however, the XOR-based scheme would
be useless if no suitable computational device having XOR operation is present.
Thus in order to incorporate the advantages of both OR-based VCS scheme as well
as XOR-based VCS theme, schemes having the property of both XOR as well as
OR-based scheme was proposed. The multiple decryption ability is helpful in cases
whenever a computational device with XOR functionality is not present then we
can easily reconstruct a low visual quality secret image by performing OR opera-
tion(stacking) on the shares, thus revealing the secret information. Wu and Sun [6]
proposed a (k, n) threshold-based scheme with abilities of multiple decryptions but
the recovered image was lossy even when all the “n” shares were stacked. Yan et al.
[7] later proposed a random grid-based vcs scheme having multiple decryptions with
progressive recovery of secret image. By progressive recovery, we mean that as the
number of shares increases the visual quality of reconstructed image also increases.
When a device with XOR operation in not available, the secret information can be
revealed by stacking “k” or more shares to generate the lossy secret image whereas
when computational device having XOR operation is available then the secret image
is lossily reconstructed if “k” shares are collected and lossless reconstructed when
all “n” shares are collected.

3 Proposed Work

In this section, we will propose an enhanced XOR-based progressive visual secret
sharing algorithm with the abilities of multiple decryptions. It is different from the
previous schemes [7] as the previously proposed multiple decryption schemes were
not truly progressive. The generation of shares is described in algorithm 1 whereas
algorithm 2 describes the secret image recovery steps. Definitions required for proper
understanding and implementation of the proposed algorithms is also given. This
paper is organized into three sections, first the proposed algorithms then its perfor-
mance analysis and finally experimental results and its comparison with previously
proposed algorithms.



952 V. S. Sachan et al.

Algorithm 1. The proposed scheme

Input: A binary secret image SB and a colored cover image C both of same size MxN 

and the threshold parameters (k, n). 

Output: n meaningful shares MS1, MS2, MS3, MS4, MSn of size MxN 

Step 1: for each position (x, y) of the secret image such that (1≤ x ≤ M, 1 ≤y ≤N)     

repeat steps 2-7 

Step 2: create b1, as follows 

         b1|| =Random_pixel (SB (i, j)) 

Step 3: create b2 ~ bk as cipher pixels recursively using the following algorithm 

if (n >2) 

    { 

        For p=2 to k-1 

      bp ||  =Random_pixel_generator (SB (i, j)) 

}  

Step 4: create bk as the last cipher grid pixel  

  bk= 

Step 5:  if n>k , set bk+1 , bk+2 , bk+3 , bk+4 ….. bn = 0 

Step 6 : randomly rearrange b1, b2,…, bn  to c1, c2, c3…, cn 

Step 7:   for each share MSi , 1≤ i ≤ n   

  do{ 

       MSi= C ; 

   Randomly choose d ,d €{2,3} 

             Then ,  MSi(i,j,d)=ci 

}

Step 8: Output n meaningful shares MS1, MS2, MS3, MS4 , … MSn 

Definition 1. frandom (  )

frandom() { 0 with probability 0.5

1 with probability 0.5 

Definition 2. Random_pixel_generator ( bS )

Step 1.1 Create bkas a cipher-pixel 

     bk = frandom( ),  

Step 1.2 Create  as follows 

{ bk     if(bs=0) 
   if(bs=1) 
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Input: t meaningful shares MS1, MS2, MS3, MS4, … MSt  of size M X N, and the    

            threshold parameter (k,n) 

Output: A M x N binary secret image S’ 

Step 1:  repeat steps 2 for each meaningful share MSt 

Step 2: for each position (x,y) of the secret image such that (1≤ x ≤ M, 1 ≤y ≤N) 
if( MSi(x,y,3)<2)

    Ci(x,y)=MSi(x,y,3)
else 

Ci(x,y)=MSi(x,y,2) 

Step 3: if a device having XOR operation is not available then stack all the shares                           

C1, C2, C3 ,…Cn  to recover the secret image S’, go to step 5 else goto step 4 

Step 4: if computational device is present then simply XOR all the t shares, i.e. 

  S’=C1  C2 C3 C4…. Ct 

Step 5: Output the binary secret image S’. 

Algorithm 2. The secret image recovery 

4 Performance Analysis of Proposed Algorithm

This section describes the performance analysis of the proposed algorithm by ana-
lyzing the security and performance metrics. We will analyze our algorithm based
on various parameters and compare them with the previously proposed algorithms.

4.1 Definition (Average Light Transmission)

For a certain pixel “r” in a binary imageSBwhose size isM×N, the light transmission
of a white pixel is defined as T(r) = 1; whereas, T(r) = 0 for “r” is a black pixel.
Totally, the average light transmission of R is defined as follows:

m∑

i=1

n∑

j=1

T (SB(i, j)) (1)
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4.2 Definition (Area Representation)

Let A (0) (resp. A(1)) represents the area of white (resp. black) pixels in binary secret
image SB where A = A (0) ∪ A(1) and A (0) ∩ A(1) = ø. Hence the total area of
all the corresponding white and black pixels will be SB (A (1)) and SB (A (0)),
respectively, in image SB.

4.3 Definition (Contrast)

The contrast of the recovered secret image S’ = SS1 ⊗ S2 ⊗ Ss3……. ⊗ SSn [SB(0)]
with respect to the original binary secret image SB is defined as follows:

Let

t1 = T(SS1⊗S2⊗Ss3 . . . . . . .. ⊗ SSn[SB(0)]

t2 = T(SS1 ⊗S2 ⊗Ss3 . . . . . . .. ⊗ SSn[SB(1)]

Then,

α = (t1 − t2)/(1 + t2) (2)

The contrast of the reconstructed secret image after OR or XOR operation must
be greater than 0 so that the reconstructed secret information or image can easily
be identified by the human visual system. Average light transmission is directly
proportional to the contrast (α), so the value of contrast must be as high as possible,
higher value means higher average light transmission which results in good quality
reconstructed secret image.

4.4 Definition (Mean Squared Error (MSE))

Let us consider a binary secret imageSBandS’ be the recovered image both of dimen-
sions MxN, then the mean squared error is the cumulative squared error between the
original and the reconstructed image, lower value of MSE means lesser error. The
mathematical formulae for calculating is as follows:

MSE = 1

MN

m∑

i=1

n∑

j=1

[
SB(i, j) − S′(i, j)

]2
(3)
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4.5 Theorem 1. (Security)

There is no dependency among the bits b1, b2, b3 … bk-1 generated using the random
pixel generator function and are also completely independent of the original secret
binary image “SB.” The bit bk is dependent on the previous (k−1) bits generated
and the original bit in the secret binary image due to the XOR operation being used
in Step 4 and the remaining bits set bk+1, bk+2, bk+3 … bn are generated using Step
5 of the algorithm 1. To make the scheme more secure cover image is used to hide
the share bits that were generated b1, b2 … bk, bk+1 … bn2, bn−1, bn. Hence for t <
k, the probability of secret image getting revealed is negligible, and XOR of shares
less than “k” the probability of appearance of white as well as the black pixel is ½,
i.e.,

T(SS1 ⊗S2 ⊗S3 . . . . . . .. ⊗ Sk−1[SB(0)] = 0)

= T(SS1 ⊗S2 ⊗S3 . . . . . . .. ⊗ Sk−1[SB(0)] = 1/2

Thus each pixel which appears is not fixed as pixel placement is completely
independent of each other due to the usage of flipping coin procedure and hence the
proposed scheme is secure.

5 Experimental Results and Analysis

In this section we will perform experiments on different test secret images for differ-
ent values of “k” and “n”, analyze the performancemetrics of the proposed algorithm
and compare them with the previously proposed scheme [7] as well. In these exper-
iments, all the images that were used are of size 512 × 512 pixels and all the exper-
iments were carried out on Intel(R) Core(TM) i7-4790 CPU @3.60 GHz octa-core
processor with 4 GB of RAM and Windows 10 Pro 64-bit operating system.

Figure 1(a) represents the secret image 1 used for simulation of the proposed
scheme for (2, 4), Fig. 1(b–e) represents the shares generated MS1, MS2, MS3,
MS4, and Fig. 1(f–h) represents the results of XOR operation. The average light
transmission and MSE values for t = 2, t = 3, and t = 4 are 0.00033, 0.40125, 1 and
0.48274, 0.24909, 0, respectively. Figure 1(i–k) represents the recovered images of
OR operation. Figure 2(a) represents the secret image 2, Fig. 2(b–f) represents the
meaningful shares that were generated, MS1, MS2, MS3, MS4, MS5, and Fig. 2(g–
j) represents the result of XOR operation when k < = t < = n. The average light
transmission and MSE values for t = 2, t = 3, t = 4, and t = 5 are 0.06344, 0.07018,
0.30920, 1 and 0.48513, 0.44905, 0.29954, 0, respectively. In a (3, 5) scheme when
less than “k” shares are stacked no information is revealed about the original secret
image and hence a threshold number of shares are always mandatory to reveal the
original secret image. Figure 3(a) represents the secret image 3, Fig. 3(b–e) represents
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Fig. 1 Experimental results of proposed scheme for (2, 4) on secret image 1

the meaningful shares MS1, MS2, MS3, MS4, and Fig. 3(f–h) represents the results
of XOR operation when a different number of shares are present.

With more number of shares better reconstructed image is obtained and the image
reconstructed for values of “t”, where “t” is k < t < n, the progressive nature is not
lost and the proposed scheme behaves as true progressive in nature. The average
light transmission and MSE values for t = 2, t = 3, and t = 4 are 0.00077, 0.39862,
1 and 0.432125, 0.25085, 0, respectively. As in a (2, 4) scheme, the average light
transmission increases for t = 3 and does not decrease with increase in number of
shares, i.e., for t = 4 & t = 5. Figure 3(i–k) represents the results of OR operation,
the results obtained with XOR operation are truly progressive when the value of “t”
lies between “k” and “n”, moreover, the visual quality obtained with XOR is more
than the OR operator.

Figure 4(a) represents the secret image 4 and Fig. 4(b–f) represents the five mean-
ingful sharesMS1,MS2,MS3,MS4, MS5, and Fig. 4(g–j) represents the results ofXOR
operation when different number of shares are stacked. Figure 4(g) represents recov-
ered image when t = 2, i.e., when two shares are present, Fig. 4(h–j) represents the
recovered image with t = 3, t = 4 and t = 5, respectively. The average light trans-
mission and MSE values for t = 2, t = 3, t = 4, and t = 5 are 0.12538, 0.14357,
0.50052,1 and 0.45384, 0.35032, 0.19983, 0, respectively.

From Table 1 it can be seen that in (2,4) case of previous scheme the average light
transmission is increasing gradually with the increase in the number of shares “t”,
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Fig. 2 Experimental results of proposed scheme for (3, 5) on secret image 2

for t = 2 the value is 0.000607 which gradually increases to 0.002092 and then for
t = 4 we get complete recovery, i.e., value becomes 1, in case of proposed scheme
the value of average light transmission for t = 2, 3, 4 are 0.001293, 0.40079, and
1, respectively whereas comparing it with (2,5) case of previous scheme for t = 3
and t = 4 there is a gradual decrease in the average light transmission, i.e., for t = 3
the light transmission decreases to 0.06657 as compared to 0.06825 for t = 2 which
further decreases to 0.001943 when t= 4 in spite of increase in the number of shares
thereby violating the progressive nature. In contrast, the secret image in the proposed
scheme is reconstructed progressively and the original information is not lost with
the increase in the number of shares. There is progressive recovery and the average
light transmission value increases with increase in the number of shares, i.e., for t =
2, 3, 4, and 5 the values are 0.12538, 0.143573, 0.50052, and 1, respectively.



958 V. S. Sachan et al.

Fig. 3 Experimental results of proposed scheme for (2, 4) on secret image 3

When we compare both the cases of (2, 4) and (2, 5) we can easily infer that in
case of the previous algorithm the progressive recovery is not always possible due
to the self-complementing nature of the XOR operator. There might be cases where
with XOR operator in spite of increasing the shares the quality of image degrades as
demonstrated in (2,5) case, whereas in case of our scheme the nature of progressive
recovery is always retained even for large values of n, though with the increase in
the total number of participants the image recovery in more linear.

Table 2 lists the value of mean squared error of the proposed and the previous
scheme for different values of k and n, lower the value ofMSE higher is the quality of
the image formed. Table 2 also supports the results drawn from Table 1, i.e., in some
cases, previous algorithm loses the progressive nature with the increase in number of
shares and the proposed algorithm overcome this problem. There might be also the
case that in spite of increase in average light transmission the overall visual quality
of the recovered image decreases which is also depicted by the MSE values. Table 3
lists the MSE values for recovered image with OR operation and it is evident that in
the case of OR operation even when all the shares are present, secret image is not
recovered completely.

In the case of OR operation even when all the shares are present, secret image is
not recovered completely. The image reconstruction with OR operator is lossy and
a low quality of image is formed.
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Fig. 4 Experimental results of proposed scheme for (2, 5) on secret image 4

Thus, for different values of “k” and “n” the secret image is completely recovered
when t = n with XOR operation. Stacking also recovers the secret image but the
recovery is lossy and complete information is not obtained.ORoperator canbe treated
as a secondary option when a suitable device having the capability of performing
XOR is not present so that a lower quality but visually recognizable version of the
secret image can be easily constructed which is recognizable by the human visual
system.

Figure 5(a) shows the performance of the proposed algorithm and previous algo-
rithm [7] on secret image 1 for (2, 4). The graph is plotted between the average light
transmission of each reconstructed image for different values of shares “t.” It can be
seen that in each case the recovery in the proposed algorithm is strictly progressive
and in case of a large number of shares, i.e., Fig. 5(b–c). The Fig. 5(b) represents the
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Table 1 Average light transmission, of the proposed scheme and previous scheme [7] using XOR
operation

Proposed scheme Previous scheme [7]

(k, n) t = 2 t = 3 t = 4 t = 5 t = 2 t = 3 t = 4 t = 5

(2,2) 1 1

(2,3) 0.2533 1 0.2509 1

(3,3) 1 1

(2,4) 0.0014 0.4001 1 0.0006 0.0021 1

(3,4) 0.1827 1 0.1823 1

(4,4) 1 1

(2,5) 0.1254 0.1436 0.5005 1 0.0683 0.0666 0.0019 1

(3,5) 0.0719 0.3086 1 – 0.068 0.0023 1

(4,5) 0.1433 1 0.1431 1

(5,5) 1 1

Table 2 Mean squared error of the proposed scheme and previous scheme [7] using XOR operation

MSE Proposed scheme Previous scheme [7]

(k,n) t = 2 t = 3 t = 4 t = 5 t = 2 t = 3 t = 4 t = 5

(2,2) 0 0

(2,3) 0.3324 0 0.3326 0

(3,3) 0 0

(2,4) 0.4201 0.2500 0 0.4178 0.4987 0

(3,4) 0.3754 0 0.3746 0

(4,4) 0 0

(2,5) 0.4539 0.3503 0.1998 0 0.4503 0.5028 0.4998 0

(3,5) 0.4476 0.2992 0 0.4508 0.4977 0

(4,5) 0.4004 0 0.399 0

(5,5) 0 0

plot for secret image 2 for (3, 5), Fig. 5(c–d) represents the plot for secret image 3
(2, 4), and secret image 4 (2, 5), respectively. From the graph, it is also evident that
the performance of the proposed scheme is better than the previous scheme [7]. In
case of the previous scheme [7] when number of shares increases more than “k” then
there is a sharp decrease in the overall visual quality of the recovered image with
XOR operation and the scheme does not behave as truly progressive in nature.



Enhanced XOR-Based Progressive Visual Secret … 961

Table 3 MSE of proposed scheme and previous scheme [7] using OR operation

MSE Proposed scheme Previous scheme

(k,n) t = 2 t = 3 t = 4 t = 5 t = 2 t = 3 t = 4 t = 5

(2,2) 0.2439 0.2462

(2,3) 0.4158 0.2447 0.4165 0.2452

(3,3) 0.3682 0.3660

(2,4) 0.4599 0.3718 0.2438 0.4550 0.4304 0.3669

(3,4) 0.4617 0.3667 0.4624 0.3664

(4,4) 0.4280 0.4276

(2,5) 0.4772 0.4241 0.3452 0.2439 0.4709 0.4555 0.4545 0.4286

(3,5) 0.4825 0.4430 0.3665 0.4807 0.4658 0.4278

(4,5) 0.4792 0.4282 0.4791 0.4281

(5,5) 0.4584 0.4581

Fig. 5 Graphs showing the variation in average light transmission with different values of k and n

6 Conclusion

This paper proposes an enhanced random grid-based progressive secret sharing algo-
rithmswith the abilities of bothXORandORoperations.Our scheme is truly progres-
sive with both XOR and OR operations which were not there in previous schemes.
Moreover, in our scheme when a computational device having XOR operation is
present then we can recover our lossless secret image when all the shares are present
and in absence of such device, we can recover secret information by simply stacking
the shares. In comparison with other schemes, there is no pixel expansion and basis
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matrix requirement for the share generation phase as the shares generated are mean-
ingful and it appears to the intruder that the shares are not carrying any information,
hence it is more secure. The experimental results demonstrate the capability of our
scheme and it can be applied to a variety of real-time applications as well. Compar-
ison with previous schemes reveals that our scheme has several benefits that were
lacking in previous schemes.

References

1. Shamir, A.: How to share a secret. Commun. ACM 22(11), 612–613 (1979)
2. Naor, M., Shamir, A.: Visual cryptography, Advances in Cryptography. In: EUROCRYPT 94,

LNCS, vol. 950, pp. 1–12 (1994, 1995)
3. Kafri, O., Keren, E.: Encryption of pictures and shapes by random grids. Opt. Lett. 12(6),

377–379 (1987)
4. Chen, T.H., Tsao, K.H.: Visual secret sharing by random grids revisited. Pattern Recognit.

42(11), 2203–2217 (2009)
5. Chen, T.-H., Tsao, K.-H.: Threshold visual secret sharing by random grids. J. Syst. Softw. 84(7),

1197–1208 (2011)
6. Wu, X., Sun,W.: Random grid-based visual secret sharing with abilities of OR andXOR decryp-

tions. J. Vis. Commun. Image Represent. 24(1), 48–62 (2013)
7. Yan, X., Wang, S., Niu, X., Yang, C.N.: Random grid-based visual secret sharing with multiple

decryptions. J. Vis. Commun. Image Represent. 26, 94–104 (2015)



EEG Seizure Detection from
Compressive Measurements

Meenu Rani, S. B. Dhok and R. B. Deshmukh

Abstract Electroencephalogram (EEG) signal is a measure of electrical activity
across the brain. For patients suffering from brain disorders like epilepsy, coma,
sleep disorders, etc., this electrical activity is continuously monitored. For this, a
minimum of 21 electrodes are required, which are placed across the scalp. These
electrodes generate a lot of data to be processed for diagnosing the brain disease.
Compressive sensing (CS),which is a newer sensingmodality, has proved itself to be a
better candidate for handling large amount of data to be as compared to the traditional
samplingmechanism. CS generates far fewer samples than that suggested byNyquist
rate and still allows faithful reconstruction. The CS reconstruction employs complex
nonlinear methods, which are very costly. Compressed signal processing (CSP),
which is an advancement over CS, gives a direction to solve certain signal processing
tasks from compressive measurements itself, without the need for reconstructing the
original signal at all. In this paper, CSP has been used for detecting the presence or
absence of epileptic seizure in the EEG signal. For this purpose, a feature extraction
method is proposed for extracting the features from compressed EEGmeasurements.
The performance of proposed method has been found to be surprisingly effective in
this regard. All the experiments are done on the EEG database taken from physionet
CHB-MIT using MATLAB.
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1 Introduction

The brain diseases like epilepsy, coma, sleep disorders, etc., can be diagnosed by
monitoring the electrical activity across the brain. The signal obtained measuring
this activity is known as electroencephalogram (EEG) signal. An abnormality in the
brains’ electrical activity is an indicator of certain disease. So, an accurate diagnosis
of this activity is very important. For this purpose, these signals are sampled at a
much higher rate. Then, this oversampled data is compressed before storage and/or
transmission. The problem with this traditional sampling and processing scheme is
that both sampling and compression stages consume a lot of power. The situation
becomes more problematic in case of power constrained environment, like, remote
health monitoring, where battery operated devices are used. Then finally, at the
receiver end, the original signal is recovered back to extract the relevant clinical
states. In this scenario, compressive sensing (CS) is able to perform better than the
traditional sampling. It lowers the power consumption by sampling at a much lower
rate compared to the Nyquist rate and thus avoids the need for further compression
[1–3].

CS is relatively new, which was introduced in 2006 by Donoho, et al., for sam-
pling signals at a very low rate [4, 5]. CS can easily be applied to the sparse or
compressible signals. The sparse signals are those, which can be represented using
fewer significant components, either in the original domain or in some transformed
domain. A signal is called compressible, if its sorted components obey power law
decay, when represented in the original domain or in some transformed domain. The
major differences between traditional sampling and CS are: (i) the sampling rate in
case of traditional sampling is decided by the highest frequency component present
in the signal, while in CS, the sampling rate is decided by the sparsity of the sig-
nal of interest. (ii) traditional sampling uses a uniform sampling mechanism, on the
other hand, CS is based on random samplingmechanism. These differences make CS
capable of generating fewer measurements, which means, CS compresses the signal
during sensing only. From these measurements, the original signal can be recovered
faithfully by complex nonlinear techniques [6–9].

Compressed signal processing (CSP), is a technique to get rid of costly CS recon-
struction for solving certain signal processing tasks. CSP is an advancement over CS,
which efficiently solves inference problems like classification, detection, and esti-
mation, by directly utilizing the compressive measurements of input signal. CSP is
based on the information preserving property of compressive measurements, which
is normally utilized in reconstructing the original signal back. The same property
can also be utilized to solve the inference problems. For this purpose, either the
raw compressive measurements can be directly used or certain feature extraction
technique can be applied to extract features from these measurements [10–14]. A
possible representation of CSP framework is shown in Fig. 1.

In this paper, CSP has been used for identifying the presence or absence of seizure
in the EEG signal to diagnose the brain diseases. For this, a feature extractionmethod
from compressive measurements is proposed. The efficiency of the proposed method



EEG Seizure Detection from Compressive Measurements 965

Fig. 1 A possible representation of CSP framework

for EEG seizure detection is evaluated using the simulations done in MATLAB, on
the CHB-MIT database. The organization of the remainder of the paper is as: section
II presents the background of CS acquisition and CSP. Section III describes the
proposed scheme for EEG seizure detection. Section IV presents the supporting
results, followed by discussion.

2 Background

CS samples and compresses a signal simultaneously by randomly subsampling the
input signal. Therefore, CS does not require a separate compression stage. The num-
ber of compressive measurements which are necessary for further processing can
be minimized by choosing incoherent bases for signal acquisition and for sparsify-
ing the signal. For example, if the sparsifying basis is frequency domain then the
acquisition domain should be time, because a signal having sparse representation in
frequency domain, spreads out in the time domain [6–8]. The CS acquisition process
can be represented in mathematical form by (1) as:

y = ϕx, (1)

where, x ∈ R
n is the input signal, ϕ ∈ R

m×n or Cm×n is the CS measurement matrix
and y ∈ R

m or Cm is the output vector. Here, n represents number of samples in
input signal, m represents number of measurements and m � n.

CSP is an advancement over CS, in which features are directly extracted from
compressive measurements. The features so extracted can be used for solving the
inference problems directly. CSP is based on the information preserving property of
compressive measurements. These measurements give a unique signature at the out-
put, corresponding to the input signal frequencies. These unique signatures enables
the reconstruction and can also be used for solving some signal processing tasks
which do not require reconstruction [10–14].

3 Proposed Model

The proposed model for detecting the seizure from the EEG signal is shown in Fig. 2.
The input EEG signal is first acquired segment wise using random demodulator (RD)
technique of CS. Although, other CS acquisition strategies are available, but, RD is
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Fig. 2 The proposed model for EEG seizure detection

Fig. 3 EEG signal and its acquisition method: a segment of EEG signal taken from physionet
CHB-MIT database, b EEG signal acquisition via random demodulator

chosen as a sampling scheme here because of its simpler and efficient architec-
ture [9]. The input EEG signal is taken from the physionet CHB-MIT database and
is shown in Fig. 3a [15]. The RD sampling mechanism is shown in Fig. 3b. RD first
randomizes the input signal by multiplying with a pseudorandom sequence of ±1s.
The randomized signal is then passed through an integrator, which accumulates the
signal samples and serves as a low pass filter (LPF). The output of the integrator,
which is a low frequency signal, is then passed through the sample and hold circuit.
The output of this stage is the compressive measurements, which can be easily stored
or transmitted [16].

The above described operation of RD can be represented in matrix form by (2)
and (3). In this, P is a diagonal matrix having diagonal elements as pseudorandom
sequence, pc(t) andH is the accumulate and dump matrix. The number of terms that
needs to be accumulated to generate single measurement is given by R = �(n/m)�.

P =
⎡
⎢⎣
p1

. . .

pn

⎤
⎥⎦ ; H =

⎡
⎣
111 · · ·

111 · · ·
111 · · ·

⎤
⎦ (2)

x̃ = Px

y = Hx̃ = ϕx

ϕ = HP

⎫⎪⎬
⎪⎭

. (3)

After getting the compressive measurements, features are extracted from these
measurements. This step is required in order to obtain a dataset for the classifier,
on which classification can be easily performed. Although, one directly perform the
classification on compressive measurements as it is, to reduce the cost of extracting
the features.But, then the cost has to bepaid in termsof lowaccuracy, even at the lower
undersampling factors. So, in order to obtain higher accuracy and to support higher
undersampling, features need to be extracted from compressive measurements. In
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this paper, the norm-2 of compressive measurements is computed segment wise and
is proposed as a feature for classifying the EEG dataset. This process is then repeated
for all the EEG channels, in order to obtain the feature set.

For detecting the seizure from the feature set obtained above, a linear SVM clas-
sifier is used. The training and testing of this classifier have been done using k-fold
cross validation. The classifier used here is a binary classifier, which detects either
the presence or absence of seizure in the EEG signal.

4 Results and Discussion

TheEEGdata is taken fromphysionetCHB-MITdatabase [15] and is processed in the
segments of duration 2 seconds each. In this database, the 2 second EEG segment is
equivalent to 512 samples and the total number of samples processed are 921600. The
compressive measurements are obtained using RD for each segment of EEG signal,
for various undersampling factors like 2, 4, 8, 16, and 32. Corresponding to these
undersampling factors, the number of compressive measurements (m), generated are
256, 128, 64, 32, and 16, respectively. For each set of compressive measurements so
obtained, the norm-2 is computed to generate a feature set. After applying this process
on the complete EEG signal, the size of the feature vector obtained corresponding to a
single undersampling factor is 1800. Then, on this feature set, a linear SVM classifier
is trained and tested using tenfold cross validation. In the tenfold cross validation,
the data is divided into 10 equal parts. Each of ten parts recursively becomes test
set with the remaining nine parts used as training sets. For different undersampling
factors the testing accuracy obtained is shown in Table1. For comparison purpose,
the accuracy obtained by directly classifying the compressive measurements without
feature extraction is also shown. The accuracy obtained by directly classifying the
compressivemeasurements ismuch less compared to the casewhen feature extraction
is used. This proves the effectiveness of the proposed method.

Table 1 Comparison of testing accuracy for the case of classification done directly on compressive
measurements with the case when features are extracted, for different undersampling ratios

Undersampling factor Classification accuracy obtained from compressive measurements

Without feature extraction (%) With feature extraction (%)

2 30.5 99.1

4 28.2 99.1

8 27.8 99.1

16 24.6 99.1

32 20.8 98.9

64 20.1 98.8
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5 Conclusion

Compressed signal processing is an efficient way of solving inference problems like
classification, detection, and estimation. CSP is an advancement over CS, which
gives a way of solving some signal processing problems directly using compres-
sive measurements without reconstruction at all or without complete reconstruction.
These problems can be solved in two ways: by extracting feature from compressive
measurements or by using the raw compressive measurements to reduce the cost of
feature extraction. In this paper, CSP is used for EEG seizure detection. The features
are extracted from compressed EEG measurements using norm-2 and then classi-
fication is done using linear SVM classifier. The testing accuracy obtained using
this proposed method is compared with the accuracy obtained by directly classi-
fying the compressive measurements. It has been found that the proposed method
astonishingly outperforms the direct method.
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A Medical Diagnostic Information
System with Computing with Words
Using Hesitant Fuzzy Sets

Rajkrishna Mondal , Akshay Verma and Pushpendra Kumar Gupta

Abstract Handling uncertainty in amedical diagnostic information system is a chal-
lenging and difficult problem. The recent Hesitant Fuzzy set has been introduced to
control hesitant situations in which experts have hesitated about their opinion for
rating a state of the system. Most of the diagnostics is discussed in a quantitative
setting. But in some situations, it is difficult for rating quantitatively and calcula-
tion complexity is higher than the qualitative setting. In this article, to overcome
such difficulty, we have used the Hesitant Fuzzy Linguistic Approach to design this
diagnostic information system.

Keywords Computing with words · Diagnostic information system · Hesitant
Fuzzy sets · Linguistic decision-making

1 Introduction

Nowadays, due to the lack of appropriate data sets dealing with uncertainty, vague,
imprecise information is a challenging problem in many decision-making fields.
In mathematics, a lot of tools like Probability Theory, etc. are used to solve such
difficulty. But in nature, uncertainty sometimes is not probabilistic; in such situations
fuzzy system [13] is the most acceptable mathematical tool.
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But there have been many situations where imprecise information occurs simul-
taneously many times. If we take an example like in a project there have been many
experts to evaluate afinal decision and each expert has different opinions (itmayoccur
simultaneously in linguist form like one gives ‘good’ and another gives ‘medium’,
etc.) from each other; in such situations, ordinary fuzzy system fails to answer this
question.

So, Hesitant Fuzzy Sets [9] has been introduced to handle this kind of situa-
tions. Most of the fuzzy systems are based on the quantitative setting, but in nature
uncertainty, vague, imprecise information is rather qualitative. In such qualitative
situations, using linguistic approaches with fuzzy set theory [14] is given the more
appropriate result with less computational complexity. In other languages, sometimes
it is called ‘Computing with Words’ [4].

Through the review of some literature on fuzzy linguistic approaches [3, 5, 10, 11,
15], it is clear that for modelling some complex systems, there are some limitations
because single and simple linguistic terms are enclosed here. Sometimes, we have
seen that there are some systems where the decision maker cannot provide easily
a single linguistic term for stating his knowledge information, where he needs to
provide several linguistic terms like suppose, in a group of patients, we want to know
who the most dangerous patient for a certain disease is and for each criterion for each
patient, there are different opinions from different doctors. Therefore, to overcome
such situations in the medical diagnostic information system, we have used Hesitant
Fuzzy Set theory through linguistic approaches and we have developed an algorithm
for taking more appropriate decisions for such situations.

We have arranged this article as follows. In Sect. 2, we discussed some preliminary
definitions about Hesitant Fuzzy Linguistic Term Sets (HFLTS) and some basic
properties, operations on Computing with Words (CW). In Sect. 3, we modelled a
medical diagnostic information system for multi-criteria decision-making. In Sect. 4,
we have discussed some case studies using the proposed algorithm. At last, in Sect. 5,
we have justified our results and drawn a proper conclusion.

2 Preliminary

2.1 Hesitant Fuzzy Set (HFS) [9]

Let U be a set of universe and X ⊂ U . Then Hesitant Fuzzy Set (HFS) of X over U
is defined by

HesU (X ) = {< u, hX (u) >| u ∈ U } (1)

where hX (u) is set of possible membership degrees of u in [0, 1] to the set X .

Example 1 If U = {1, 2, 3, 4, 5} and X1 = {1, 2, 3} and X2 = {2, 3, 4} be two sub-
sets of U . In this example, we randomly choose the membership values in [0, 1] for
showing two different HFSs in U .
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HesU (X1) =
⎧
⎨

⎩

< 1, {0.9, 0.4, 0.7, 0.8} >

< 2, {0.4, 0.5, 0.9} >

< 3, {0.1, 0.9, 0.2, 0.8, 0.4} >

⎫
⎬

⎭

HesU (X2) =
⎧
⎨

⎩

< 2, {0.2, 0.5} >

< 3, {0.3, 0.5, 0.6} >

< 4, {0.2, 0.5, 0.7, 0.9} >

⎫
⎬

⎭

2.2 Hesitant Fuzzy Linguistic Term Set (HFLTS) [7]

Let for a state of a system, S = {s0, s1, . . . , sn} be a universe set of the ordered
linguistic terms. Then an HFLTS with respect to S is denoted by HS , a finite order
consecutive terms from S.

Example 2 Let for a system state ‘Age’, S = {s1 : VeryYoung, s2 : Young, s3 :
MiddleAged , s4 : Aged , s5 : VeryAged , s6 : Old , s7 : VeryOld} be the universe lin-
guistic term set.

χ1 andχ2 be two different linguistic expression on S, then for two differentHFLTS
may occur as
H 1

S = HS(χ1) = {s3 : MiddleAged , s4 : Aged , s5 : VeryAged}
H 2

S = HS(χ2) = {s5 : VeryAged , s6 : Old , s7 : VeryOld}
Let HS ,Hm

S ,Hn
S , where m,n are two different integers, be the three different HFLTS,

1. Complement: (HS)
c = {si | si ∈ S and si /∈ HS}

2. Union: Hm
S ∪ Hn

S = {si | si ∈ Hm
S or si ∈ Hn

S }
3. Intersection: Hm

S ∩ Hn
S = {si | si ∈ Hm

S and si ∈ Hn
S }

4. Envelope: env(HS) = [HS− ,HS+],
where HS− = min(si),HS+ = max(si), si ∈ HS

2.3 Context-Free Grammar

The context-free grammar(G) is used for generating the linguistic expressions, i.e.
the sentences [1, 2]. G is mainly defined in 4-tuple (VN , VT , I ,P) where
VN : Non-terminal symbols, VT : Terminal symbols, I : Starting symbols,
P : Production Rules. P = {(PrimaryTerm) or (UnaryRelation)
(PrimaryTerm) or (BinaryRelation)(PrimaryTerm)(Conjunction)
(PrimaryTerm)}
(PrimaryTerm) = si ∈ S
(UnaryRelation) = LowerThan or GreaterThan
(BinaryRelation) = Between
(conjunction) = And
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Example 3 Let S = {si | i = 1, 2, . . . , 7} be defined as in Example 2, then there are
various types of linguistic expressions produced by a context-free grammar(G) as

Θ1 = Aged
︸ ︷︷ ︸

primary term

Θ2 = lower than︸ ︷︷ ︸
unary

Aged
︸ ︷︷ ︸
primary

Θ3 = between︸ ︷︷ ︸
binary

Aged
︸ ︷︷ ︸
primary

and︸︷︷︸
conjunction

Old︸︷︷︸
primary

2.4 Transformation of Linguistic Expressions into HFLTS
[7]

The linguistic expressionsΘi generated byG(a context-free grammar) is transformed
into HFLTS by the function EG .

Let Θ = {Θi | i ∈ N} be the set of linguistic expressions; S = {si | i ∈ N}, where
N is the set of +ve integers, be the set of ordered linguistic terms and HS be set of
HFLTS on S. Then the function EG : Θ �→ HS is defined by

EG(Θi) = {sk , sk+1, . . . , sk+l | sm ∈ S,m = k, k + 1, . . . , k + l; k, l ∈ N}

where EG follows these rules

1. EG(sm) = {sm | sm ∈ S}
2. EG(LessThan sm) = {sp | ∀sp ∈ S and sp 	 sm}
3. EG(GreaterThan sn) = {sp | ∀sp ∈ S and sp 
 sn}
4. EG(Between sm And sn) = {sk | ∀sk ∈ S and sm 	 sk 	 sn}
Example 4 As in Example 2, let our state of the system be ‘Age’ and S = {si | i =
1 : 7} be as defined in Example 2.

Here, we have taken three different linguistic expressionsΘi, i = 1, 2, 3 that have
been taken in Example 3. After applying EG on Θi, i = 1, 2, 3, the output will be
EG(Θ1) = EG(Aged) = {s4}
EG(Θ2) = EG(LowerThan Aged) = {s1, s2, s3, s4}
EG(Θ3) = EG(Between Aged and Old) = {s4, s5, s6}

2.5 HFLTS Aggregation Operators

There are two kinds of linguistic expressions, one is optimistic and the other is
pessimistic. For balancing these two kinds of expressions, here we have used Min-
Upper and Max-Lower aggregation operators on HFLTS.
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Let S = {si | i ∈ N} be the set of linguistic terms andHS = {Hi
S | i = 1, 2, . . . , n}

be the collection of HFLTS on S where Hi
S = {ski , ski+1 , . . . , skl(Hi

S )
| ∀ski ∈ S; ki,

ki+1, . . . , kl(Hi
s )

∈ N} where l(Hi
S) is the length of Hi

S , i = 1, 2, . . . , n. HS+ . Each
aggregation operator is computed in two steps:

Min-Upper:

1. Hi
S+ = Max{ski , ski+1 , . . . , skl(Hi

S )
}, i = 1, 2, . . . , n

2. HS+
Min

= Min{H 1
S+ ,H 2

S+ , . . . ,Hn
S+}

Max-Lower:

1. Hi
S− = Min{ski , ski+1 , . . . , skl(Hi

S )
}, i = 1, 2, . . . , n

2. HS−
Max

= Max{H 1
S− ,H 2

S− , . . . ,Hn
S−}

Example 5 Let H 1
S = {s1, s2, s3, s4} and H 2

S = {s4, s5, s6} be two different HFLTSs.
Then, H 1

S+ = {s4},H 2
S+ = {s6} and H 1

S− = {s1},H 2
S− = {s4}

So, HS+
Min

= {s4} and HS−
Max

= {s4}

3 Medical Diagnosis Decision-Making Model

3.1 Problem Formulation

Suppose in our diagnostic information system, there are n alternatives X = {x1, x2,
. . . , xn} and each alternative is defined inm criteria C = {c1, c2, . . . , cm}. Let, in this
system, the set of linguistic term be S = {s1, s2, . . . , sg}.

A context-free grammar G, produces linguistic expressions Θij(xi, cj) for alterna-
tive xi, i = 1, . . . , n corresponding to criteria cj, j = 1, . . . ,m (shown in Fig. 1).

Alternatives

Criteria

Linguistic ExpressionA Context free 
Grammar (G)

Fig. 1 Generating the linguistic expressions in diagnosis model
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3.2 Model Designing

We have divided our model into three phases: (1) Transformation, (2) Aggregation,
(3) Exploitation (shown in Fig. 2).

Transformation Phase: In this phase, through G produced linguistic expressions
Θij(xi, cj) is converted to HFLTS by the transformation function EG , i.e.

EG(Θij(xi, cj)) = {sk | sk ∈ S}

Aggregation Phase: From the previous phase generated HFLTS, there are two points
of view: optimistic and pessimistic [8], to balance both approximations; here, we have
used Min-Upper and Max-Lower: two aggregation operators. LetEG(Θij(xi, cj)) =
Hj

S(xi); i = 1 : n; j = 1 : m.

Min-Upper:

(a) HS+(xi) = {Hj
S+ | j = 1 : m}, i = 1 : n

(b) HS+
Min

(xi) = Min{Hj
S+ | j = 1 : m}, i = 1 : n

Max-Lower:

(a) HS−(xi) = {Hj
S− | j = 1 : m}, i = 1 : n

(b) HS−
Max

(xi) = Max{Hj
S− | j = 1 : m}, i = 1 : n

After calculating aggregation operators, we need to create linguistic intervals for
each alternative xi, i = 1, . . . , n.
H ∗

Max = Max{HS+
Min

,HS−
Max

}
H ∗

Min = Min{HS+
Min

,HS−
Max

}

So finally, the generated linguistic interval for the alternative xi will be

H ∗(xi) = [H ∗
Min(xi),H

∗
Max(xi)], i = 1, . . . , n

Transformation Phase Aggregation Phase Exploitation Phase

Linguistic
 Expressions

HFLTS
 Aggregation 

Operator

 Linguistic
 Intervals

Preference 
Relation

Non-Dominance 
Degree

Best 
Alternative

Fig. 2 Decision-making model
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Exploitation Phase: In this phase, we will decide the best alternative. Here, we have
taken the linguistic intervals for each alternative from the previous phase and through
the following three steps, we have performed this phase:

Step 1: Here, we have built the preference relation P for each pair of alternatives [6,
12].

Let xi = [siL, siR], xj = [sjL, sjR]; i �= jwhere siL, siR, sjL, sjR ∈ S, be two linguistic
intervals for alternatives xi and xj and ind(xi) = i be the indexing function.

P =

⎛

⎜
⎜
⎜
⎝

− p12 · · · p1n
p21 − · · · p2n
...

...
. . .

...

pn1 pn2 · · · −

⎞

⎟
⎟
⎟
⎠

n×n

where pij = P(xi 
 xj) = Max{0,ind(SiR)−ind(SjL)}−Max{0,ind(SiL)−ind(SjR)}
[ind(SiR)−ind(SjL)]−[ind(SiL)−ind(SjR)]

Step 2: Here, we calculated non-dominance degree for each alternative xi such that

NDDi = Min{1 − pji | i �= j, j = 1 : n}, i = 1 : n

Step 3: The best alternative is selected as

xBest = {xj | NDDj = Max(NDDi | i = 1 : n)}

4 Case Studies

Suppose in a diagnostic centre, there are four patients P = {p1, p2, p3, p4}. Doctor of
this diagnostic centre has detected five symptoms as the criteria for each patient C =
{c1 : Sugar Level, c2 : BMI, c3 : Cholesterol, c4 : Daily Burning Cal., c5 : Age}.

Let the set of linguistic terms be S = {s1 : Nothing(n), s2 : VeryLow(vl), s3 :
Low(l), s4 : Medium(m), s5 : High(h), s6 : VeryHigh(vh), s7 : Excessive(e)}
for detecting their diabetes level.

Through their medical report and according to their opinion, we have built the
linguistic expression table Θ of order 4 × 5; that has been shown in Table 1.

Table 1 Linguistic expression for each patients
Θ c1 c2 c3 c4 c5

p1 LessThan l Between vl and m between l and m Betweenm and vh Between vl and m

p2 LessThan vl Between l and h m Betweenm and h Betweenm and h

p3 GreaterThan h GreaterThan vh Between h and vh LessThan l GreaterThan vh

p4 Between h and vh h Betweenm and vh LessThan l Between h and vh
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Table 2 Transformed formed into HFLTS

Hj
S (pi) c1 c2 c3 c4 c5

p1 {n, vl, l} {vl, l,m} {l,m} {m, h, vh} {vl, l,m}
p2 {n, vl} {l,m, h} {m} {m, h} {m, h}
p3 {h, vh, e} {vh, e} {h, vh} {n, vl, l} {vh, e}
p4 {h, vh} {h} {m, h, vh} {n, vl, l} {h, vh}

Table 3 HS+
Min

calculation table

Hj
S+ (pi) c1 c2 c3 c4 c5 HS+

Min
(pi)

p1 {l} {m} {m} {vh} {m} {l}
p2 {vl} {h} {m} {h} {h} {vl}
p3 {e} {e} {vh} {l} {e} {l}
p4 {vh} {h} {vh} {l} {vh} {l}

Table 4 HS−
Max

calculation table

Hj
S− (pi) c1 c2 c3 c4 c5 HS−

Max
(pi)

p1 {n} {vl} {l} {m} {vl} {m}
p2 {n} {l} {m} {m} {m} {m}
p3 {h} {vh} {h} {n} {vh} {vh}
p4 {h} {h} {m} {n} {h} {h}

Table 5 Linguistic intervals for each alternatives

p1 p2 p3 p4

H∗(pi) [l,m] [vl,m] [l, vh] [l, h]
In si ∈ S format [s3, s4] [s2, s4] [s3, s6] [s3, s5]

In Table 1, we have used EG function to transform it into HFLTS, that has been
shown in Table 2.

Now in Table 2, we have applied Min-Upper and Max-Lower operators to cal-
culate HS+

Min
and HS−

Max
, that has been given in Tables 3 and 4, respectively.

Now for Tables 3 and 4, we create the linguistic intervals H ∗(pi) for each alter-
native pi, i = 1 : 4, as shown in Table 5.

Now in theExploitationPhase,webuild the preference relationP for eachdifferent
pair of alternatives and non-dominance degreeNDDi for each alternativepi, i = 1 : 4,
that has been shown in Table 6.

Finally, we see that the maximum NDDi value is 0.6000, which is responsible for
p3 alternative.
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Table 6 Preference relation matrix P and NDD value

p p1 p2 p3 p4

p1 NaN 6.666667e-01 2.500000e-01 3.333333e-01

p2 3.333333e-01 NaN 2.000000e-01 2.500000e-01

p3 7.500000e-01 8.000000e-01 NaN 6.000000e-01

p4 6.666667e-01 7.500000e-01 4.000000e-01 NaN

NDDi 0.2500 0.2000 0.6000 0.4000

From the above output result, we can conclude that Patient 3 is in the most dan-
gerous level among these four patients.

5 Conclusion and Future Work

In this article, we have discussed a medical diagnostic information system using
the concept of Hesitant Fuzzy Linguistic Term Set. When the medical experts are
confused about levelling specific criteria of a patient, in such a hesitant situation the
proposed diagnostic information system is more useful. Using the Hesitant Fuzzy
Set with the Linguistic approach makes this model increase flexibility.

The designed diagnostic information system and its performance have been cross-
verified by the medical experts and therefore we are of the view that the proposed
diagnostic information system will be highly useful to the patient to make him aware
of the current status of disease level.

Still this medical information system needs some improvements; here, we have
just introduced the algorithm and discussed a case study to justify its output results
and verified it with the help of doctor suggestions. In future, we will improve it to
make this model more flexible andwill discuss its complexity and benefits from other
existing techniques.
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Noise Cancelation Using Adaptive Filter

Akhilesh Kumar Ravat, Amit Dhawan and Manish Tiwari

Abstract Adaptive filtering creates one of the core technologies in the field of the
digital signal processing and finds various applications in the area of science and
technology, viz., adaptive noise cancelation, echo cancelation, channel equalization,
bio-medical signal processing, etc. The principal objective of the noise cancelation is
based on elimination of noise fromaudio aswell as ECG (Electrocardiogram) signals.
In this paper, an adaptive ECG filter is introduced to reduce the noise originated by
body artifacts and exterior systems. The type of noises include interference caused by
power line, interference caused by other electronic equipment, noise from electrode
contact, and removing of movement of patient by adaptive filter to produce best
results.

Keywords Noise · Adaptive algorithm · Adaptive filter · ANC · LMS · NLMS ·
ECG

1 Introduction

When the information is transmitted from source to destination, different types of
noise are added automatically to the signal from the surrounding. The noisy signal
has two components: one carries the information of the useful signal, i.e., the inter-
ested signal and the other carries random error or noise which is superimposed on the
interested signal. These random errors are unwanted because they decrease the accu-
racy and precision of the measured signal. The transfer function of an adaptive filter
is controlled by variable parameters which are adjusted according to optimization
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algorithms. Adaptive filter is generally digital filter depending on the complexity
of optimization algorithms [1–6]. The adaptive filter has become one of the most
proposed solutions to minimize the signal degradation due to predictable and unpre-
dictable noisy signal.

Due to the self-modifying behavior of the adaptive filter, it can change its fre-
quency response to change its action with respect to time. Due to this ability, the
adaptive filter has been used in different application like radar signal processing,
navigation systems, communication, channel equalization, biomedical signal pro-
cessing, and echo cancelation [5]. The transfer function of adaptive filter is con-
trolled by variable parameters (stability, tracking, steady-state error, computational
complexity, and convergence) [1].

An adaptive filter is clarified by following points:

• First, the signal is processed by filter.
• The structure clarifies that the output signal is related to its input signal.
• It also indicates how the parameter is changed for the adjustment of its transfer
function.

• Lastly, the adaptive algorithm also narrates how parameters are modified due to
varying of the time instant [1].

The functional diagram of an adaptive filter is given in Fig. 1.

x(n) = noisy signal + desired signal
x(n) = [x(n), x(n − 1), x(n − 2) . . . . . . . . . .x(n − K − 1)]T
where K is the filter order.
The coefficients for the filter are given as
w(n) = [wn(0),wn(1),wn(2) . . . . . .wn(K − 1)]T
w(n) is the tap weight vector.

Fig. 1 Functional diagram of adaptive filter
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Output = w(n)T x(n)

Error signal e(n) = desired signal—output
w(n + 1) = w(n) + δ.x(n).e(n)

Electrocardiogram
Electrocardiogram is the physical performance of the electrical behavior generated
by the heart muscles. ECG is the electrical activity of the heart. ECG is used to
determine the rate and regularity of heartbeats, and the presence of any injury to
the heart. An electrocardiogram is a graphical record taken by an electrocardiograph
which records the electrical activity of the heart over a period of time [7]. The signal
is obtained bymeasuring electrical potentials between different positions of the body.

Adaptive filter technique is required to diminish the noise from noisy ECG signal.
ECG is an essential parameter for observing heart activity.

Interference caused by different sources are given in the example:

• Interference caused by power line
• Noise from muscle contraction
• Movement of patient
• Electrosurgical noise
• Noise from electrode contact (Fig. 2).

In this diagram, the P-Wave is produced by muscle contraction of atria, the QRS
Wave denotes the ending of atria contraction and the beginning of ventricular con-
traction and T Wave denotes the ending of the ventricular contraction.

Fig. 2 Standard ECG signal
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2 Adaptive Algorithm

2.1 The LMS Algorithm

The principle of this algorithm is established on modifying of the filter coefficient
to diminish the mean square error between its desired response and its output; such
system output is well suited for the estimation of the useful signal [5]. The equation
for least mean square algorithm is given below.

w(n + 1) = w(n) + δ.x(n).e(n) (1)

In Eq. (1), e(n) is the error signal.
w(n) is the vector of coefficient of adaptive filter.
δ is the step size.
The input vector is x(n).
In many real-time systems, the LMS algorithm is preferable because of ease of

implementation and its simplicity. This process is robust in the environment. In 1959,
the LMS algorithm was proposed by Widrow and Hoff.

2.2 Normalized LMS Algorithm

If the convergence factor becomes high, the LMS algorithm has to face gradient noise
amplification issues. To remove this problem, the NLMS algorithm is employed. The
NLMS algorithm is also said to be a time-varying step-size algorithm as the step-size
parameter is normalized. The convergence factor δ is given in the below equation.

δ(n) = β

σ + ‖u(n)‖2 (2)

where ‖u(n)‖2 is defined as the squared Euclidean norm of the input u(n).
β is defined as adaption constant. It also optimizes the convergence rate.
β lies 0 < β < 2.
σ is known as normalization constant and valid for σ < 1.
The updated filter tap weight vector and step size are defined as in the following

standard equation:

w(n + 1) = w(n) + β

σ + ||u(n)||2 e(n).u(n) (3)
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3 Adaptive Noise Cancelation

The adaptive noise cancelation systems are used for reducing the noise portion in
order to obtain the desired signal without disturbing. The block diagram of ANC is
given in Fig. 3. This system contains the first input as the primary signal and the
second input as the reference signal. Desired signal corrupted with undesired noise
is known as primary input. Reference signal is undesired noise which is filtered in
the system. The motive of adaptive filtering system is to diminish the noise part and
to determine the original signal which is not corrupted.

The primary input contains two portions, first is the desired signal and the other
is the noise signal. The reference signal contains a solid reference of noise which is
present in the primary signal.

The noise present in the reference signal is to be filtered to compensate for phase,
time delay, and amplitude. Now noise in the reference signal will be subtracted from
the primary signal [1, 2].

4 Results and Discussion

4.1 Simulink Model

The noise is designed as Gaussian noise which is added with the audio signal. The
added signal is passed into an LMS filter for simulation. The Simulink model is
shown in Fig. 4.

Fig. 3 Basic block diagram of adaptive noise cancelation system
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Fig. 4 Model for noise cancelation

The added signal is the input of the systems and the output of the system obtained
from the model is sinusoidal signal after adaptive filtering.

When the step-size parameter is made at the high constant value, the speed of the
filter is fast but it provides less accuracy. On the other hand, if the step size is made
at a lower constant value, the speed of the filter may be slow but it provides more
accurate performance.

The difference between the desired and input signal is known as an error signal
which is determined by the output port of LMS filter. From this, port noise can be
adaptively removed out.
Performance comparison of Adaptive Algorithms

S. No. Algorithms Complexity Stability Speed MSE

1. LMS 2 N + 1 Less stable Medium High

2. NLMS 3 N + 1 stable High low

3. RLS 2 N2 High stable Very high Very low

4.2 Adaptive Noise Cancelation Set for Fetal ECG

The maternal heartbeat signal creation:
The mother and fetal electrocardiogram shapes have been implemented. Sampling
rate is fixed at 4 kHz. The peak voltage of the signal is kept at 3.5 mV and heart rate
of the mother is also fixed at 89 beats per minute [7].
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Fetal heartbeat signal creation:
Fetal heart rate is faster than the mother that is 120–160 beats/min. The amplitude
of the mother heart is much stronger than fetal electrocardiogram. Here, we set peak
voltage of fetal as 0.25 mV and heart rate of the fetal as 139 beats/minute.
The measured maternal electrocardiogram:
From the chest of the mother, the ECG signal is observed. The maternal heartbeat
signal is eliminated from the fetal ECG signal with the help of a used technique.
Some additive noise is contained by the fetal ECG signal.
The measured fetal electrocardiogram:
The fetal ECG signal which is observed from the mother abdomen is governed by
the maternal heartbeat. The signal is passed from the chest cavity to abdomen.
The adaptive noise canceller:
To reduce complexity, the adaptive filter of step size 0.00006 has been used with
15 coefficients. To perform this work, adaptive noise canceller utilizes an adaptive
process. The adaptive noise canceller is converged very well.
Recovered fetal heartbeat signal:
At the output, adaptive filter consists of the maternal heartbeat signal. The error
signal e(n) of the system that contains the fetal heartbeat signal and noise. With the
help of this error signal, the fetal heart rate can be determined [7–14].

4.3 Results

For Audio Signal:
Figure 5 shows the output of the model output. In this figure, the first waveform is
defined as the input signal which enters the system. Noise is defined as the second
waveform. The third waveform represents the addition of noise and input signal. The

Fig. 5 Adaptive noise canceller Simulink model output
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fourth waveform shows the desired signal and the last waveform shows the error
signal which is defined as the subtraction of the desired signal and the input signal.
Implemented result of ECG signal:
The input of the filter is noisy ECG signal which is filtered by an adaptive algorithm.
Extraction of fetal heartbeat from noisy ECG signal is shown below (Figs. 6, 7, 8,
9).

Fig. 6 Maternal heartbeat

Fig. 7 Fetal heartbeat

Fig. 8 Adaptive noise
canceller
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Fig. 9 Recovering the fetal
heartbeat signal

5 Conclusion

The adaptive noise cancelation method for cancelation of noise is discussed in this
paper. This method has a basic advantage of adaptive capability and low signal
distortion. Error performance using NLMS algorithm is found to be good. Fetal
heart rate from ECG signal is an essential condition before and during birth of the
baby. The developed model using this algorithm has been simulated usingMATLAB
environment and simulation results have been studied.
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Abrupt Scene Change Detection Using
Spatiotemporal Regularity of Video Cube

Rupesh Kumar , Sonali Ray, Meenakshi Sharma and Basant Kumar

Abstract In this paper, we propose the detection method of abrupt scene change
using spatial as well as spatiotemporal frames of video cube. Most of the methods
use either intensity or motion of pixels for the scene change detection methodology.
Unlike to the existing methods, both the intensity and flow vector of video frames
are used simultaneously in this paper to propose a general abrupt scene change
detection method. For a spatial frame, flow energy function is used for detection.
Flow energy function, defined by the spatiotemporal regularity flow model, is the
combinatorial form of intensity and flow vectors of the frames. In the spatio-temporal
frames, abrupt scene change appears as a vertical line which is detected by the edge
detectionmethod.Combined results of spatial and the spatio-temporal frames provide
the location of scene change. The proposed method detects almost all the locations
of scene change with negligible false detection.

Keywords Regularity flow · Video cube · Flow vectors · Spatiotemporal ·
Boundary · Edge detection · Abrupt change

1 Introduction

To retrieve the semantic content in a video is a cumbersome task owing to the large
size of video data. The retrieval problem in the video can be solved through indexing
of video frames at the cost of high processing cost. Generally, scene change detection
[2, 4, 6, 8–10] is a method of content detection for the application of annotation,
scene analysis, fast searching, and indexing. The other use of scene change detection
is in video compression where it is used to estimate the key frame. Manual indexing
and annotation of large multimedia data are time-consuming tasks that encourage
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Fig. 1 Video cube. a VtXY , b VxTY , c VyTX

the researcher to make an automatic scene change detection algorithm. Location of
scene change in a video sequence appears as a boundary [13], because continuous
scene appears as a flow of continuous action that depends on the foreground and
background contents. Background and foreground of continuous scene possesses
similar contents that make a shot [7, 12] or content of similarity. Scene change
appears at the boundary of two shots or in between two scenes. Therefore, for the
content retrieval purpose, the video is organized into a groups of shots. The aim of the
scene change detectionmethod is to partition the video sequences into themeaningful
andmanageable segments (shots) [10] for video indexing. The key frame is extracted
from each segment of the scene that represents spatial and temporal features of that
scene segment. A scene change [3] in a video stream can also be explained as a change
of feature points or change of pixel intensity between two consecutive frames up to
a remarkable limit. The term limit is interpreted as Thresholding [5, 14] which is
widely used for the detection of scene change. Threshold may be fixed or dynamic
in nature and the value of dynamic threshold [11, 18] is always updated according to
the content of scene segment. Similarity measure between two consecutive frames is
the basic idea of scene change detection technique and most of the prior work uses
such methodology.

This paper is organized as follows. Section II explains the proposed scene change
detection method. Experimental results are given in Section III, and Section IV
concludes the paper. Notation of upper case capital X ,Y ,T is used for the respective
axes and lower case x, y, t are for flow direction in the whole paper. VtXY represents
video cube with XY frame along t direction (Fig. 1). Similarly, VxTY and VyTX
represent video cubes with frames TY and TX along x- and y- directions.

2 Proposed Detection Method

Proposed scene change detection method uses spatial frame XY . The novelty of the
proposed techniques is to consider the video as a cube and process the entire cube
simultaneously. Unlike the other existing techniques, the proposed method does not
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use frame-by-frame processing. The proposed detection method is a hybrid approach
[16] which incorporates both the spatial frame and spatiotemporal frames (TY and
TX ). In the spatial frame, SPREF [1]-based frame energy is used to detect the abrupt
scene change and the obtained result is fused with the method reported in [15] that
uses both the spatiotemporal frames. In the next section, the proposed SPREF-based
detection method has been explained.

2.1 SPREF-Based Detection Method

SPREF (spatiotemporal regularity flow) [1] is a general framework to model the
video. Assumption of the video as a cube is one of the advantages of this model.
SPREF (SpatiotemporalRegularity Flow) is a 3Dvector field and it proposes a regular
flow direction as a path in which the intensity of the pixel varies the least. If the scene
is continuous, then intensity as well as flow vectors of frames vary regularly, but on
the other hand, they show large deviation at the location of abrupt scene change.
Using the SPREF model, we detect the deviation at the boundary of scene change
with the help of flow energy function. In this paper, the translational-SPREF model
is used and the flow energy is defined as

E (t) =
∑

Ω

|
(
I �

∂H

∂x

)
c′
1(t) +

(
I �

∂H

∂y

)
c′
2(t) + I �

∂H

∂t
|2 (1)

where [c′
1(t), c

′
2(t)] are the flow vector components in x- and y directions of the video

frame XY with flow direction t. H is defined as a Gaussian filter and intensity of the
image is I . Temporal size of the video cube is Ω and term c is used for translational
flow. Flow energy function (Eq.1) is solved by using translated box spline functions
b(u) of the first degree. Due to smoothness of spline, it approximates the regular flow
direction by minimizing the flow energy function. Flow vectors in terms of spline
coefficients are explained as

c′
m(u) =

∑

n

αm
n b(2

−l u − n) (2)

wherem ∈ (1, 2) andu ∈ (t). Termαn is thenth spline coefficient. Length of temporal
axis of video cube region Ω is = 2k . Scaling factor of video cube is taken as l and
its value has been taken as l = 1, 2, . . . , k. Value of n is defined as n = 2k−l . The
spline function used here is defined as

b(z) =
{
1 − |z| if |z| < 1

0 otherwise
(3)
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Since flow energy function is the combinatorial form of intensity and the flow
vectors of the frame, it estimates the regularity of frame efficiently. If no scene
change occurs in a sequence of frames, then all the frames are regular on the basis of
their frame energy. Flow energy of video defined by SPREF model combines both
the features and therefore, it models the regularity of frame contents effectively than
either of the pixel or flow vectors of the frame. Abrupt scene change in XY frames
creates large deviation in their flow energy and the location of deviation is by the
proposed threshold value:

Threshold =
√√√√ 1

N

N∑

t=1

(Et − μ) (4)

where μ = 1

N

N∑

t=1

Et (5)

where Et represents the flow energy of tth frame and N is the total number of frames.
Abrupt scene change is detected with the help of the following condition:

Edetected =
{
1 if Et >= 5 × Threshold

0 otherwise
(6)

Edetected gives only the location of abrupt scene change with value 1. It has been
investigated that all the peaks of abrupt scene change are greater than the mean value
of the flow energy. How much the maximum peak value of flow energy is deviated
from the mean value is defined by the standard deviation and this is the reason to
select standard deviation for thresholding. The next section explains the detection
approach by using spatiotemporal frames.

2.2 Boundary Detection in Spatiotemporal Frames

Apart from the use of flow energy for scene change, spatiotemporal frames are also
considered for the detection of abrupt scene change which has been proposed in
[15]. In this method, both spatiotemporal frames TY and TX are considered. Abrupt
scene change produces large pixel intensity variation between two XY frames, but in
spatiotemporal frames such variation appears as a vertical line or vertical boundary.
The aim of this work is to detects the location of scene change as a vertical line and to
combine the resultwith the results obtained from theprevious section. Spatiotemporal
frame-based abrupt scene change detection method [15] is summarized as
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– Select four sampled TY and TX frames:

STY = [TYs1 ,TYs2 ,TYs3 ,TYs4 ]
STX = [TXs1 ,TXs2 ,TXs3 ,TXs4 ]

(7)

where s1 is the first frame and sampled interval for other three frames is taken as

s′ = �N/4.5� (8)

N is the total number of frames along the flow direction.
– Canny edge detection method is used to detect the edges of all the sampled frames
and it produces binary images. Binary image of sampled frames are represented
as

STYedge = [TY ′
s1 ,TY

′
s2 ,TY

′
s3 ,TY

′
s4 ]

STXedge = [TX ′
s1 ,TX

′
s2 ,TX

′
s3 ,TX

′
s4 ]

(9)

– In a binary image, the pixel value of the detected edges is assigned ′1′ and only
vertical lines are considered because they are part of the scene change location. As
discussed earlier, abrupt scene change appears as a vertical line which is occupied
by the column in both TY and TX frames.

– Spatiotemporal frames are considered as noisy images and hence, sometimes, the
boundary of scene changemight be distorted. Therefore, the length of the boundary
is defined as a scene change location when

Length = 40%of (frame height). (10)

where frame height is defined as the height of TY or TX frames.
– Condition: (number of 1′s in boundary line) >= Length.
If the pixel value (′1′) of any boundary or vertical line follows the above condition
in both the TY and TX frames, then it is interpreted as the location of abrupt scene
change.

– The above procedure is repeated for all the sampled frames.
– Now look upTable1 that has been generated. In this table, all the detected locations
obtained from all the frames (TY ,TX , andXY ) are tabulated.

– Only those locations are considered that appeared at least twice among these spatial
and spatiotemporal frames.

3 Experimental Results

Four natural test videos are taken from [17] for experiments and these are gstennis,
anni002, anni003, and anni006. Video sequence gstennis (in Fig. 2) has 64 frames
with one scene change and detection of scene change in spatiotemporal TY frame is
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Fig. 2 Scenes of gstennis

(a) TY frame (b) TY edge (c) TY boundary

Fig. 3 Scene change detection in gstennis video

shown in Fig. 3. Since one scene change appears in gstennis video sequence, only one
boundary or vertical line appeared in their binary image (Fig. 3b). Number of frames
taken in videos anni002, anni006, and anni003 are 2048, 2048, and1024, respectively,
and all the scenes are represented in Fig. 4. The total number of abrupt scene changes
in videos anni002, anni003, and anni006 are 12, 7, and 19, respectively. All the spatial
and spatiotemporal frames have been processed and the obtained results by both the
methods have been combined so as to obtain optimal results. Flow energy function of
videos anni002 and anni003 are shown in Fig. 5 and 6, respectively. The vertical axis
of the energy plot is the magnitude of flow energy and the horizontal axis represents
the frame numbers. Flow energy of XY frames of video anni002 is shown in Fig. 5a
and deviations in the plot show the location of scene change. Location of scene
change obtained through threshold (6) is now represented by Fig. 5b and magnitude
1 is assigned to the detected location. Similarly, Fig. 6 represents the scene change
detection of video anni003. Spatiotemporal frames TY and TX of video annoi006
have been shown in Figs. 7 and 8. In their binary images, vertical lines represent the
location of scene change and all of them appear in the columns of the frame. Now
these columns (in TY and TX frames) are directly converted into frame numbers
(XY ) with scene change locations. Flow energy of frames XY of video anni006 has
been shown in Fig. 9a. Detected locations of abrupt scene change obtained from
the proposed method are shown in Fig. 9b. Scene change location in video anni006
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(a) Number of scenes in video anni002.

(b) Number of scenes in video anni003.

(c) Number of scenes in video anni006.

Fig. 4 Frames of different scenes
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(a) Energy plot
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Frame numbers
(b) Detected frames

Fig. 5 Detection of scene change in anni002

obtained by both the methods are combined together and tabulated in Table1. There
are three horizontal sections in Table1 for the results obtained from frames TY , TX ,
and XY .
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Fig. 6 Detection of scene change in anni003

(a) TY frame

(b) TY ′
s1 (binary) frame

Fig. 7 TY frame of video anni006

Among the three sections of spatial and spatiotemporal frames, location that
appeared for at least two sections is considered as the approximated location of
abrupt scene change. As shown in Table 1, locations obtained from the proposed
method are [77, 215, 277, 349, 413, 530, 581, 702, 865, 936, 1029, 1142, 1318,
1554, 1774, 1890, 1976] and it is the same for the actual location. No missed or false
detection are found and the proposed method detected all the abrupt scene changes.
For the performance evaluation, the proposed method has been compared with the
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(a) TX frame

(b) TX ′
s1 (binary) frame

Fig. 8 TX frame of video anni006
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Fig. 9 Detection of scene change in anni006

method given in [2, 8] and the comparison result has been shown in Table2. The
accuracy of the proposedmethod has been evaluatedwith the help of precision, recall,
and F1 score. F1 score is used for the evaluation of accuracy and it is defined as

F1 = 2 × precision × recall

precision + recall
(11)

The proposed method detects all the scene changes and therefore the F1 score
obtained is high as compared to the methods reported in [2, 8].
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Table 2 Comparison

Test video Methods No. of scene change F1

anni002 Method [8] 11 0.91

Method [2] 0.83

Proposed method 1

anni003 Method [8] 6 0.90

Method [2] 0.86

Proposed method 1

anni006 Method [8] 18 0.93

Method [2] 0.82

Proposed method 1

4 Conclusion

The proposed abrupt scene change detection method incorporates intensity as well
as the flow energy of the frames. Using spatial and spatiotemporal frames reduces
the false or missed detection. Edges of spatiotemporal frames and flow energy of
spatial frames have been used for the detection. Detection accuracy of the proposed
method is high with no false or missed detection as compared to the other methods.
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A Novel Approach for Compensation
of Light Variation Effects with KELM
Classification for Efficient Face
Recognition

Virendra P. Vishwakarma and Sahil Dalal

Abstract A novel technique for compensating the effect of light variations is pro-
posed here for robust person identification using human face images. The proposed
technique is adaptive and efficient for face recognition under varying illuminations
generated due to light incident from different angles. Illumination variation’s effect is
due to varying lighting conditions which are smoothly changing in nature. Therefore,
illumination normalization is performed over some of the low-frequency discrete
cosine transform (DCT) coefficients depending upon the illumination variations in
the face image. A fuzzy modifier has been used to suppress the illumination varia-
tions on these low-frequency DCT coefficients. The number of low-frequency DCT
coefficients is computed adaptively based upon the magnitude of these coefficients.
The proposed approach utilizes KELM for the recognition of normalized face images
and is tested over Extended YALE B face database. The experimental results clearly
reveal that the proposed approach is significantly better than the existing approaches
of illumination normalization for face recognition. With the proposed approach, the
percentage error rate of 0%, 0.75%, and 1.11% on Subset 3, 4, and 5 of this database
have been achieved, respectively.

Keywords DCT · Face recognition · Adaptive illumination normalization · Kernel
extreme learning machine (KELM)

1 Introduction

Differentiating one person from another is generally done with the help of human
faces. But illumination variations, on the face of the person, make the recognition
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difficult. Illumination can be from different directions and hence, it should be nor-
malized so that face recognition can be done appropriately. Various algorithms have
already been proposed for minimizing the effect of illumination on the face images.
Illumination normalization can be done by using a representation for the imagewhich
can be insensitive to these variations. This was done by utilizing intensity derivatives
by Y. Adini et al. in 1997 in which images were convolved with filters like Gabor fil-
ter, etc. [1]. Other algorithms which are presently in use to normalize the illuminated
images are as follows: Simple Fuzzy filter with AHE + Log [2], Tetrolet Transform
[3], S&L (discard-LFDCT Coeff.) [4], S&L (NPL-QI) [4]. Apart from these algo-
rithms, M. Savvides and B. V. K. Kumar proposed an algorithm based on Logarithm
transformations that was implemented on CMU PIE database for the recognition of
face images [5]. In the year 2007, S.-I. Choi et al. introduced a unique algorithm to
handle the illumination variation for face recognition. They utilized shadow char-
acteristics, which occur due to illumination from different angles, to normalize the
images and hence, face recognition was performed with comparable recognition rate
[6]. H. Shim et al. proposed the algorithm which was tested on CMU PIE and Yale
database. They utilized the concept of face relighting in which reflectance function
(sin reflectance properties and facial hair), pose, and lighting were jointly estimated.
This was helpful in creating face images under any illumination variations giving bet-
ter results compared to other approaches [7]. In 2010, Adaptive region-based image
preprocessing technique was proposed by S. Du and R. K. Ward for simplifying the
illumination invariant face recognition. The proposed technique segmented the face
image into different regions based on the varying lighting conditions so that enhance-
ment can be done regionally to normalize the illumination variations. The technique
was tested over Yale B + Extended Yale B database [8] and the CMU PIE databases
with significant results [9]. In 2011, B. Wang introduced a ratio named as “Weber-
face” in which ration of local intensity variation and background was evaluated. This
was based on Weber’s law that stated that the ratio between the smallest percep-
tual change and background is constant for a stimulus. It was evaluated and tested
over CMU PIE and Yale B face databases with very good results of face recognition
[10]. Local binary pattern (LBP) was also utilized as a descriptor in illumination
normalization by F. Juefei-Xu and M. Savvides. They had used the LBP concept in
which it can remove illumination variation’s effects. In the technique, illumination
normalization was done in LBP domain and face imagewas retrieved back by reverse
mapping from LBP to pixel domain. This approach was tested on Extended Yale B
face database [11].Recently, in the year 2017,Y.-F.Yu et al. proposed a discriminative
multi-layer illumination-robust (DMI) feature extraction model to state illumination
variation problem. As a linear combination, they decomposed the large-scale fea-
tures into DMI features and a discriminant filter was utilized to improve the statistical
discriminative ability and robustness of the reconstructed illumination-robust face
image. This algorithm was tested over Extended Yale B, FRGC-v2, CAS-PEAL-R1,
and Oulu-CASIA NIR-VIS databases with very good recognition rate [12]. No work
has been carried over so far which can handle light variations adaptively.

In this paper, a novel approach has been introduced to solve this problem along
with nonlinear classification, i.e., kernel extreme learning machine (KELM) for face
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recognition of the imageswhich are affected by the varying illumination. The remain-
ing part of the paper is organized as follows: Sect. 2 gives a brief idea about the
preliminaries used during this work. Section 3 provides a detailed explanation of the
proposedmethod. Section 4 explains the database used with experimental results and
comparison followed by conclusion in Sect. 5.

2 Preliminaries

2.1 AHELT

Contrast stretching is considered as a preprocessing approach for the face images
under varying illumination. It is done by using a combination of adaptive histogram
equalization (AHE) and logarithmic transform (LT) named as AHELT [13]. After
processing using AHE, the number of low gray-level pixels increases in the resultant
image. This effect is compensated by performing LT followed by AHE.

2.2 DCT

The discrete cosine transform (DCT) is a tool to transform the data from time
to frequency domain and gives only the real part of discrete Fourier transform.
For a V × W size face image, the 2-D DCT [14] can be defined as

D(k, l) = φ(k)φ(l)
V−1∑

v=0

W−1∑

w=0

z(v,w) × cos

[
π(2v + 1)k

2V

]
× cos

[
π(2w + 1)l

2W

]

(1)

for k = 0, 1, 2, 3, …, V − 1 and l = 0, 1, 2, 3, …,W − 1.
The inverse discrete cosine transform (IDCT), now, can be defined as

g(v,w) =
V−1∑

k=0

W−1∑

l=0

φ(k)φ(l)D(k, l) × cos

[
π(2v + 1)k

2V

]
× cos

[
π(2w + 1)l

2W

]

(2)

for v = 0, 1, 2, 3, …, V − 1 and w = 0, 1, 2, 3, …,W − 1.
where

φ(k) =
{ 1√

V
; k = 0√
2
V ; k = 1, 2, 3, . . . , V − 1

(3)
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φ(l) =
{ 1√

W
; l = 0√

2
W ; l = 1, 2, 3, . . . ,W − 1

(4)

v and w represent the rows and columns of the face image matrix, respectively, and
k and l denote the rows and columns of the DCT matrix.

2.3 Fuzzy Filter

The concept of fuzzy is used to generate a model between the real-world applications
and approximate reasoning of mathematics. Using this concept, recognition perfor-
mance is increased by utilizing membership functions (MFs) to relate the real-time
problems with each other. A function (say μψ ) can be expressed as follows:

μψ(x) =
{
1; z ∈ ψ

0; otherwise

}
(5)

The abovementioned equation is the case for classical sets in which element z
either belongs or does not belong to the class Ψ . But in real-time problems, there is
fuzziness presentwhich does not completely separate the situations fromone another.
Such situations are solved by fuzzyMFs. It contains the values from 0 to 1. Universal
set (y) of the real-world F then maps the values as

μF : y → [0, 1] (6)

Here, the low-frequency DCT coefficients are the universal set [15].

2.4 KELM

Extreme learning machine (ELM) is an algorithm that is simply a single hidden-
layer feed-forward neural network (FFNN). Unlike NN, ELM randomly assigns its
hidden layer weights and need not be learned iteratively. The input weights and bias
selected, for the hidden layer, are randomly initialized. The output ρ for this hidden
layer matrix is computed as follows:

� =
S∑

s=1

λsρ(As, Bs, x) = λ · 	(x) (7)

where Ω(x) = [ρ(A1, B1, x) …, ρ(AS , BS , x)] is the output matrix obtained from
the hidden layer with respect to the input x. AS and BS are the input weights and
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biases, respectively. The output weight λ which connects the output to hidden nodes
is obtained analytically as

λ = 	−1� = 	�

(
I

ς
+ 		�

)−1

� (8)

where G is the target class and ς is the user-defined parameter for regularization.
Therefore, the ELM model can be formulated as

�ELM(x) = 	(x)	�

(
I

ς
+ 		�

)−1

� (9)

ELM is tominimize the training errors and also allows to reduce the computational
time.With these advantages, ELM also has some disadvantage as it has local minima
issue and issue of easy over-fitting. So, to overcome the limitations of ELM, another
algorithm is proposed in terms of the kernelmatrix. The kernelmatrix can be obtained
using (10):

ζ =
S∑

ς=1

	(Aς , Bς , xs) · 	(Aς , Bς , xs) (10)

where xs denotes the training data and S represents the number of training data used.
Therefore, the formulation for KELM can be done as

�K ELM(x) = 	(x)	�

(
I

ς
+ ζ

)−1

� (11)

This approach is named as kernel extreme learning machine (KELM) and can be
used as a binary as well as for multi-class classification [16].

3 Proposed Approach

The proposed approach gives an efficient method of illumination normalization by
modifying the low-frequency DCT coefficients with the help of a fuzzy filter. The
database used to evaluate the proposed approach is briefly given in the next section.
The database contains imageswith illumination on the faces fromdifferent directions.
From the database, images with frontal (uniform) or with very small illumination
variation are considered for training set and the remaining images are used as test
set.

All these face images are first preprocessed using AHELT. Results obtained after
AHE and AHELT are also shown in Fig. 1 (2nd and 3rd column). As illumination
varies slowly and mainly affects the low-frequency DCT coefficients, DCT of the
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Database ORIGINAL 
IMAGE

AHE AHELT ILLU. NORM. 
[2]

ILLU. NORM. 
(Adaptive) 

Extended 
YALE B
Subset 1

CC=0.5198 CC=0.5404, 
N=946 

Extended 
YALE B
Subset 4

CC=0.2379 CC=0.2521,N=8
42

Extended 
YALE B
Subset 5

CC=0.1767 CC=0.1985,
N=742

Fig. 1 Effect of illumination normalization on training and testing images for Extended YALE B
database

face images are taken. All of these coefficients are arranged in an increasing order
of frequency by selecting them in a zigzag manner [2]. This vector form Vec can be
represented in the form of an equation as

Vec = ZigzagScan(D) (12)

where D is the DCT matrix of V × W size. ZigzagScan is telling about the selection
process of coefficients from the DCT matrix D. Now, in Vec, only those coefficients
are considered for further operation which are highly affected by illumination vari-
ations and these DCT coefficients are those which have a magnitude greater than
some constant (say ω). Let NDctCoef be the number of these DCT coefficients in
Vec. Then NDctCoef can be obtained as

NDctCoe f = count (Magnitue(Vec) > ω) (13)

This count is not giving the number of low-frequency DCT coefficients which
are slightly affected by illumination variations. So, to obtain that exact number of
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low-frequency DCT coefficients affected by illumination variations, NDctCoef is
multiplied by η as

N = η × NDctCoe f (14)

Then these low-frequency DCT coefficients (N) are modified using the fuzzy
filter. For this modification, fuzzy membership function μF which can be selected is

μF = gξ

Gξ
(15)

where G is the index of the last low-frequency DCT coefficient considered for fuzzy
filtering and ξ is a positive constant. As g varies from 1 to G, a vector is obtained
which contains fuzzy membership grades as their elements. It is then used as a fuzzy
filter for the illumination normalization in the proposed approach. This vector is
represented as M and can be expressed as

M = [M1, M2, M3, . . . , Mn, . . . , MN ]
T (16)

where Mn represents the membership grade for the nth low-frequency DCT coeffi-
cient.

The DCT coefficients after illumination normalization are obtained as follows:

FzyMd f d = invZigZagScan(Vec(0 . . . N − 1) × M + Vec(N . . . VW − 1))
(17)

invZigzagScan is representing the reverse back process of ZigzagScan and results
in a modified DCT vector to a matrix FzyMdfd. Now, by applying IDCT on the
FzyMdfd (un-zigzag matrix form), illumination normalized face image is obtained.
The training and test images before and after normalization are shown in Fig. 1. This
can be seen using values of similarity between the training image (first image of the
first column in Fig. 1) and the illumination normalized images based on correlation
coefficient (CC)where the results of illumination normalization aremuch better com-
pared to [2] which are also shown in the fourth column of Fig. 1. After applying the
proposed approach of illumination normalization, classification is performed using
KELM. For the classification process, regularization coefficient, kernel parameter,
and kernel type are some parameters in KELM which need to be optimally selected
as there is no appropriate method existing in the literature for finding them so that
minimum percentage error rate can be achieved.
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4 Experimental Results and Analysis

4.1 Database

ExtendedYALEBdatabase is a large databasewhichhas 38 subjectswith eachhaving
5 subsets each. These subsets contain different number of images and different sets
of illumination variations [8]. Subset 1 consists of 70 face images (7 of each subject)
with 0°–12° of illumination variations. Similarly, Subset 2, Subset 3, Subset 4, and
Subset 5 consist of 120, 120, 140, and 190 face images with 13°–25°, 26°–50°, 51°–
77° and above 77° of illumination variations, respectively. The original size of each
image is 640 × 480 pixels which reduced to 120 × 105 pixels by cropping of hairs
and background with further reduction by 1.6 in our experiments. Subset 1 images
are used for training and the remaining are used for testing.

4.2 Result

To test the performance of the proposed approach on a large database, it is applied
to the Extended YALE B database. By varying the values of ω, η, and ξ , optimized
values are obtained which can give the minimum value of percentage error rate. This
is evident from the results that ψ = 0.9, η = 2, and ξ = 0.5 are the best values which
can give promising results on Extended YALE B database using KELM.

Regularization coefficient is utilized in KELM to remove the problems of over-
fitting [17] or to solve the ill-posed problems. It is selected optimally as 1 for the
proposed approach. Kernel parameter of KELM is related to the nonlinear mapping
from lower dimensional to higher dimensional feature space and its value is selected
as 550 (Subset 4) and 1100 (Subset 5) optimally. The kernel type, which includes lin-
ear, polynomial, wavelet, andRBF, RBF kernel is selected for the proposed approach.
Minimum values of error obtained using KELM for Subset 3, 4, and 5 are shown in
Table 1.

Table 1 Percentage error rate on Extended YALE B database and comparison with existing
approaches

Approach Subset 3 Subset 4 Subset 5

Proposed approach 0 0.75 1.11

Simple Fuzzy filter with AHE + Log [2] 0 1.13 1.94

Tetrolet transform [3] 5.04 9.96 16.07

S&L (discard-LFDCT Coeff.) [4] 14.0 14.7 15.2

S&L (NPL-QI) [4] 3.3 13.0 30.9
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5 Conclusion

The drawbacks of the existing techniques are overcome by the proposed approach in
this paper. The proposed approach computes the number of low-frequencyDCTcoef-
ficients for each illuminated face image based on the level of illumination present in
the images. After illumination normalization, use of KELMmakes the face recogni-
tion even more accurate compared to the existing approaches. The time complexity
of the proposed approach is of the same order as that of the existing approaches
because of the use of DCT, IDCT, and some vector operations only as needed in the
methods which operate in DCT domain. For example, Discard LFDCT Coeff. [18],
Rescaling of DCT coefficients [13], and Simple Fuzzy filter with AHE+ Log [2]. In
future, the proposed approach will be explored over other databases as well to make
it more general and adaptive for face recognition.
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A Hybridization of Fuzzy Logic
and Deterministic Learning Machine
for Face Recognition

Virendra P. Vishwakarma and Sudesh Yadav

Abstract In this chapter, a new method for face recognition (FR) is proposed by
integrating fuzzy logic in deterministic learning machine called fuzzy deterministic
learning machine (FDLM). The main steps of the proposed approach are the fuzzi-
fication and classification step. The fuzzification step is done using π-membership
function (MF) to map the grades of association of each input feature to each sub-
ject in a fuzzy matrix form and classification is done with the help of fast learning,
parameter-free deterministic learning machine. To show the efficacy and superiority
of the proposed approach, we have conducted a comparison analysis of the pro-
posed approach with other methods available in the literature on Georgia Tech face
database. Experimental results obtained reveal that the proposed approach shows a
significant improvement in recognition performance for FR.

Keywords Face recognition · Fuzzy logic · Single-hidden layer feedforward
neural networks · Classification algorithms

1 Introduction

Face recognition is a growing research area in the field of machine learning because
of its use and choice of application in various fields: commercial, law enforcement,
personnel benefits, etc. In early years, FR systems are based on visible spectrum.
These systems suffer a lot of challenges of non-linear non-convex variations, viz.
expression changes, pose variation, and different illumination intensities used dur-
ing capturing the database [1–5]. These challenges are divided mainly into two cat-
egories: intrinsic and extrinsic factors. Intrinsic factors are physical appearance of
human face (facial expression, ageing) and extrinsic factors include those factors due
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to which intrinsic factors change, such as pose and lightening conditions [1, 6]. To
diminish the effect of all these challenges, infrared spectrum-based FR systems may
be developed. So, it leads and encourages many researchers for continuous research
in this field of FR. For solving the above-mentioned challenges, first, a general strat-
egy is made to understand the issue, how it formed and how it can be resolved [7].
Any FR system mainly comprises three steps: preprocessing, feature selection and
classification [8–10]. From the last few years, numerous techniques have been built
and studied to improve the recognition accuracy of FR. In these techniques, comput-
ers have been used as a primary tool for detecting recognizing human face images
like the human perceptron system. These techniques mainly focused on identify-
ing important traits and features of an individual using various feature extraction
techniques. In face recognition, feature extraction is the most important and pri-
mary step. A good feature extraction technique reduces the intra-class dissimilarities
and increases the difference between inter-class. In the literature, a lot of research
has been done on facial feature extraction techniques (holistic methods as well as
local feature-based methods). In holistic feature extraction methods, a complete face
image is used as an input and classification is done similar to principal component
analysis (PCA) [11, 12]. Whereas in local feature-based techniques, local features
are extracted and used in recognition tasks [13]. In the literature, various face recog-
nition techniques are available, viz. Eigenfaces-based [11], Gabor filter [14], 2-D
Gabor Filter, Extended Bunch Graph, Local Binary Pattern, Hidden Markov Model,
Support Vector Machine, etc. [7].

In today’s era of development, fuzzy logic and artificial neural network (a part
of soft computing) have been emerged as an important tool in improving the perfor-
mance of FR systems. A number of based classification algorithms based on ANN
are available in the literature to solve the non-linearity in FR applications [15]. One
such network is the single-layer feedforward neural network (SLFN) [16]. The most
commonly used training algorithm to train these networks are iterative (gradient
decent based) and non-iterative (extreme learning machine) in nature, having a lot
of issues like out of memory, slow learning, under-fitting, over–fitting, etc. To over-
come all these problems of training SLFN, authors [17] proposed a new algorithm
which is fast, deterministic and parameter-free as weight and biases are derived from
input space to solve the high-dimensional problem of FR. As studies states that in
addition to precise cognition human brain is also does analysis based on imprecise
reasoning. Fuzzy logic is a branch of soft computing which deals with uncertain or
imprecise information [18]. We have seen uncertainty everywhere in real life. Face
recognition applications also suffer the problem of uncertainty. A lot of work has
been done using fuzzy logic in the field of FR [8, 19, 20]. Researchers [21] modified
the Sugeno integral with the help of interval type-2 fuzzy logic and used in mod-
ular neural networks for FR. The same was tested and validated on a large- scale
database (FERET) to show the efficacy and superiority of the approach. Researcher
[15] proposed a new approach to feature extraction using fuzzy k-nearest neighbour
and integrating obtained fuzzy membership values in intra- and inter-class scatter
matrices. They also include Gaussian probabilistic distribution information in intra-
class fuzzy scatter matrices. Researchers [8] proposed a new approach to feature
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extraction using interval type-2 fuzzy logic for FR, in which they have used a new
interval type-2π based fuzzy membership function for the generation of fuzzy fea-
tures and dimension reduction, and classification of high dimension is done with the
help of PCA and k-nearest neighbour classifier.

In this paper, we propose a hybrid approach integrating the merits of fuzzy logics
and deterministic learning machine for improving the recognition accuracy of FR
systems. Till now, there is no approach available for advancement in DLM—a fast
learning algorithm for training SLFN using fuzzy logic. Therefore, to integrate the
pluton of fuzzy logic in DLM, we use π-membership function (π-mf) for obtaining
fuzzy feature vectors corresponding to each sample image. After fuzzification, DLM
is used as a classifier for high-dimensional input vectors extracted in the feature
extraction phase.

The organization of the rest of the paper is as follows: Sect. 2 presents the proposed
approach, Sect. 3 discusses the experimental study of the proposed approach and then
finally, we conclude our paper with some future directions.

2 Proposed Approach

Aswe know, the performance of classification algorithms for face recognitionmainly
depends on two factors: one is the better feature extraction technique and the second
one is the better classification engine. The main problem associated with FR systems
is associated with the input signals; which are highly non-linear and non-convex due
to data prepared in a highly uncontrolled environment such as different alignments
of faces, illumination conditions, pose variation, expression, etc. To suppress the
effect of all these and removing the non-linearity occurring in the features and for
better classification, we propose a technique which integrates these two in a single
approach for FR.

2.1 Feature Extraction Phase

In the present study, features are extracted using fuzzy logic to find the pixelwise
association of individual pixel of a face image to different classes. This operation
uses πmembership function (MF) to obtain grade of participation of a selected pixel
to all classes. It takes a face image as an input signal and applies π-MF for the
generation of grades of participation of individual pixels to different classes. A face
image in appearance-based FR systems is two-dimensional in nature. Therefore, it
can be represented in a two-dimensional matrix representation form as below.
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p =
⎡
⎢⎣
p1,1 . . . p1,s
...

...
...

pr,1 . . . pr,s

⎤
⎥⎦ (1)

where r is the number of rows and s is the number of columns in the matrix. For our
experiment, face images are converted in a column vector form such as

p = [
p1,1, p2,1, . . . , pr,1, p1,2, . . . , p1,s, p2,s, . . . , pr,s

]T
(2)

where r × s = Q denotes the total number of pixels in a face image.
On these column vectors, we apply fuzzification process and obtain one fuzzy

vector corresponding to each face image. Our fuzzification phase uses a π-type
membership function, which consists of a parameter b which tunes the function as
per the requirement of the problem. By changing the value of the parameter, we can
control the steepness of the MF. Shape of this MF is very much similar to Gaussian
MF. The MF is as below.

f (p; u, v,w) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, p ≤ u

2b−1
( p−u
v−u

)b
, u < p ≤ d1

1 − 2b−1
( v−p
v−u

)b
, d1 < p ≤ v

1 − 2b−1
(w−p
w−v

)b
, d2 < p ≤ w

2b−1
( p−v
w−v

)b
, v < p ≤ d2

0, p ≥ v

(3)

where d1 and d2 are the two crossover points and value of b = 2. u, v and w are the
minimum, maximum and mean value of a particular pixel. The value of MF can be
measured for a particular pixel in data pattern (t) using

u = min(t) (4)

v = max(t) (5)

w = mean(t) (6)

The grades of membership after applying the fuzzification process are as follows
corresponding to a face image vector:

m = [
m1, . . . ,mn, . . . ,mQ

]
(7)

where mn is the value of membership of nth pixel of a face image p (Fig. 1).
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Fig. 1 Sample image of
π-MF
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2.2 Classification

Classification is a very important step of any pattern recognition algorithms. Choos-
ing a good classification engine, not only improves the performance of the FR sys-
tems but also has applications in real-life fields such as finding fraudulent activities,
improving security in various public areas like army, banks, hospitals, academic
institutions, etc. In this paper, we use deterministic learning machine (DLM) as a
classification engine for extracted fuzzy features. The reason behind choosing DLM
is its learning speed, parameter independency and free from local minima, improper
learning rate and under-fitting and over-fitting problems. In DLM, input weights and
biases are obtained experimentally using input training patterns/data. This particular
feature of training single-layer feedforward network (SLFN) makes it computation-
ally efficient for classifying the above-extracted fuzzy features.

Assuming an SLFN for training a set of input specimens,
{
mj, gj

}Q
j=1 with Q

number of fuzzy input specimens having L(L = 1, 2, …, k) number of classes, fw
is the fuzzy input weight, r is the connection weight between hidden layer neurons
and output neurons, e is the activation function and g is the output. The output for
the same is given below.

Q∑
i=1

riei(m)j =
Q∑
i=1

rie(f w
T
i · mj + zj) = gj, j = 1, 2, . . . ,Q (8)

where fw is fuzzy input vector which is derived experimentally from input matrix in
DLM as follows:

f wi = mi

cNRi
(9)
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where NRi is the norm of input fuzzy feature vectors, i.e. mj and c is constant calcu-
lated by finding the norm of all NRi.

And zj is the bias of the jth hidden neuron which is computed by finding the mean
value of its input weights. The same is calculated as follows:

zj = 1

Q

Q∑
i=1

f wj,i (10)

In this way, there are Q equations given by Eq. (8). These Q equations can be
represented in the matrix form as follows:

FR = T (11)

where

F =

⎡
⎢⎢⎢⎣

a
(
f wT

1 · x1 + b1
)
. . . a

(
f wT

Q · x1 + bQ
)

...
...

...

a
(
f wT

1 · xQ + b1
)
. . . a

(
f wT

Q · xQ + bm
)

⎤
⎥⎥⎥⎦ (12)

R =
⎡
⎢⎣
rT1
...

rTQ

⎤
⎥⎦,T =

⎡
⎢⎣
gT1
...

gTQ

⎤
⎥⎦ (13)

Solution of Eq. (11) gives the value of output weight (R) and calculated as follows:

R = F−1T (14)

3 Experimental Results

In this section, we discuss the results obtained after applying the proposed technique.
We have investigated our technique on standard face rec dataset Georgia tech face
dataset. This dataset consists of 15 colour sample images of 50 different subjects
taken at Georgia Tech Institute at Georgia. The images were taken in an uncontrolled
environmentwith different facial expressions, pose variations, illumination variation,
frontal and upward directions, etc. Some of the face images of Georgia tech face
dataset are shown in Fig. 2.
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Fig. 2 Example face images of Georgia tech face dataset

For our experiment purpose, we first convert each colour face image to grayscale
image and resize to dimension of 40 × 30. Next, we convert each face image to a
column vector and on these vectors, we apply fuzzification operation. In this way,
we obtain fuzzy feature vectors corresponding to each image. After feature extrac-
tion, classification is done through non-iterative, fast deterministic learningmachine,
which is parameter-dependant and uses radial basis function as an activation function
of network model.

We have tested our experiment for 4–10 no of images as training specimens and
rest of the images from the same subject are taken as test specimens. A compari-
son with principal component analysis (PCA), fuzzy-based pixelwise information
extraction (FPIE), quaternion principal component analysis (QPCA), interval type-
2 fuzzy-based pixelwise information extraction (IT2FPIE), fuzzy quaternion- based
pixelwise information extraction (FQPIE) andDLM is done. The results obtained and
comparison study done show that the proposed approach is better in terms of speed,
accuracy, and solving non-linear problems associated with classification algorithms
of FR. Experimental results obtained and comparison to other methods is shown in
Table 1.

Table 1 Comparison of percentage recognition error rate on Georgia tech face database

Method No. of sample images taken for training per subject

4 6 7 8 9 10

Proposed approach 40.36 27.55 21.75 21.14 17.33 18.00

PCA [11] 50.00 40.89 36.50 33.43 31.33 29.20

FPIE [22] 47.00 42.60 29.55 25.25 24.57 20.33

Quaternion PCA [23] 47.27 36.67 34.00 30.86 26.67 26.00

IT2FPIE [9] 48.36 33.56 27.50 24.57 21.66 22.00

DLM [17] 41.27 29.78 25.75 22.86 20.33 18.00

NIntTy2FPIE [8] 44.00 29.33 24.75 23.14 20.67 20.40
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4 Conclusion

In this paper, we propose a hybrid approach called fuzzy deterministic learning
machine for solving various issues associated with single-layer feedforward network
for FR systems, viz. non-linearity, speed and interdependency of different param-
eters. The key point of the proposed approach is that it incorporates the benefit of
fuzzy logic in collaboration with fast learning algorithm DLM. It provides a signif-
icant improvement to DLM; a learning algorithm for classification problem of FR.
Experimental results prove the significance of fuzzy logics in DLM. In future, more
advancement in classification algorithms can be done by using other fuzzy logics
like type-2, interval type-2 and Sugeno integrals in hybridization with DLMs for FR.
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