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Preface

This book reviews recent advances and paradigm shifts in psychiatric clinical 
practice and research. Extraordinary discoveries that triggered paradigm shifts in 
medicine have been often ignored, denied, or underestimated at the time of initial 
discovery. Thus, the aim of this book, predicting ongoing or upcoming paradigm 
shifts in psychiatry, is challenging compared to the explanation of past para-
digm shifts. However, we can infer the necessary characteristics from experience 
with paradigm shifts in medicine. This book therefore intends to classify recent 
research advances that are likely to be considered paradigm shifts in the future. 
This is the realistic and prudent goal of this article. Inventions that can show what 
we could not see before can lead to a paradigm shift.

This book reviews all the important aspects of the challenges and strategies 
of future psychiatry, covering issues, i.e., artificial intelligence, big data, preci-
sion medicine, and other paradigm shifts. In the first part, we introduce big data 
and discovery science, the shift of defining psychiatric disorders from a categori-
cal approach into a dimensional approach, and genetic markers in psychiatry. 
Advances in information technology can lead to a paradigm shift that allows us 
to collect scattered, fragmented data and discover hidden meanings in stored data. 
To overcome the limitations of the categorical approach, psychiatrists have con-
sidered adopting a dimensional approach. However, their efforts were upset in the 
DSM-5 revision process. Genetic markers can be used for early prediction, detect-
ing the risk of developing psychiatric disorders, novel subtypes of the diseases, 
and a tailored, personalized approach to therapy. Small vessel disease is strongly 
associated with a variety of neuropsychiatric syndromes in late-life, including late-
life depression. Advanced imaging techniques can help identify mechanisms relat-
ing small vessel disease to depression and may help identify targets for prevention 
and treatment.

The second part addresses the applications of artificial intelligence (AI), 
machine learning, and imaging connectomics and neuroimaging-based biomark-
ers in psychiatry. Although the past few years have witnessed an increase in the 
use of AI in the medical practice, its role in psychiatry remains a complex and 
unanswered question. We provide the current state of knowledge of AI’s use in 
the diagnosis, prediction, and treatment of psychiatric disorders, and examine the 
challenges and limitations of this approach in medical practice. Machine learning-
based precision psychiatry for pretreatment prediction may become a reality in 
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patient care following prospective large clinical trials to validate clinical factors 
and relevant biomarkers. Neuroimaging-based personalized medicine is emerging 
to characterize brain disorders and their evolution at the patient level. We present 
classic methods used to infer large-scale brain connectivity based on functional 
MRI. The future of neuroimaging for clinical practice is bright, especially for 
its potential to fill the current gap of predictive, personalized, and preventative 
psychiatry.

In the third part, we focus on precision medicine in psychiatry. Biomarker-
guided tailored therapy is a promising future treatment of psychiatric disorders, 
and the personalized or precision medicine approach to psychiatric disorders is 
a very active avenue of investigation. We propose the necessity to shift the focus 
from population-based intervention to individual-based intervention in the design 
of clinical research. Women and children's psychiatry needs new paradigms to 
challenge researches and treatments. Smart health systems, through the brain 
mechanisms of smartphones and Internet game addiction, provide great opportuni-
ties for practicing precision medicine in behavioral addictions.

In the fourth part, we propose ongoing paradigm shifts in animal research, 
treatments, early identification of psychiatric disorders, and new research. We dis-
cuss challenges and future perspectives for modeling neuropsychiatric disorders 
using human-induced pluripotent stem cell-derived neurons. Rigorous efforts have 
been made for early detection and early intervention in psychiatry. We explore the 
current high-risk studies for various mental illnesses and aim to provide future 
direction for early detection studies in psychiatry. Multiple aspects of diseases and 
adapted animal models lead to difficulties for translational research in psychiatry. 
Animal research in psychiatry will provide good translational value.

The fifth part introduces important concepts for theoretical psychiatry, a devel-
opmental approach for defining psychopathology, the theory of constructed emo-
tion, resilience, inflammation, and a frontier for suicide. Theoretical psychiatry 
will give all psychiatrists a common language, build bridges over academic gaps, 
and creatively export insights across disciplinary borders. Developmental psycho-
pathology is a relevant paradigm of psychopathological research encompassing 
the study of the development of psychiatric disorders by means of a life course 
perspective. We provide a perspective on the complex formation of emotion and 
its operational use in neuroscience. The field of emotion research is wide and 
highly dynamic; yet it provides a crucial element in investigating psychiatric dis-
orders and can be used both in basic science and in clinical practice. Resilience 
is the human capacity to adapt swiftly and successfully to stress and to revert to 
a positive state afterward. We posit the construct of resilience as a psychopatho-
logical construct for mental disorders. Psychiatric disorders are too multifactorial 
to be defined as a primarily inflammatory disorder, and an increased inflamma-
tory response is not specific to mental disorders. It is possible to use inflammatory 
markers as depression biomarkers in subtypes of depression, which can serve as a 
basis for developing medications to treat the disorder.

In the final part, novel interventions for treatments in psychiatric disorders have 
been proposed. Intervention modifying the gut microbiome, computer (i.e., web, 
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app)-based therapeutics to overcome low accessibility of psychotherapy, novel 
treatment related to the telomere–telomerase system, and neuromodulation aug-
menting cognitive control of emotion will be legitimate treatment options for vari-
ous psychiatric disorders in the near future.

The book, written by leading experts from across the world, will be of value to 
all who seek a better understanding of ongoing or upcoming paradigm shift in psy-
chiatry. I sincerely thank all of the authors for their valuable time that was spent 
preparing manuscripts.

Seoul, South Korea Yong-Ku Kim
Editor
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Abstract
The modern society is a so-called era of big data. Whereas nearly everybody 
recognizes the “era of big data”, no one can exactly define how big the data is 
a “big data”. The reason for the ambiguity of the term big data mainly arises 
from the widespread of using that term. Along the widespread application of 
the digital technology in the everyday life, a large amount of data is gener-
ated every second in relation with every human behavior (i.e., measuring body 
movements through sensors, texts sent and received via social networking ser-
vices). In addition, nonhuman data such as weather and Global Positioning 
System signals has been cumulated and analyzed in perspectives of big data 
(Kan et al. in Int J Environ Res Public Health 15(4), 2018 [1]). The big data 
has also influenced the medical science, which includes the field of psychiatry 
(Monteith et al. in Int J Bipolar Disord 3(1):21, 2015 [2]). In this chapter, we 
first introduce the definition of the term “big data”. Then, we discuss researches 
which apply big data to solve problems in the clinical practice of psychiatry.
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Definition

There is no single definition on the big data. Historically, a lot of researchers or 
institutions have defined and used the term big data. As expected, the most com-
monly used concept is volume or amount, which essentially refers the adjective 
of “big”. In perspective of visualization, one of initial definition on the big data 
only referred the amount (“A dataset that is too big to fit on screen”) [3]. Another 
researcher defined big data in similar perspectives as following: “Data that exceeds 
the processing capacity of conventional database systems” [4]. On the other hand, 
some companies defined big data in relation with industrial values as followings: 
“Big data is a term that describes the large volume of data—both structured and 
unstructured—that inundates a business on a day-to-day basis. But it’s not the 
amount of data that’s important” [5]. As shown in the above definition, if big data 
has no values, the current omnipresent use of the term big data would not be pos-
sible. Big data is present to be explored and finally unfolded [6], so that the hid-
den information inside the data could be utilized in the real world. Now the big 
data is one of the most important recourses for major industrial sections. Most of 
the global companies such as Netflix primarily exploit big data and improve their 
productivity [7]. The movie recommendation system based on the big data with 
machine learning of Netflix made the company grow fast.

However, big data cannot be directly used by end user’s objectives. Rather, 
there are such hard jobs to make the big data available. The process is usually 
called to “data wrangling” or “preprocessing”. The reason for the hard process is 
not solely due to the large amount of data. Rather, other inevitable property of big 
data makes it hard to be used easily. Nowadays, the term “big data” has inevitably 
included those nature of complexity.

Key Concept of Big Data: The n “Vs”

To explain the property of big data, the concept of “4 Vs” is widely used. The prin-
cipal components of the 4 Vs were Volume, Velocity, Variety, and Veracity. Whereas 
the “volume” is one of the undeniable key features of big data, lack of the other 
Vs hinders utilizing the large amount of volume practically. Among the remained 
three Vs, the issues in terms of veracity make big data mistrustful. Recently, 5 Vs (4 
Vs + Value) [8] and even 10 Vs (5 Vs + Validity, Venue, Vocabulary, Vagueness, and 
Variability) were proposed as key concepts for big data [9]. Whatever we define the 
number and the contents of the Vs in the big data, the only one emphasized by eve-
ryone is that the volume alone cannot create any values from the big data.
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Volume

The size of data related to healthcare has grown. As the amount of data increase 
substantially, the measurement for the data has also increased (Table 1) [10].

Typical hospitals with 500 beds have approximately more 50 petabytes [11]. 
According to that resource, the total amount of digital healthcare data is estimated 
to be 153 exabytes, and it is expected to reach 2314 exabytes by 2020. The amount 
of digital data was 0.02 billion gigabyte in 1987, which had increased by more 
than 27,000 times in 2007 (276.12 billion gigabytes) [12]. Now the zettabyte has 
been frequently told. In 2015, Google processed 24 petabytes of data per day. In 
that period, a total amount of data processed in the Duke Heart Center was less 
than 30 terabyte per year [13]. Indeed, the velocity of generating data has become 
so fast recently. By 2013, it was reported that 90 of the world’s data generated 
over the last two years (2011–2012) [14].

The progress of big data is not separable from the development of web-based 
information production. By 2016, the global Internet traffic exceeded one zetta-
byte (1021). The current period is thus called “Zettabyte Era” [15].

Other Vs

The velocity of big data is close associated with real-time analysis. Buying and 
selling products occur every second. The fraud preventing system by using big 
data is common in most credit card companies [16]. In the field of healthcare, 
efforts to collect and analyze signals generated from the human body in a real-time 
manner have been developed.

There are numerous cases that the problems in the veracity made the results 
from the big data wrong and useless. One of the most famous things would be 
the failure of the “Google Flu”. The failure of the “Google Flu” evoked concerns 
for the validity of the big data in the fields of healthcare from multidisciplinary 
perspectives [17–20]. Among the various factors that interrupted the prediction of 
Google Flu, insufficient veracity was considered the main issue. As Google Flu is 
mainly relied on the searching terms in the Google website, if the searching terms 

Table 1  Measures of data 
size

Bytes 1

Kilobytes 103 bytes

Megabytes 106 bytes

Gigabytes 109 bytes

Terabytes 1012 bytes

Petabytes 1015 bytes

Exabytes 1018 bytes

Zettabytes 1021 bytes

Yottabytes 1014 bytes
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are wrong, then the results should be inevitably wrong. Unfortunately, the search-
ing terms are not entered by medical professionals, but by laypeople. As a lot of 
warning for the flu by media, the laypeople searched “flu” and its related terms 
more and more, and the Google Flu misunderstood the rising flu and its related 
terms as the widespread flu. Eventually, the Google Flu overestimated the preva-
lence of flu two times more than the Center for Disease Control and Prevention. 
Since 2011 August, Google Flu overestimated the prevalence of flu more than 
actual events during 100 weeks out of a total of 108 weeks. The failure of Google 
Flu indeed emphasizes that good data is more important than big data as titled in 
the Harvard Business Review [18]. Particularly, medical science and healthcare 
are based on the professional knowledge and require more accuracy than other 
areas of sciences. However, big data and data-driven analysis have too many pos-
sibilities to improve the current state of medical technology and delivery so cannot 
be ignored due to the veracity problems.

Another form of healthcare big data is claimed data. For example, every citizen 
receives the National Health Insurance Service (NHIS) in the Republic of Korea [21]. 
The healthcare insurance data are freely available for qualified researchers. However, 
there are two critical limitations. First, the available contents of the data are so small. 
Basic information in the dataset of the NHIS are age group, gender, ICD code for the 
diagnoses, department of the medicine, type of vising to the hospital (i.e., outpatient, 
inpatient, emergency), date of vising to the hospital, prescriptions and related informa-
tion (i.e., medication, prescribed length of the medication, number of the medication, 
amount of the medication, costs), and medical examinations (i.e., MRI, CT, ultra-
sonography, blood laboratories). Such information can be useful for analyzing cost-
effectiveness research. However, there are no results of the laboratory examinations. 
Additionally, there are no clinical information judged by doctors. In the field of psy-
chiatry, the use of the clinician-rated scales and interviews are particularly important. 
What makes it worse is the inaccurate diagnoses of the claimed data. To be approved 
by the Health Insurance and Review Assessment, there are cases in which psychiatric 
disorders are diagnosed to patients for claiming. Hence, although the size is big, verac-
ity could not be met to solve causal relationships with time series data. The criticism 
for the issues in the claim data has been increasingly raised [22]. Those critics urge to 
construct electronic health records (EHR), which will be discussed later in this chapter.

On the other hand, the increasing speed of digital data is so fast; it may be 
not so meaningful to estimate the amount of data at a certain point. Medical sci-
ence and healthcare is no exception from the big data. There is quite a bit of effort 
in the medical science, including the field of psychiatry. A lot of issues of big 
data have been discussed. And increasing results of data from big data has been 
reported in the fields of medical science and healthcare. In this section, we discuss 
essential features of big data and implication of big data in the prevention, diagno-
sis, and treatment of psychiatric conditions including suicide. The mobile mental 
health is one of the widely investigated and disseminated platforms where the big 
data and psychiatry generate synergistic effects [23].
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Big Data for Identifying Mechanisms of Psychiatric 
Disorders

Big data can be used in two ways in the field of psychiatry, mechanism, and prag-
matism. Omics is possibly one of the most widely investigated research fields for 
identifying etiological mechanisms of human diseases. Genomic and proteomic 
are the most widely known omics. Whereas traditional researches have focused 
on the genomics and proteomics, recent investigators more widen their scope to 
the metagenomic and metabolomics [24]. The two major catalytic factors for the 
widespread enthusiasm on the omics are technological development and the quan-
titative accumulation of the data, such as the big data [25]. Based on the integra-
tion of various omics, scientists move a step closer to identifying neurobiological 
mechanisms. However, the steps seem to be far away from the destination in a 
psychiatric world.

The biggest difference in diagnosing psychiatric and other medical diseases 
is the basis on which the diagnosis is made. Among healthcare, psychiatry has 
distinct positions in several perspectives. First, unlike physical diseases based 
on the measurable biological pathology, psychiatric disorders are still relied 
on the operational definition of diagnosis [26]. As the diagnosis and evaluation 
of the psychiatric disorder is primarily focused on the patients’ own expression, 
behaviors reported by caregivers, and psychiatrists’ evaluation, the phenomeno-
logical symptoms are still exceptionally important than other medical diseases. 
Psychopathology and phenomenological approach have been traditionally an 
important part of psychiatry for a long time [27, 28].

Although numerous neurobiological markers of psychiatric diseases have 
been researched and identified, most of those findings have not been embedded 
in the diagnostic criteria. The only biological diagnostic markers included in the 
Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) 
would be a hypocretin deficiency in narcolepsy [26]. Major psychiatric disorders 
such as schizophrenia, bipolar disorder, and depression are still diagnosed by the 
constellation of symptoms and the impairment in the major areas of psychosocial 
function. Given the lack of decisive neurobiological markers and reliance on the 
phenomenological symptoms, results from the omics big data such as genomics 
and proteomics have not been translated into the real-world clinical practices.

If the diagnosis is made based on the nonbiological, nonmeasurable basis then 
the results obtained from the omics research will not be psychiatric disease-spe-
cific nor elucidating etiological mechanisms of the disease. This is a fundamental 
limitation which is commonly applied to most psychiatric disorders. Nowadays, it 
is not unusual to say that major psychiatric disorders such as schizophrenia, major 
depressive disorder, and bipolar disorder are heterogeneous within their own diag-
nostic entities [29, 30]. The distance between psychiatric diagnosis and the omics 
approach is unavoidable because the two systems originated from different ori-
gins. The psychiatric diagnosis is based on the descriptive psychopathology [31]. 
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The psychiatric diagnosis made on the descriptive psychopathology contributed to 
the high reliability of the psychiatric disorders with the aid of the structural inter-
view tools such as the MINI and CIDI [32, 33]. However, there are two critical 
dark sides of the descriptive psychiatric diagnosis. First, the descriptive diagnosis 
does not reflect psychodynamic concepts which have been traditionally investi-
gated. Second, the diagnostic criteria have no relationships with etiological mech-
anisms obtained in the omics levels. The dissociation between the diagnosis and 
the omics inevitably raise a circular problem from the causes to the consequences 
(Fig. 1). Let’s assume that you begin to study the association between genomics 
and proteomics of schizophrenia. First, you should recruit patients with schizo-
phrenia according to the diagnostic criteria. The patients diagnosed with schizo-
phrenia might have common phenomenological characteristics such as delusion, 
hallucination, and thought problems which require operational criteria of the dura-
tion of symptoms and functional impairment. Some patients might have strong 
paranoid ideation and impulsivity with commanding auditory hallucination. On 
the other hand, some patients might be prominently withdrawn from social activity 
and have cognitive impairments. Regardless of the clinical subtypes of the schizo-
phrenia, they are all the same schizophrenia according to the diagnostic criteria. 
Once you recruited patients, then you can measure various neurobiological factors 
such as neuroimaging, neuropsychological, genomics, and proteomics. Finally, the 
characteristics specific to the schizophrenia is obtained and reported. How much 
do the results reflect neurobiological etiology of schizophrenia? No one can cer-
tainly answer the question. With consideration on the diagnostic issues, efforts 
such as research diagnostic criteria (RDC) have been conducted, but tangible 
results have not yet been produced.

Fig. 1  Limitations of big data for identifying mechanisms of psychiatric disorders
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Big Data for Pragmatism

The unavailability of biological markers accompanied by the importance of phe-
nomenological evaluation naturally led to the detailed records on the patients’ visit 
to the hospital. As the progress of the information and computer sciences, hand-
written paper records now mostly became electronic health records (EHR) which 
is saved in and retrieved from the database. Although the accuracy and generaliza-
tion of the analysis results still under debated and to be much further improved, 
the EHR may be one of the rapidly progressive edges of the big data approach in 
the psychiatry.

Some behavioral problems have been considered major psychiatric condi-
tions. Suicide is one the representative one. Unlike several diseases that can be 
biologically and genetically determined, suicide occurs from very complicated 
complexes, which hinder from early detection and prevention. In addition, the 
occurrence rate of suicide is very low, which is measured by 100,000 popula-
tion. For example, the suicide rate of the Republic of Korea, which have ranked 
first among the Organization for Economic Co-operation and Development 
(OECD) countries for the last 12 years, is 25.8 in 2015 [34]. One of the alterna-
tive approaches is to utilize suicide attempters, who are considered the most proxi-
mal surrogates for the suicide victims. However, not all the major components of 
suicide show similar patterns between suicide attempters and victims. For exam-
ple, suicide methods are quite different between suicide victims and attempters. 
Among suicide victims, hanging is the most commonly used, which was followed 
by jumping from high places and poisoning. On the other hand, wrist cutting and 
poisoning [35]. If we plan to directly investigate the cases of the suicide victims, 
then we should search for their records from the health institutions.

The EHR has become one of the major resources in the field of healthcare big 
data. Unlike the Google search terms, the EHR is made by clinical experts who 
interpret and judge the patients’ status. Hence, the quality of the veracity can be 
secured when appropriately utilized. There are discrepancies among countries 
which permit the range of using the EHR. For example, in case of Denmark, every 
citizen is registered in the healthcare, welfare, education, and employment data-
base [36]. With following-up from birth to the death, a huge amount of healthcare 
information can be analyzed with other major social domains.

When a huge amount of EHR with detailed clinical information is available, 
then the big data can contribute to the psychiatric management in the clinical set-
tings. In the following section, we primarily focus on suicide and delirium as rep-
resentative examples of the EHR-utilizing researches. The power of the EHR is 
more strengthen when it is combined with machine learning. Machine learning for 
the well-defined data of the EHR can lead to the data-driven analysis and deci-
sion. For example, a recent study suggested a personalized follow-up strategy for 
patients with MDD [37].
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Suicide

Suicide is one of the most widely investigated psychiatric conditions in terms of 
big data and machine learning. Suicide has several distinct characteristics. First, 
suicide is still not a psychiatric disorder. There is no need for operative diagnos-
tic criteria for suicide. It is a simple phenomenon. However, the simple definition 
of suicide does not guarantee its homogeneity. Although all suicide is the same 
phenomenologically, the underlying reasons for why they did are widely vari-
ous. Although a lot of neurobiological etiological factors have been identified and 
reported [38, 39], no one clearly explains why someone kills themselves. Given 
the lack of common neurobiological factors which drives one to death, various and 
large amount of linguistic information are needed to understand suicide of each 
person. To date, psychological autopsy studies have identified risk factors for sui-
cide based on suicide victims [40]. This may be one of the primary reasons why 
big data analysis based on the text analysis with EHR has been widely conducted 
for suicide.

A research group conducted a study to predict suicide behaviors, which include 
both suicide and nonfatal results of suicide attempt [41]. They analyzed records of 
a total of 8,980,954 person-year between 1998 and 2012. Bayesian analysis, which 
is one of the machine learning models, was used to predict the outcomes. Variables 
include laboratory findings, clinical symptoms, and sociodemographic character-
istics. The predictive performance of the suicide behaviors was 0.33–0.45 of sen-
sitivity and 0.90–0.95 of specificity, respectively. That performance profile can be 
useful to alert clinicians to prepare possible risk of suicide behaviors; however, 
managing a lot of risk groups can be burdensome due to the low sensitivity.

Another study predicted accidental death and suicide after medical or surgical 
discharge from general hospitals by using natural language processing [42]. They 
analyzed discharge notes narratively written. The study was conducted between 
2005 and 2013 based on the overall 845,417 discharges with 458,053 individuals. 
Unlike other studies which mainly focused on or included the suicide attempt as a 
primary outcome measure, that study focused on the suicide death as compared to 
other types of death. Natural language processing revealed that positive valence in 
the discharge note was less associated with suicide.

On the other hand, one study built a machine learning model to predict sui-
cide for 10 years [43]. That study analyzed suicide risk retrospectively by using 
data of the NHIS in the Republic of Korea. Based on the 1,016,583 subjects ran-
domly selected from the 10-years of the NHIS records, 819,951 subjects were 
finally included. The number of suicide victims was 2546, whereas non-suicide 
death was 817,405. In the original set, AUC for predicting suicide was 0.688 (Cox 
regression), 0.576 (SVM), and 0.632 (deep neural network). However, when over-
sampling by increasing the number of suicide death, the AUC was 0.688 (Cox 
regression), 0.687 (SVM), and 0.683 (deep neural network). As shown in results, 
that study suggested that machine learning methodology was not superior over the 
traditional statistical approach for predicting suicide. One of the main reasons for 
the low predictability of machine learning models was the extremely imbalanced 
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sample. As the prevalence of suicide is usually vey row, classifiers tend to put 
cases into the non-suicide category to increase the overall accuracy. Those prob-
lems of the imbalance can be treated by directly modifying the number of samples. 
Up-sampling and down-sampling are simple and frequently used methods. Those 
manipulations of the sample structures have a possibility to distort the original 
characteristics of the samples, and the results from the model would not be useful 
for real-world situation. To deal with such limitations, more delicate up-sampling 
methods such as the Synthetic Minority Oversampling Technique are increasingly 
used [44].

Facebook may be one of the practical companies which uses big data for sui-
cide prevention. Using the platform and the machine learning-based evidence, 
Facebook sends users who show high suicide rescue resources such as 24-hour 
hotline [45].

Delirium

Delirium is one of the common neuropsychiatric conditions which threatens 
patients under unstable physical conditions. The prevalence of delirium is vari-
ous, which ranges from 10 to 56% [46]. Some report that delirium is prevalent 
in nearly 50% of the elderly [47]. Delirium is one of the representative burden-
some psychiatric conditions in several perspectives. First, delirium exerts harm-
ful influences on the prognosis such as the mortality and cognitive function even 
if patients recovered from delirium [48]. Second, diagnosing delirium requires 
a considerable time and efforts due to its fluctuating course. On the contrary to 
dementia, delirium is characterized by abrupt onset and fluctuating diurnal varia-
tions in the symptoms. Finally, due to the above factors of delirium, the economic 
burden associated with delirium is substantially high. For example, approximately 
$38 billion to $152 billion were estimated to be associated with delirium in the 
United States [47].

Hence, measuring once a day usually cannot provide sufficient information 
on the diagnosis of delirium. Rather, at least three to four assessments per day is 
required to comprehensively evaluate changes.

Due to the difficulty and bothersome of the diagnosis of delirium, the needs for 
the automated process of recognition of delirium are high.

Given the difficulty in the diagnosis and harmful effects on the prognosis, it is 
particularly important to identify risk groups and prevent delirium. However, there 
are several common risk factors for the delirium [49]; the accuracy of the predic-
tion of delirium is relatively low so it is hardly applied to the clinical practice.

The combination of machine learning and big data can support the diagnosis 
and management of delirium in the clinical routines. Recent machine learning 
studies have shown promising results in diagnosing delirium by utilizing HER of a 
lot of health institutes. One study analyzed a total of 11,752 patients aged over 65 
among 118 Veteran Affair (VA) medical centers [50]. The AUC values at admis-
sion ranged from 0.83 to 0.91. By conveniently predicting delirium at admission, 
it can be possible to promptly focus on the risk groups and recover them to the 



K.-S. Na et al.12

healthy state. In that study, as expected, cognitive function was suggested the most 
important variables for predicting delirium.

On the other hand, another study which similarly used machine learning with 
EHR data predicted delirium in a quite different approach [51]. That study pre-
dicted delirium among hospitalized patients without known cognitive impair-
ment. They predicted delirium based only variables from the EHR recorded 24 h 
within admission. They used a total of 18,223 admissions. A total number of 
variables initially selected for machine learning were 796. The predictive perfor-
mances were AUC of 0.855, specificity of 0.90, sensitivity of 0.60, positive predic-
tive value of 0.23, and negative predictive value of 0.98 in the gradient boosting 
machine. Such predictive performance can be utilized for roughly classifying 
patients who will not be developed to delirium. However, it is apparently limited 
for classifying risk groups for delirium. Given the primary objective of screening 
test for all subjects is to do not omit possible risk groups, the usefulness of the 
predictive model can be questionable. On the other hand, distinct strength of such 
model is the automated process which requires the least additional efforts. As the 
model relies on the records already obtained in the EHR, users (doctors, nurses, 
and other health practitioners) can just check the results. Hence, although the 
current performance is insufficient for the direct use in the clinical setting, such 
approach will be more developed in the near future.

Considerable Issues

There are several considerations regarding pragmatic applying big data to the psy-
chiatry. First, in case of unstructured text analysis, the algorithm in one language 
could not be generalized to others. The EHR is increasingly used; however, there 
are several methodological issues which should be further addressed. Results from 
the neurobiological studies in one language can be easily replicated and utilized in 
other research groups regardless of their language. However, analysis algorithm 
from one language, most commonly English, will not be able to be applied in 
other languages.

Second, to effectively use EHR, psychiatrists should pay more attention to 
their records. No matter how the large volume of the EHR can well be analyzed, 
there would be a limited availability when it was initially produced insufficiently. 
Third, the patients’ factor should be considered. Although in the same country, not 
all patients belong to the same sociocultural context. One possible alternative for 
the heterogeneity is to generate interaction terms, or feature cross, so that soci-
odemographic variable-dependent verbal expression can be effectively analyzed. 
For example, in the society of Northeast Asia, somatization is frequently reported 
by the female elderly depressed [52, 53]. It is referred to as a “Hwa-Byung” in 
Korean, a cultural psychiatric condition. On the other hand, younger females in 
the same countries of Northeast Asia usually do not complaint depression in such 
way. The youngers may tend to express their emotional problems in a more direct 
way rather than feeling somatic symptoms. In such cases, individual input of the 
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somatic complaints and sociodemographic context would be a noise rather than an 
explanatory feature. Given the domain knowledge for the sociocultural context and 
psychiatric conditions, such variables can be transformed to the interaction terms 
such as somatization among the female elderly, somatization among the male 
elderly, and somatization among the youth. If necessary, further division according 
to gender can be also conducted among the youth. This is only one case, and there 
might be more situations in which preprocessing should be carefully conducted 
in advance to the application of the predictive model. This is the reason why the 
domain knowledge is so important, and the availability of the so-called data-driven 
analysis is limited in psychiatry.

Future big data studies should be based on the more comprehensive and uni-
fied dataset than the current one. To obtain valid results, it is important to recruit 
valid materials in the initial stages, but not the analytical stage. The data wran-
gling and preprocessing do not more impact on the results than the data-build-
ing stage. Given the sold fundamental of the valid dataset, predictive algorithms 
with machine learning can produce useful and applicable products which can be 
applied to solve the real-world problems of psychiatry.
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Abstract
Because of the poor link between psychiatric diagnosis and neurobiological 
findings, it is difficult to classify mental disorders. The changes made to psy-
chiatric diagnostic systems over the years can be understood in terms of “prac-
tical conservatism.” The Diagnostic and Statistical Manual of Mental Disorders 
(DSM)-I and DSM-II were theoretically supported by the psychoanalytic and 
psychodynamic approach. Subsequently, psychiatric diagnoses of this kind 
were opposed by the anti-psychiatry movement, as well as by the findings of 
the Rosenhan experiment. Thus, the DSM-III revolution contained more empir-
icism, aligning psychiatry with biomedicine. Psychiatric diagnoses are classi-
fied and defined in terms of Kraepelinian dualism, using a categorical approach. 
The empirical trend was continued in the DSM-IV. To overcome the limitations 
of current psychiatric diagnostic systems and integrate fundamental genetic, 
neurobiological, behavioral, environmental, and experimental components into 
psychiatry, the Research Domain Criteria (RDoC) were established. To over-
come the limitations of the categorical approach, psychiatrists have considered 
adopting a dimensional approach. However, their efforts were frustrated in the 
DSM-5 revision process. Thus, the DSM-5 is characterized by the rearrange-
ment of psychiatric diagnoses, the partial adoption of a dimensional approach, 
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Introduction

It has been said that “the Catholic Church changes its pope more often than 
the American Psychiatric Association (APA) publishes a new version of the 
Diagnostic and Statistical Manual of Mental Disorders (DSM) [1].” This approach 
has been named “DSM conservative pragmatism” with regard to changes in the 
classification of psychiatric disorders [2]. In this parlance, the term “conservative” 
denotes resistance to the change—not in a partisan political sense, but rather in 
general [3], while “pragmatism” implies that changes to the DSM are primarily 
based on a pragmatic attitude and scientific sense.

One study proposed that DSM conservative pragmatism is influenced by the 
“medical–industrial complex” of mental health: the psychiatry equivalent of the 
military–industrial complex. Furthermore, it may be that researchers use the vague 
term “DSM conservative pragmatism” because psychiatric taxonomy is inherently 
obscure and arbitrary. Indeed, in the USA, psychiatric taxonomy can be influ-
enced by mentally ill patients themselves, the pharmaceutical industry, the health-
care system, politics, the National Institute for Mental Health (NIMH), popular 
demand, and academic medical centers [2].

Thus, psychiatric taxonomy can change, irrespective of neuroscientific research 
findings. In psychiatric diagnosis classifications, a “paradigm shift”—from a cat-
egorical approach to a dimensional approach—was proposed during the DSM-5 
revision process. However, the suggestion was furiously resisted [4, 5]. The pre-
sent chapter reviews and discusses the brief history, theoretical background, pre-
sent condition, and controversies of the psychiatric classifications.

Brief History of the DSM

The DSM-I and DSM-II were published by the APA in 1952 and 1968, respec-
tively, based mainly on psychoanalytic and psychodynamic perspectives. Whereas 
the DSM-I followed the Meyerian tradition for naming psychiatric disorders (e.g., 
schizophrenic reaction), the DSM-II adopted the name of the disease entity into the 
psychiatric classification (e.g., schizophrenia). However, many researchers criticized 
the inconsistency and arbitrariness of psychiatric diagnosis in the DSM-II [6–8].

Most importantly in this regard, the findings of the Rosenhan experiment 
were published in Science, whereby lengthy admissions to psychiatric hospitals 
occurred because the researchers falsely attributed psychosis symptoms to the 
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patients [9]. In addition, dehumanizing depictions of the profession were popular-
ized by an anti-psychiatry movement [10, 11], and there was a bitter and public 
debate on the diagnosis of homosexuality as a mental illness [12].

To overcome the limitations of the DSM-II, the “DSM-III revolution” saw 
an increase in empiricism and biological psychiatry in 1980. The principle of 
“Real, Recognizable, Unitary, and Stable” (RRUS), which formed the basis of 
the Kraepelinian nosological model, was revitalized by the DSM-III task force 
[13, 14]. Furthermore, to increase the reliability of diagnoses, Robert Spitzer 
oversaw a change in the psychiatric taxonomic system from a fluid, psychoana-
lytical understanding of mental illness to the standardized nosology of fixed dis-
ease categories. To align psychiatry more firmly with scientific medicine, the 
two Kraepelinian psychoses (schizophrenia and manic-depressive illness) took 
a central position in the DSM-III. In particular, based on the approach used by 
Sydenham, these psychiatric diagnoses were defined in terms of any one feature 
(i.e., etiology, symptomatology, or course) that co-occurred across patients [15]. 
Consequently, the DSM-III changed psychiatric diagnosis from a bottom-up pro-
cess based on detailed life history, painstaking examination of mental states, and 
coordination from third-party informants to a top-down process based on manual 
symptom checklists [16]. Developing upon the empirical trends of the DSM-III, 
the DSM-IV was published by Allen Frances et al. in 1994.

In accordance with this increase of the empirical trends, operational diagnostic 
systems began to be used in psychiatric nosology. These were characterized by a 
descriptive approach, explicit inclusion—and exclusion—criteria, algorithms for 
the criteriology of each diagnosis, a nominalist understanding of psychiatric diag-
noses, etiological neutrality, and a focus on severity, with a quantitative approach 
[17]. However, such rigid categorization of disease entities was criticized as “athe-
oretical theory.” Most notably, the DSM categories no longer reflected discrete 
entities, and genetic variance could not be detected using the binary logic of the 
DSM-III (presence or absence of a mental disorder). Psychiatric diagnoses that 
were defined using an operational system were even regarded as Wittgensteinian 
language games, in that they were connected by family resemblance and had no 
essential or core connecting phenomenon [18, 19]. At that time, Steven Hyman, 
then-director of the NIMH, stated the limitations of the DSM as follows: “The 
problem is that DSM has been launched into under-researched waters, and this has 
been accepted in unquestioning way.” In addition, using the DSM-IV, the category 
of “Not-Otherwise-Specified (NOS)” was often used by psychiatrists, and many 
patients were diagnosed with a high degree of comorbidity [1, 20].

As a reaction against aligning psychiatry with biomedicine, the eclectic, mul-
tidisciplinary biopsychosocial approach was adopted. However, it was criti-
cized because it has boundless psychiatry and justifies the use of psychotropic 
drugs to treat symptoms [21–23]. Kendler and Zachar [24] responded to this 
nosological insecurity as follows: “Avoid planned obsolescence, study history to 
dampen the swings, be realistic about what has been accomplished, study traits 
as well as disorders, don’t make small changes in diagnostic criteria, and become 
phenomenologists.”
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Andreasen [25] later claimed that the rigorous categorical approach of the 
DSMs had resulted in the unintentional “death of phenomenology.” In DSM-III 
the greater reliability and validity of psychiatric diagnoses was traded off against 
the decline in careful clinical evaluation targeted at social context and the prob-
lems of individual patients. Parnas [26] suggested that the concepts of hebephrenia 
concept and schizophrenia Gestalt had disappeared when the European diagnostic 
criteria for schizophrenia were replaced by the DSM-IV. Consequently, phenom-
enological approaches were abandoned (disunity of consciousness, intrapsychic 
ataxia, autism, anthropological disproportion, crisis of “common sense,” and 
changed modality of being) in favor of a return to pre-Kraepelinian stage of schiz-
ophrenia diagnosis.

Moreover, the DSM-III had used either incoherence or the marked loosening 
of associations as the diagnostic criteria for schizophrenia, because Grisinger, 
Kraepelin, and Bleuler had proposed Inkohärenz (incoherence), Zerfahrenheit 
(derailment), and associative loosening had been proposed as the prototypical con-
cepts of formal thought disorder. However, with the increasing tendency toward 
empirical trends, the description of formal thought disorder was redefined as disor-
ganized speech in the DSM-IV [27–29].

Frustration of the Paradigm Shift

To overcome the limitations of DSMs and create a framework for research into 
genomics- and neuroscience-based pathophysiology, the Research Domain 
Criteria (RDoC) project was launched by the NIMH in 2010. In this regard, the 
NIMH aimed to (1) identify the fundamental behavioral components that may 
span multiple disorders in clinical and basic sciences, (2) determine the full range 
of variation among these fundamental components—from normality to abnormal-
ity, (3) develop reliable and valid measures of these fundamental components, and 
(4) integrate the fundamental genetic, neurobiological, behavioral, environmental, 
and experimental components of psychiatric disorders [30].

The RDoC framework is based on three assumptions: (1) Psychiatric disorders 
can be regarded as brain disorders; (2) The tools of neuroscience, including elec-
trophysiology, functional neuroimaging, and new methods for quantifying in vivo 
connections, can identify dysfunctions in neural circuits; (3) Data from genet-
ics and clinical neuroscience can be used to identify biosignatures that accom-
pany clinical symptoms and signs. Thus, the RDoC framework can be described 
as a matrix form, with rows that define the broad domains of functions (negative 
valence domain, positive valence systems, cognitive systems, systems for social 
process, and arousal/modulatory systems) and columns that define the different 
levels of analysis (genes, molecules, cells, circuits, physiology, behavior, self-
report, and paradigms). With regard to the “neural circuits” column, the levels of 
analysis were dichotomized into the upper considerations of clinical relevance and 
lower considerations of genetic and molecular factors. The RDoC framework is 
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expected to influence clinical practice. For instance, a brain-derived neurotrophic 
factor polymorphism can be used to identify patients with anxiety disorders who 
will not respond to behavior therapy, and a copy number variant can be used to 
define a form of psychosis with high remission rates [31, 32].

Under the partial influence of the RDoC framework, a paradigm shift was pro-
posed whereby mental disorders differ from normality in quantity only, rather 
than quality. To circumvent the limitations of the current paradigm, encourage 
a research agenda that transcends current ways of thinking, and devise an etio-
logically and pathophysiologically based diagnostic system, the DSM-5 revision 
process proposed moving the DSM diagnostic system beyond a categorical and 
descriptive approach. To this end, the DSM-5 task force and working group aimed 
to incorporate well-replicated discoveries into the manual, revising the boundaries 
and structures of current diagnoses and grappling with a scientific base. Thus, the 
various proposals of the DSM-5, including the definition of diagnostic criteria, 
drastically differed from those of the DSM-IV, and each diagnosis adopted a new, 
dimensional approach [1, 20, 33].

In particular, the deconstruction of the two Kraepelinian psychoses was one of 
the most important issues in the revision of the psychosis diagnostic criteria. Dutta 
et al. proposed that the combined quantitative values of the positive, negative, dis-
organization, manic, and depressive domains could be used to define schizophre-
nia, schizoaffective disorder, and bipolar disorder, abandoning the Kraepelinian 
dualism [34]. However, the radical implications of such dimensionality were furi-
ously resisted by defenders of neo-Kraepelinianism. The inertia of changes to the 
diagnostic criteria was resisted by Robert Spitzer and Allen Frances because of a 
lack of transparency, poor attention to the clinical utility of the changes, the intro-
duction of new, problematic diagnoses without sufficient scientific justification, 
the exacerbation of false positives, and the introduction of untested and unproven 
dimensional assessment tools. Ultimately, the derailment of the DSM-5 was devel-
oped [4].

The categorical and dimensional approaches have finally been combined in the 
DSM-5. David Kupfer (chair of the DSM-5 task force) and Darrel Regier (vice-
chair of the DSM-5 task force) [5] stated the following: “As we gradually build on 
our knowledge of mental disorders, we begin bridging the gap between what lies 
behind us (presumed etiologies based on phenomenology) and what we hope lies 
ahead (identifiable pathophysiological etiologies).” After the DSM-5 field trials 
were performed in large academic medical centers (April 2010 to December 2011) 
and routine clinical practices were subsequently established [35–37], the DSM-5 
was published in 2013. The contents of the DSM-5 were rearranged according to 
age and sex, with the categorical diagnoses being preserved. In this way, a dimen-
sional approach was partially adopted—the use of assessment scale severity, the 
introduction of newly defined diagnoses, including attenuated psychosis syndrome 
and persistent complex bereavement disorder, harmonization with the International 
Classification of Diseases (ICD), etc. [38].
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Definition of a “Mental Disorder”

From the viewpoint of Karl Jaspers, classifying psychiatric disorders is like 
“drawing a line where none exists,” and each psychiatric diagnosis can only be 
viewed as provisional. Conversely, the psychiatric diagnostic classifications of the 
DSM and ICD are based on disease essentialism, which assumes that observable 
symptoms or signs can be defined precisely and that psychiatric diagnoses can 
be identified clearly. Each psychiatric diagnosis is supported by neurobiological 
underpinnings in the categorical approach. However, most psychiatric disorders 
are not supported by essential biological findings, so psychiatric disorders cannot 
be classified in terms of natural boundaries, and boundlessness can therefore be 
considered a distinctive characteristic of psychiatric nosology and taxonomy, in 
contrast with medicine [8, 17, 39, 40]. In the definition of mental disorder, natural 
realities conflict with human constructs, which are only possible in theory. In other 
words, all psychopathological constructs are based on natural realities encountered 
in clinical practice [41].

The definition of mental disorders remains in conflict with the epistemologi-
cal game proposed by Allen Frances [42]. Using the metaphor of baseball, men-
tal disorders can be defined differently, as follows: “There are balls and there are 
strikes and I call them as they are (Robert Spitzer),” “There are balls and there 
are strikes and I call them as I see them (Allen Frances),” and “There are no balls 
and there are no strikes until I call them (Tom Szasz).” Furthermore, Frances [42] 
points out that the DSM is often misused to diagnose conditions at the intersec-
tion of normality and criminality. Since the dimensional approach, which ensures 
early detection and prevention, has been strengthened in the DSMs, the range of 
psychiatric diagnosis tends to encroach on the boundaries of normality, overdi-
agnosis is a problem in clinical psychiatry. Ultimately, it has been suggested that 
the concepts of mental disorders have no validity [43]. For example, Paris [44] 
stated the following: “The DSM definition of mental disorder neither successfully 
defines mental disorder nor provides a safe clinical space for psychiatry to exer-
cise its authority.” Hence, with the influence of pharmaceutical marketing, it has 
been speculated that psychotropic drug use in people at the healthier end of the 
mental illness continuum should be increased [44].

Conclusion

The categorical approach was used in the DSM-III and DSM-IV to overcome 
the limitations of the psychoanalytical and psychodynamic trends of the DSM-I 
and DSM-II. This approach defines psychiatric diagnoses on the basis of disease 
essentialism. However, the diagnostic classifications are not supported by essential 
neurobiological processes. The RDoC framework is based on the conceptualiza-
tion of psychiatric disorders as brain disorders, whereby neural circuit dysfunc-
tions and methods of quantifying connections can be identified, and biosignatures 
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augment the clinical symptoms and signs of clinical management. Thus, RDoC 
research can be understood as a matrix, with rows defining broad domains of func-
tions, and columns defining the different analysis levels. Partly consistent with 
the RDoC framework, the overarching ambition of the dimensional approach 
was discussed and abandoned in the DSM-5 revision process. Ultimately, the cat-
egorical approach was combined with the dimensional approach in the DSM-5, so 
the contents of the manual rearrange psychiatric diagnoses, adopt a dimensional 
approach, introduce new diagnoses, and harmonize with the ICD.
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Abstract
Alzheimer’s disease is a complex and heterogeneous, severe neurodegenera-
tive disorder and the predominant form of dementia, characterized by cogni-
tive disturbances, behavioral and psychotic symptoms, progressive cognitive 
decline, disorientation, behavioral changes, and death. Genetic background of 
Alzheimer’s disease differs between early-onset familial Alzheimer’s disease, 
other cases of early-onset Alzheimer’s disease, and late-onset Alzheimer’s 
disease. Rare cases of early-onset familial Alzheimer’s diseases are caused 
by high-penetrant mutations in genes coding for amyloid precursor protein, 
presenilin 1, and presenilin 2. Late-onset Alzheimer’s disease is multifac-
torial and associated with many different genetic risk loci (>20), with the 
apolipoprotein E ε4 allele being a major genetic risk factor for late-onset 
Alzheimer’s disease. Genetic and genomic studies offer insight into many 
additional genetic risk loci involved in the genetically complex nature of 
late-onset Alzheimer’s disease. This review highlights the contributions of 
individual loci to the pathogenesis of Alzheimer’s disease and suggests that 
their exact contribution is still not clear. Therefore, the use of genetic markers 
of Alzheimer’s disease, for monitoring development, time course, treatment 
response, and prognosis of Alzheimer’s disease, is still far away from the 
clinical application, because the contribution of genetic variations to the rela-
tive risk of developing Alzheimer’s disease is limited. In the light of predic-
tion and prevention of Alzheimer’s disease, a novel approach could be found 
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in the form of additive genetic risk scores, which combine additive effects of 
numerous susceptibility loci.
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Introduction

Alzheimer’s Disease

Alzheimer’s disease is a complex and heterogeneous brain disorder that can be 
classified, according to its stages, into dementia in Alzheimer’s disease (F.00) and 
Alzheimer’s disease (G.30), according to ICD-10. Namely, it is a severe neuro-
degenerative disease and the predominant form of dementia (50–75%), but when 
behavioral and psychotic symptoms of dementia (BPSD) develop during the 
course of Alzheimer’s disease, it has to be treated as a severe mental, i.e., psychiat-
ric disorder. These neuropsychiatric symptoms include depression, apathy, anxiety, 
irritability, agitation, euphoria, hallucinations, disinhibition, aberrant motor behav-
ior, elation, delusions, and sleep or appetite changes; and they can occur in the 
early as well as in the middle and late stages of Alzheimer’s disease [1].

The first sign of dementia in Alzheimer’s disease is the gradual worsen-
ing of the ability to remember new information. However, during the course of 
Alzheimer’s disease, multiple cognitive domains are disrupted [2, 3]. The cognitive 
disturbances affect universal domains such as attention, working memory, execu-
tive function, procedural learning and memory, speed of processing, fear-extinction 
learning and semantic memory, and some higher domains that include episodic 
memory, social cognition, theory of mind, verbal learning, memory, and language 
(i.e., use and understanding) [3, 4]. Alzheimer’s disease is a slow, irreversible, pro-
gressive, complex, and lethal disorder, which represents a major health problem 
and fatal global epidemic worldwide [3]. It is characterized by progressive cogni-
tive decline, disorientation, behavioral changes, and death. A latency phase of the 
Alzheimer’s disease is without clinical symptoms although the pathophysiological 
processes are active [2]. The clear etiology of Alzheimer’s disease is still unknown. 
However, the main risk factors are older age, genetic predisposition (especially the 
apolipoprotein E (ApoE) ε4 genotype), gender (female predominance), and pres-
ence of the mild cognitive impairment, but there are also modifiable factors such as 
cardiovascular risk factors, hypertension, diabetes, obesity, smoking, and high cho-
lesterol levels [3]. Insulin signaling dysfunction and brain glucose metabolism dis-
turbances are hallmarks of Alzheimer’s disease, and therefore recently Alzheimer’s 
disease was suggested to be considered as type 3 diabetes [5].

Genetic Background of Alzheimer’s Disease

Alzheimer’s disease can be divided into autosomal dominant Alzheimer’s dis-
ease (or early-onset familial Alzheimer’s disease), other cases of early-onset 
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Alzheimer’s disease, and late-onset Alzheimer’s disease [6]. Genetic background 
of Alzheimer’s disease differs between early-onset familial AD, other cases of 
early-onset Alzheimer’s disease, and late-onset Alzheimer’s disease. Early-onset 
familial Alzheimer’s disease, with a prevalence less than 1%, is caused by high-
penetrant mutations in genes coding for amyloid precursor protein (APP), pre-
senilin 1 (PSEN1), and presenilin 2 (PSEN2). Late-onset Alzheimer’s disease is 
multifactorial and associated with many different genetic risk loci (> 20), with the 
ApoE ε4 allele being a major genetic risk factor for late-onset Alzheimer’s dis-
ease. Genome-wide association studies (GWAS) offered insight into many addi-
tional genetic risk loci involved in the genetically complex nature of late-onset 
Alzheimer’s disease. This review focuses on the recent data from comprehensive 
meta-analysis and GWAS. However, it should be highlighted that the exact contri-
butions of individual loci to the pathogenesis of Alzheimer’s disease still remain 
unclear to date.

Early-Onset Familial Alzheimer’s Disease

The discovery of the association between mutations in APP, presenilin PSEN1 
and PSEN2 genes and the development of early-onset familial Alzheimer’s disease 
provided knowledge about the molecular mechanisms underlying the Alzheimer’s 
disease pathogenesis.

Amyloid Precursor Protein
The enzymatic cleavage of APP can lead to the formation of amyloid β-peptide 
(Aβ), which can be 38 to 43 amino acids long. Cleavage of APP by α- and 
γ-secretases results in the generation of nonpathogenic peptides, secreted form of 
APP (sAPPα) and C-terminal fragments. This pathway is known as nonamyloi-
dogenic or constitutive pathway. Amyloidogenic pathway involves the proteoly-
sis of APP by β- and γ-secretase, resulting in the formation of sAPPα, C-terminal 
fragments, and Aβ. We differentiate two main forms of Aβ, Aβ1–40, and Aβ1–42. 
Amyloid plaques are most commonly formed from more amyloidogenic Aβ1–42 
form.

According to Alzheimer Disease and Frontotemporal Dementia Mutation 
Database (http://www.molgen.ua.ac.be/ADmutations/) and Alzforum (https://
www.alzforum.org/mutations/app), there are around 35 different APP mutations 
that have been associated with Alzheimer’s disease pathogenesis. These muta-
tions include APP gene locus duplications and different point mutations in cod-
ing region of APP gene, resulting in an amino acid substitution. Duplication of 
the whole gene/locus lead to elevated levels of APP and Aβ, and increase the ratio 
of Aβ1–42 to Aβ1–40. Missense mutations can have different effects, depend-
ing on their position. If these mutations cause amino acid substitution near the 
β-proteolytic cleavage site (N-terminal of Aβ), they usually lead to increased 
β-secretase cleavage, increased total Aβ production, and increased aggregation 
and fibril formation (Table 1). Missense mutations in the Aβ sequence in general 
increase Aβ aggregation and fibril formation (Table 1). If the missense mutation is 
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near the C-terminal of Aβ, then it will increase the relative production of Aβ1–42, 
compared to Aβ1–40 (Table 1).

Presenilin 1 and Presenilin 2
PSEN1 and PSEN2 are two homologous multi-transmembrane proteins that 
share around 67% of the sequence [7], and they represent the catalytic core of 
γ-secretase complex. These proteins are also involved in the cleavage of some 
other proteins, like cadherins, low-density lipoprotein receptor (LDLR)-related 
proteins, Notch-1 and ErbB4 [8–11]. At the cell level, presenilins can be found in 
the nuclear membrane, endoplasmic reticulum, the trans-Golgi network and at the 
plasma membrane. They are also widely expressed throughout the organism.

Mutations in PSEN1 and PSEN2 genes are the most frequent known cause 
of early-onset familial Alzheimer’s disease, with emphasis on PSEN1 gene. 
Mutations in these two genes usually cause an impairment in γ-secretase activ-
ity and lead to an increase in the ratio between Aβ1–42 and Aβ1–40, as a con-
sequence of Aβ1–42 overproduction or Aβ1–40 underproduction, or as a 
combination of both (Table 1). PSEN1 mutations were associated with the ear-
liest disease onset ages, with an average age of onset around 43 years, from 25 
until 65 years of age [12]. In APP mutation carriers the disease starts on average 
8.4 years earlier (age of onset between 35 and 65 years of age), and in PSEN2 
mutation carriers on average 14.2 years earlier, with a much older age of onset 
(between 45 and 70 years of age) [12].

Late-Onset Alzheimer’s Disease

Most of the genes that have been associated with late-onset Alzheimer’s disease, 
detected through different candidate genes studies and GWAS, are involved in 
cholesterol and lipid metabolism (genes coding for ApoE (APOE), sortilin-related 
receptor-1 (SORL1), ATP-binding cassette subfamily A member 7 (ABCA7), and 
clusterin (CLU)), immune system and inflammation (genes coding for comple-
ment C3b/C4b receptor 1 (CR1), CD33 antigen, membrane-spanning 4-domains, 
subfamily A member (MS4A), triggering receptor expressed on myeloid cells 2 
(TREM2), member of the major histocompatibility complex class II HLA-DRB5/
HLA-DRB1, and a SH2-containing inositol 5-phosphatase 1 (INPP5D)), and/
or endosome cycling (genes coding for bridging integrator protein-1 (BIN1), 
CD2-associated protein (CD2AP), phosphatidylinositol binding clathrin assem-
bly protein (PICALM), ephrin type-A receptor 1 (EPHA1)). However, there 
are also studies that implicate some other genes, whose function is not so well 
known and described, with Alzheimer’s disease pathology, like genes coding 
for thioredoxin domain-containing protein 3 (NME8), CUGBP Elav-like family 
member 1 (CELF1), cas scaffolding protein family member 4 (CASS4), protein-
tyrosine kinase 2-beta (PTK2B), zinc finger CW-type PWWP domain protein 1 
(ZCWPW1), fermitin family homolog 2 (FERMT2), sodium/potassium/calcium 
exchanger 4 (SLC24A4), and Ras and Rab interactor 3 (RIN3) [13–19]. In this 
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chapter, some of the most interesting genes found to be associated with late-onset 
Alzheimer’s disease will be described, with their possible involvement in cer-
tain biological pathways and mechanisms that might be relevant for Alzheimer’s 
disease pathology.

Apolipoprotein E
One of the major risk loci for late-onset Alzheimer’s disease is the ε4 allele of 
APOE gene, gene coding for the main apolipoprotein in the central nervous sys-
tem. This glycoprotein plays an important role in lipid transport, and it has an 
undeniable role in growth, repair, reorganization, and maintenance of neurons. 
ApoE facilitates the cellular uptake of lipoproteins by binding to the members 
of LDLR family, or it takes part in the activation of signaling pathways involved 
in modulating lipid homeostasis [20]. Two amino acid substitutions at the posi-
tions 112 and 158 lead to three possible ApoE isoforms, ApoE2, ApoE3, ApoE4, 
which are encoded by three common alleles (ε2, ε3, ε4). The ε4 allele has been 
associated with Alzheimer’s disease, and it is considered as a most important 
risk factor in the case of late-onset Alzheimer’s disease (Table 1). The carri-
ers of APOE ε4 allele have an earlier age of onset of Alzheimer’s disease, and 
they also tend to have more pronounced accumulation of neurofibrillary tan-
gles and amyloid plaques [21]. However, APOE ε2 allele was associated with 
reduced risk of developing Alzheimer’s disease, with reduced accumulation 
of neurofibrillary tangles and amyloid plaques [22, 23], but also with signifi-
cantly larger regional cortical thicknesses and volumes in subjects with cogni-
tive impairment or Alzheimer’s disease [24]. The amino acid substitution at the 
position 158 (arginine to cysteine) impairs the binding of ApoE2 to LDLR and 
its ability to promote clearance of TG‐rich lipoprotein remnant particles. ApoE4 
is characterized by an amino acid substitution at the position 112 (cysteine to 
arginine) that affects the stability of the N‐terminal domain helix bundle and 
C-terminal domain, resulting in enhanced lipid-binding ability of ApoE4 [20] 
and less efficient clearance of soluble Aβ, amyloid plaques and/or neurofibrillary 
tangles [25].

Clusterin
Clusterin is a highly glycosylated cell-aggregating factor that is involved in differ-
ent processes, including complement inhibition, inflammation, apoptosis, and lipid 
transport [26]. As a chaperone, it could be involved in the amyloid aggregation and 
pathogenesis of Alzheimer’s disease [27]. Evidence suggests that clusterin forms 
complexes with Aβ in cerebrospinal fluid that are able to cross the brain–blood 
barrier [28]. Few GWAS studies suggested clusterin as a potential biomarker of 
Alzheimer’s disease [29, 30]. A single nucleotide polymorphism (SNP) in the 
CLU gene was suggested to be associated with Alzheimer’s disease pathology 
by affecting alternative splicing of CLU [31]. Other rare non- synonymous sin-
gle nucleotide variations have also been identified, along with an in-frame 9-bp 
deletion, that could possibly/probably disturb clusterin structure and function 
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(Table 1). Findings summarized in Table 1 include mutations that could affect the 
β-chain domain of clusterin or are positioned in the intron sequence with high reg-
ulatory potential [32].

Sortilin-Related Receptor-1
Sortilin-related receptor-1 (SORL1) is considered a member of low-density lipo-
protein receptor family and a member of the vacuolar protein sorting 10 (Vps10) 
family of receptors. There are indications that SORL1 could be involved in APP 
processing and trafficking, and that it could be responsible for directing Aβ toward 
lysosomes [33]. However, as a member of LDLR family and an ApoE receptor, 
SORL1 also plays a role in lipid metabolism. SORL1 was first suggested as a 
potential risk factor for late-onset Alzheimer’s disease by Rogaeva and colleagues 
[34], and this was later confirmed by other more comprehensive studies [14, 
35]. One of the possibilities is that the mutations in SORL1 gene (Table 1) affect 
SORL1 expression and BDNF-induced APP processing [36].

ATP-Binding Cassette Subfamily A Member 7
ATP-binding cassette subfamily A member 7 (ABCA7) belongs to a family of 
ABC transporters that are responsible for transporting various molecules across 
cellular membranes. The exact function of ABCA7 still unknown, but there are 
indications that this protein could play a role in lipid homeostasis and the immune 
system. Therefore, the mutations in ABCA7 gene could contribute to Alzheimer’s 
disease development by affecting its interaction with ApoE and lipid metabolism 
and/or by modulating the immune response and the clearance of amyloid plaques. 
ABCA7 was associated with Alzheimer’s disease in 2011 in a large-scale GWAS 
analysis [37]. The reported mutations in ABCA7 gene (Table 1) mostly lead to 
alterations in gene expression [38], but some rare loss-of-function mutations have 
also been reported [39].

Bridging Integrator Protein-1
Bridging integrator protein-1 (BIN1) is an amphiphysin involved in caspase-
independent cell death pathways and clathrin-mediated endocytic pathway [29, 
30]. Few GWAS have identified mutations in BIN1 gene (Table 1) associated with 
Alzheimer’s disease diagnosis [29, 30, 40]. The study by Chapuis and colleagues 
[41] suggested that increased BIN1 gene expression in dementia patients mediates 
Alzheimer’s disease risk by modulating tau pathology.

Phosphatidylinositol Binding Clathrin Assembly Protein
Phosphatidylinositol binding clathrin assembly protein (PICALM) is, simi-
larly to BIN1, involved in clathrin-mediated endocytic pathway. Certain 
SNPs in PICALM gene (Table 1) were found to be associated with the risk of 
developing Alzheimer’s disease. There are even indications that this protein 
is involved in the internalization of APP and Aβ production [42], Aβ and tau 
clearance [43, 44].
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Complement C3b/C4b Receptor 1
Complement C3b/C4b receptor 1 (CR1) is a glycoprotein belonging to the recep-
tors of complement activation (RCA) family. CR1 regulates complement activa-
tion, but it is also participating in innate immune responses. It is expressed by 
many cell types, including erythrocytes, leukocytes, and dendritic cells. Different 
SNPs and an intragenic functional copy-number variation [45, 46] in CR1 gene 
(Table 1) have been associated with increased risk of developing Alzheimer’s dis-
ease. Mentioned copy-number variation in CR1 gene results in two different CR1 
protein isoforms (CR1-F and CR1-S), differentiating in the number of C3b/C4b, 
and cofactor activity binding sites [45, 46], but the exact mechanism of the asso-
ciation with Alzheimer’s disease pathology is not known.

CD33
CD33 is a cell surface receptor that mediates cell–cell interaction. This member 
of the sialic acid-binding receptor family transmembrane proteins is an important 
mediator of cell growth and survival, and one of key players in clathrin-inde-
pendent endocytic pathway and innate and adaptive immune system functions 
[37, 47]. There is evidence of a positive correlation between the expression of 
CD33 in microglial cells, amyloid plaque burden and decline in cognitive func-
tions [48, 49]. Different GWAS found a significant association between cer-
tain SNPs (Table 1) and late-onset Alzheimer’s disease. One of these SNPs, 
rs3865444, was associated with the modifications in CD33 level and amyloid 
pathology [49, 50].

Membrane-Spanning 4-Domains Subfamily A Gene Cluster
Membrane-spanning 4-domains subfamily A gene cluster (MS4A) gene products 
are transmembrane proteins with at least four transmembrane domains. The genes 
belonging to this cluster family are not very well characterized, but they might 
play a role in immunity and intracellular protein trafficking in microglia [51, 52]. 
There are indications that genes within the MS4A gene cluster regulate soluble 
triggering receptor expressed on myeloid cells 2 (sTREM2) levels, linking this 
gene cluster family with Alzheimer’s disease pathogenesis [52]. Three members 
of MS4A family (MS4A4A, MS4A4E, MS4A6E) have been linked to Alzheimer’s 
disease by GWAS (Table 1), more precisely, SNPs rs670139 (MS4A4E), 
rs4938933 and rs1562990 (region between MS4A4E and MS4A4A), and rs610932 
and rs983392 (MS4A6A) [53].

Triggering Receptor Expressed on Myeloid Cells 2
Triggering receptor expressed on myeloid cells 2 (TREM2) gene product is an 
important part of transmembrane receptor-signaling complex that is very abundant 
on the cell surface of microglia where it plays an important role in downregulation 
of inflammation, microglial survival and activation, and phagocytosis [54]. There 
is evidence of high involvement of TREM2 in Alzheimer’s disease  pathology. 
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Different TREM2 variants (Table 1) have been associated with Alzheimer’s dis-
ease by few meta-analysis and GWAS. These variants include missense mutation 
rs75932628, rs6916710, rs6922617 (Table 1). TREM2 mutations have been linked 
to extensive brain atrophy in Alzheimer’s disease patients and with other neuro-
pathological phenotypes characteristic for Alzheimer’s disease [52].

CD2-Associated Protein
CD2-associated protein (CD2AP) is a cytoplasmic protein involved in cytoskel-
etal structure regulation, receptor-mediated endocytosis, intracellular trafficking, 
cytokinesis, cell adhesion, and apoptosis. Few GWAS pointed to CD2AP SNPs 
(rs9296559, rs9349407) as loci possibly associated with late-onset Alzheimer’s 
disease (Table 1). SNP rs9349407 could be associated with increased neuritic 
plaque burden in patients with diagnosed Alzheimer’s disease [55].

Ephrin Type-A Receptor 1
Ephrin type-A receptor 1 (EPHA1) is a tyrosine kinase family member important 
during the nervous system development and during the formation of synapse. It 
binds to membrane-bound ephrin-A family ligands leading to bidirectional sign-
aling between two adjacent cells, directing cell adhesion and migration. EPHA1 
could potentially have a role in the microglial immune response in Alzheimer’s 
disease. Two EPHA1 gene variants (rs11771145 and rs11767557) were associated 
with Alzheimer’s disease risk (Table 1).

Conclusion

The knowledge about the genetic background of early-onset familial Alzheimer’s 
disease allowed detection of mutations in APP, PSEN1, and PSEN2 as a predic-
tive/diagnostic screening, but only for these rare cases of autosomal dominant 
Alzheimer’s disease. In the case of late-onset Alzheimer’s disease, there is still 
much of the heritability that remains unexplained, even though, with the help 
from GWAS, there are now more than 20 different identified loci that have been 
associated with late-onset complex Alzheimer’s disease. In the case of APOE, 
the evidence from an extensive meta-analysis shows that around 75% of indi-
viduals that carry one APOE ε4 allele never develop Alzheimer’s disease, and 
around 50% of individuals diagnosed with Alzheimer’s disease are not the car-
riers of this risk allele [56]. Therefore, the use of genetic variations identified 
by GWAS, for more effective diagnosis of Alzheimer’s disease, is still far away 
from the clinical application, because the contribution of these variations to the 
relative risk of developing Alzheimer’s disease is limited. In the light of predic-
tion and prevention of Alzheimer’s disease, there is much more we can expect 
from the additive genetic risk scores, which combine additive effects of numer-
ous susceptibility loci.
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Abstract
Psychiatric disorders such as addiction (substance use and addictive disorders), 
depression, eating disorders, schizophrenia, and post-traumatic stress disor-
der (PTSD) are severe, complex, multifactorial mental disorders that carry a 
high social impact, enormous public health costs, and various comorbidities 
as well as premature morbidity. Their neurobiological foundation is still not 
clear. Therefore, it is difficult to uncover new set of genes and possible genetic 
markers of these disorders since the understanding of the molecular imbalance 
leading to these disorders is not complete. The integrative approach is needed 
which will combine genomics and epigenomics; evaluate epigenetic influence 
on genes and their influence on neuropeptides, neurotransmitters, and hor-
mones; examine gene × gene and gene × environment interplay; and identify 
abnormalities contributing to development of these disorders. Therefore, novel 
genetic approaches based on systems biology focused on improvement of the 
identification of the biological underpinnings might offer genetic markers of 
addiction, depression, eating disorders, schizophrenia, and PTSD. These mark-
ers might be used for early prediction, detection of the risk to develop these 
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disorders, novel subtypes of the diseases and tailored, personalized approach to 
therapy.
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Introduction

Psychiatric disorders are among the leading causes of disability worldwide. The 
classifications of psychiatric disorders, even the most recent ones such as DSM 5 
[1] and ICD-10 [2], are based on clusters of symptoms, described as clinical syn-
dromes, which have mostly unknown etiology. In the twenty-first century, unlike 
in any other fields of medicine, there is still lack of reliable diagnostic tools in psy-
chiatry. However, strong evidence from numerous studies indicates that psychiat-
ric disorders have a genetic background. This chapter focuses on the genetic basis 
of different psychiatric conditions. Various methods have been used in the studies, 
which investigated the association between genetic factors and the development of 
psychiatric disorders. Numerous family, twin, and adoption studies were carried 
out several decades ago and provided the first evidence of the genetic background 
of psychiatric disorders. They revealed more frequent occurrence of psychiat-
ric diseases in the families of affected members than in control population. This 
familial aggregation might be due to the shared genes which are involved in the 
development of the disease (nature) or shared environment (nurture). Twin stud-
ies offer an advantage over even the most sophisticated molecular genetic studies, 
in terms of capturing all inherited genetic effects, and thus offering the best avail-
able measure of heritability [3]. Findings obtained from family, twin, and adoption 
studies provided strong evidence for the heritability of major psychiatric disor-
ders. Heritability estimates the proportion of individual variation in particular trait, 
which is explained by inherited factors, while the rest of variation is explained by 
non-inherited factors [4]. Most psychiatric disorders are moderately to highly her-
itable [5]. Among psychiatric disorders, bipolar disorder is one of the most herit-
able medical disorders, with the heritability between 59 and 87% [6, 7]. Similarly, 
heritability estimates for schizophrenia are around 80% [8]. Some studies sug-
gested that earlier onset of the disease is associated with increased familiar risk [6], 
while others did not confirm this finding [9]. Major depressive disorder (MDD) 
is generally considered to have moderate heritability [4]. However, recent study 
reported the heritability of MDD to be as high as 67% [9]. On the other hand, anxi-
ety disorders have lower heritability rate, such as 43% for panic disorder and 32% 
for generalized anxiety disorder [10], while heritability estimates for obsessive-
compulsive disorder (OCD) ranged from 27 to 65% [11]. For eating disorders, 
such as anorexia nervosa and bulimia nervosa, heritability rates were reported to 
be 28 to 58% and 54 to 83%, respectively [12]. Wide variations in aforementioned 
heritability estimates across studies might arise from differences in methodology, 
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such as type of population, diagnostic criteria, different endophenotypes, issues of 
comorbidity, and statistical power. Modern methods include the field of molecu-
lar genetics. Although the development of all psychiatric disorders is influenced 
by both environmental and genetic factors, it is considered that the onset of such 
complex disorders is influenced by only small number of genes with a small effect. 
Namely, thousands of variants impact the risk for psychiatric disorders. Almost all 
psychiatric disorders are associated with potentially thousands of genes, each con-
tributing with a very small effect, as reflected from the odds ratios mostly being 
between 1.01 and 1.2. Risk loci are located in both coding and noncoding portions 
of the genes. The human genome contains millions of loci that are commonly poly-
morphic. At the most polymorphic loci, hundreds of alleles may be found. They 
might impact gene expression and, consequently, increase the risk for the develop-
ment of particular disorder. Association studies are commonly used in psychiatry, 
including case-control and family-based designs. The former includes large sam-
ples of cases and controls and is the only possible method in the case of diseases 
with a late onset such as dementias, for which parents of affected individuals are 
no longer available. However, in case-control studies, both cases and controls need 
to be carefully matched demographically, given the substantial differences in allele 
frequencies in different populations [13, 14]. Those candidate genes are coding 
different structures (i.e., receptors, transporters, metabolizing enzymes, and ion 
channels) in dopaminergic, adrenergic, serotonergic, glutamatergic, GABAergic, 
cannabinoid and opioid systems, neurotrophins, the hypothalamic–pituitary– adrenal 
(HPA) axis, and proteins involved in neuronal and synaptic functioning. In addi-
tion, association studies are typically addressing only few markers in candidate 
genes, which are hypothesized to be related to a particular disorder. Those limita-
tions are overcome in genome-wide association studies (GWAS), including tens of 
thousands of samples and millions of different polymorphisms. GWAS including 
tens of thousands of participants confirmed genetic heritability and genetic cor-
relation estimates for PTSD [3]. These studies are necessary for locating genetic 
effects in highly polygenic conditions such as psychiatric disorders. Majority of 
GWAS were focused on genetics of only one disorder. In psychiatry, however, 
the comorbidity is more a rule than an exception. Consequently, the cross-disor-
der genomics field has been recently introduced [5]. The large molecular study 
of cross-disorder genetics [15] reported the highest genetic correlations of com-
mon single-nucleotide polymorphisms (SNP) between schizophrenia and bipolar 
disorder, the prototypes of the two most severe and devastating psychiatric dis-
orders. This finding is not completely unexpected, given that two disorders share 
several similarities, such as the onset in early adulthood, psychotic features, and 
the chronic course. Correlations of MDD were also significant with schizophre-
nia, bipolar disorder, and attention deficit hyperactivity disorder (ADHD) [5]. 
Moreover, a high proportion of co-heritable SNPs was detected across schizo-
phrenia and bipolar disorder, unlike for any other pair of psychiatric disorders [5].  
A recent study, which included more than 100,000 subjects, confirmed the pres-
ence of shared genetic substrate between schizophrenia and bipolar disorder, 
but also emphasized disease-specific genetic substrate [16]. More recently, a 
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conceptual shift in molecular genomic studies occurred. Dimensional approach, rather 
than classical diagnostic criteria, holds promise for future phenotypic research [5].

The aim of this chapter is to summarize the knowledge about the role of genetic 
factors in the development of psychiatric disorders. For scientists and clinicians, 
those findings would not only improve our understanding of the biology of psy-
chiatric disorders, but are also expected to eventually help in predicting the devel-
opment of certain disorders and thus, apply appropriate preventive strategies. 
Moreover, it would help tailoring treatment to the individual patient, in order to 
maximize the chance of the most favorable outcome.

Genetics of Addiction

Substance Use and Addictive Disorders

Addiction is a chronic psychiatric disorder characterized mostly by the compul-
sive use of a certain drug or activity which strongly and directly activate the brain 
reward system leading to neglect of other activities resulting in repercussions on 
the individuals, their families, and society [17]. According to DSM-5 [1] crite-
ria, addictions are grouped in substance use and addictive disorders. Substance 
use disorders are addictions related to different types of substances including, for 
example, alcohol or stimulant use disorder, while gambling disorder is the only 
addictive disorder included in DSM-5 as a diagnosable condition for now [1]. 
Some people are more prone to become addictive which depends on several fac-
tors, including intrinsic factors (genetic background, gender, age, medical history 
including other addictions or mental disorders), environmental factors (availability 
of addictive substance or activity, peer influences, social support, childhood adver-
sity, socioeconomic status) and the nature of the addictive substance or activity 
(psychoactive properties, mode of use). The impact of these factors may be dif-
ferent through different stages of addiction. Usually, the first exposure is mostly 
influenced by peers and family environment, while further development of addic-
tion depends more on genetic factors and psychopathology [18].

Genetic Background of Addiction

There are family, adoption, and twin studies emphasizing the importance of 
genetic background in the development of addictions [19–23]. Despite the fact that 
there are evidences indicating a role of genetic influences in the development of 
addiction, a sole identification of crucial genes and loci moderating vulnerability 
is a big challenge due to the genetic complexity of addictive disorders. During this 
search, scientists usually choose either candidate gene studies or genome-wide 
association studies (GWAS) approach.

One of the first GWAS [24] seeking to define specific genes included in the 
etiology of opioid use disorder (OUD) found no significant associations of 10,000 
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SNPs between relatively small groups of heroin-dependent patients and controls 
of European descent. After increasing sample size and including also patients of 
African ancestry, the same group of scientists found only one (rs10494334) out 
of 100,000 SNPs significantly associated with heroin addiction, but only in 
Europeans [24, 25]. A big GWAS of OUD [26] performed on more than 12,000 
subjects of either European-American or African-American ancestry implicated the 
strongest association of opioid dependence with genes encoding potassium volt-
age-gated channel subunits such as KCNC1, KCNG2, and KCNA4 genes. A study 
conducted on 4 cohorts [27] identified a variant on chromosome 15, rs12442183, 
near RGMA (repulsive guidance molecule family member A), associated with opi-
oid dependence. Additionally, they showed on 10 brain tissues derived from 134 
healthy human brains from UK Biobank that the risk T allele is correlated with 
higher expression of a specific RGMA transcript variant in frontal cortex [27]. 
Considering the GWAS results in other addictions, the strongest association was 
found [28] between nicotine addiction and CHRNA5-CHRNA3-CHRNB4 gene 
cluster encoding for α5, α3, and β4 subunits of nicotinic acetylcholine receptors 
(nAChRs). On the other hand, alcohol dependence GWAS reported mostly results 
not reaching the genome-wide significance [29]. The most significant marker asso-
ciated with alcoholism was rs6943555 in autism susceptibility candidate 2 gene 
(AUTS2) [30]. It seems that the GWAS results for addiction thus far defined quite 
small number of genes that could be a consequence of a relatively small sample 
size (<10,000) or cross-country heterogeneity.

In contrast to the non-hypothesis driven GWAS approach, the candidate gene 
approach focuses on discovering potential associations between specific disor-
der or phenotype and prespecified genes that could be involved in certain mecha-
nism of disease development. One of the candidate gene in case of OUD is opioid 
receptor mu 1 gene (OPRM1) encoding for mu-opioid receptor that becomes 
activated by endogenous peptides, opioid analgesics or illegal substances. Maybe 
the most studied SNP in OPRM1 gene is rs1799971. Since this polymorphism 
changes amino acid sequence of the protein, one could assume that it could also 
alter its expression or function. This hypothesis was confirmed in several studies 
[31, 32], but association studies of this SNP in OUD provided opposite  findings, 
suggesting that this association either exists [33] or does not exist [34]. Other SNP 
(rs3778150) found in OPRM1 gene that does not alter the amino acid sequence 
was significantly associated with opioid dependence in a population of subjects 
from the USA that were of either African or European ancestry [35]. The same 
effect was found in a replication study in a population of European ancestry, 
while, on the other hand, this effect was not significant in a replication study 
with subjects of African ancestry, suggesting that, as in most genetics studies, the 
whole genetic background could play a crucial role. Besides mu-opioid receptor, 
an important role in reward system has the delta-opioid receptor encoded by opi-
oid receptor delta 1 (OPRD1) gene. Most studied variants of OPRD1 gene were 
rs2236861, rs2236857 and rs3766951. Findings of studies dealing with an asso-
ciation of those OPRD1 variants with OUD are again opposite, a phenomenon 
that could be explained by the different ancestry of included subjects [36–39]. 
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Not only opioid but also dopamine receptors have an important role in the normal 
function of human brain reward system. The rs1079597 (Taq1B) variant of dopa-
mine receptor D2 (DRD2) gene was found to be in high linkage disequilibrium 
with the rs1800497 (Taq1A) variant of a gene encoding a serine/threonine protein 
kinase (ANKK1) [40]. For both variants an association with opioid dependence 
in European [41] as well as in Han Chinese [42] subjects was found. Although 
not directly involved in the award system, the brain-derived neurotrophic factor 
(BDNF) is, through its role in a neuronal growth and differentiation, a gene can-
didate in OUD. The G allele of rs6265 (Val66Mat) BDNF variant was found to 
be associated with increased risk of opioid dependence in the samples from cen-
tral China [43] and Taiwan [44], but, also, the lack of association between BDNF 
rs6265 and alcohol dependence or alcohol-related endophenotypes was reported 
in Caucasians with alcohol dependence [45]. In the case of alcohol dependence, 
probably the most important candidate genes are alcohol-metabolizing genes, 
alcohol dehydrogenase 1B (ADH1B) and aldehyde dehydrogenase 2 (ALDH2). 
The rs1229984 (His48Arg) variant in ADH1B gene directly affects catalytic effi-
ciency of an enzyme. Namely, His48/His48 homozygotes have increased ADH1B 
activity resulting in higher rates rate of oxidation of ethanol to acetaldehyde [46]. 
On the other hand, the Lys487 allele according to rs671 (Glu487Lys) variant of 
ALDH2 gene reduces the enzyme activity causing the same result, accumulation of 
acetaldehyde [46]. Subsequently, acetaldehyde accumulation leads to heightened 
alcohol-induced responses (flushing, nausea, headache, and tachycardia) which in 
the end makes the abovementioned alleles protective against alcohol dependence 
[47, 48]. Considering the role of monoamines in the modulation of emotional-
ity, cognition, and reward, it is not surprising that some of the genes encoding for 
monoamines are also among candidate genes for alcohol dependence. For exam-
ple, the activity of dopamine metabolizing enzyme catechol-O-methyltransferase 
(COMT) depends on rs4680 SNP in COMT gene. There are studies reporting no 
associations [49] between this polymorphism and addiction, but also indicating the 
Val158 allele as a risk allele in methamphetamine, nicotine, alcohol, and polysub-
stance addiction [50–53]. Opposite results were found in patients with late onset 
alcoholism from Finland, where increased risk was associated with the Met158 
allele of the COMT rs4680 [54].

Since such complex phenotypes as addictions arise as a result of different 
interacting biochemical pathways influenced by the products of numerous genes, 
scientists often choose a study approach in which one phenotype would be bet-
ter understood by clarifying the effects of gene variants in the context of specific 
biochemical pathways. Also, unless there is a direct impact of a particular gene on 
a substance metabolism, genetic influence on the development of addiction will be 
more evident if environmental exposure is also considered. Besides, one should 
take into account possible gene × gene interactions that could have additive or 
masking effect. After all, it is evident that the search for genetic markers of addic-
tion is quite demanding, but promising and important field of science.
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Genetics of Eating Disorders

Eating Disorders

Classical eating disorders include anorexia nervosa (AN), bulimia nervosa (BN), 
and binge eating disorder (BED), and they are gender-dependent, affecting mainly 
female population. These are severe mental disorders that carry a high social 
impact, an enormous public health cost, premature mortality in young people, and 
increased disability-adjusted life years [55]. According to the newest classifica-
tion of mental disorders (DSM 5) [1], the chapter on feeding and eating disorders 
includes also pica, rumination disorder avoidant/restrictive food intake disorder 
(ARFID), other specified feeding or eating disorder (OSFED), and unspecified 
feeding or eating disorder (UFED). A better understanding of the neurobiological 
and genetic underpinning of eating disorders might improve the treatment, since 
novel knowledge might point to novel therapeutic targets, and identify validated 
and sensitive biomarkers [56]. Namely, besides psychological interventions, only 
two drugs are approved by the FDA for eating disorders, fluoxetine for bulimia 
nervosa and lisdexamfetamine for BED [57].

Genetic Background of Eating Disorders

Genetic background of eating disorders is confirmed by the family, twin, and 
adoption studies showing aggregations in families and estimated high heritabil-
ity, between 40 and 65% [55, 57–59]. As in all complex psychiatric disorders, 
which are complicated entities, the neurobiological foundation of eating disorders 
is not clearly identified. Different neurotransmitters and their receptors (seroto-
nin, dopamine, opioids), neuropeptides (BDNF) and hormones (neuropeptide Y, 
agouti-related peptide/AgRP/, alpha-melanocyte-stimulating hormone, orexins, 
proopiomelanocortin (POMC), CRH, cocaine- and amphetamine-regulated tran-
script (CART), oxytocin, ghrelin, leptin), other appetite regulators (glucagon-
like peptide 1, cholecystokinin, peptide tyrosine tyrosine (PYY), anandamide, 
or N-arachidonoylethanolamine (AEA)), and many others are altered in eating 
disorders [55, 57, 58]. Serotonergic system has a role in regulation of mood and 
impulse control, satiety, anxious and obsessional behavior, appetite, and body 
weight, dopaminergic system affects feeding and addictive behavior via its reward 
system, opioid system via its receptors also modulate reward sensitivity and food 
intake, ghrelin, neuropeptide Y and AgRP possess appetite-stimulating effects 
and promote feeding and increase body mass index while POMC and CART 
have the opposite, appetite-suppressing effects; melanocortin 4 receptor (MC4R) 
is associated with obesity; BDNF moderates energy metabolism and regulates 
mood, feeding behavior, and weight [60]; oxytocin inhibits appetite; leptin pro-
motes satiety and it is an important regulator of energy metabolism and balance; 
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cholecystokinin induces satiation, glucagon-like peptide 1 inhibits food intake 
[55, 57, 58].

Therefore, the genetic architecture of eating disorders is complex and poly-
genic, making the search for the risk/protective genetic markers even more 
complicated. Several approaches are used to study genetic background of all psy-
chiatric disorders including eating disorders. These are quantitative and molecular 
genetic studies [57]. Quantitative studies include family, twin, and adoption stud-
ies that shed light on the aggregation in families and heritability [55]. Molecular 
genetic [57] studies might be hypothesis-free, such as linkage studies and GWAS, 
and hypothesis-based, such as candidate gene association studies. Linkage studies 
detect specific genomic regions associated with genes related to eating disorders 
(i.e., AN, BN, or BED), while candidate gene association studies compare the fre-
quency of genotypes/alleles of the particular gene associated with eating disorders 
in affected subjects and controls. GWAS identify genetic variations of the whole 
genome in case/controls. However, characterization of genetic basis of eating 
disorders (AN, BN, or BED) has been particularly challenging, and a lot of dis-
coveries were not replicated. GWAS are large-scale genomic studies and require 
very large samples; however due to the multiple testing corrections, rare genetic 
variants reach genome-wide significance [55]. To overcome these problems, meta-
analyses were conducted, but they still failed to confirm GWAS significant results 
either in AN [61–63], BN [64], or general symptoms of eating disorders [63, 64].

Besides these methods, novel methods include copy number variation (changes/
deletions or duplications/in the number of copies of a genomic region), high-
throughput sequencing studies, transcriptomic and epigenetic studies [65], linkage 
disequilibrium score regression, genetic correlations, polygenic risk scores, gene-
wide analysis and pathway analysis, and rare genetic variations [57]. All these 
novel methods might lead to precision medicine approach to eating disorders [57]. 
With the aim to evaluate which genetic variations contribute to a person’s risk for 
development of particular eating disorder, a psychiatric consortium and working 
groups for eating disorders (especially AN) were established, resulting in large 
sets of data [57, 65]. However, consortiums for BN and BED and more confirmed 
GWAS data are still scarce.

As recently reviewed [55], few loci, genes, and their polymorphisms have been 
reported to be associated with eating disorders (AN, BN, BED), using associa-
tion studies and GWAS, but few of them were confirmed with meta-analyses [58]. 
These are the genes related to potassium calcium-activated channel (KCNN3) 
and orexin receptor (HCRTR1) [66]; serotonin receptor type 2A (HTR2A) [59, 
67–71], serotonin receptor type 1D (HTR1D) [62, 72–74], serotonin receptor type 
1B (HT1B) [75]; serotonin transporter (5-HTT) [59, 76, 77], tryptophan hydroxy-
lase (TPH2) [78]; OPRD1 [73, 79], dopamine receptor type 2/ankyrin repeat and 
kinase domain containing 1 (DRD2/ANKK1), COMT [71, 80–82]; and dopamine 
receptor type 4 (DRD4) [83, 84]; also genes for ghrelin [85, 86], ghrelin O-acyl-
transferase (GOAT) [87]; AgRP [85, 88]; estrogen receptor 1 (ESR1) [89]; type 
1 cannabinoid receptor (CB1R) [90]; BDNF [91]; fat mass and obesity (FTO) 
[92]; calcium-activated potassium channel (SK3) [93]; sex determining region 
Y-Box 2 (SOX2) [63, 65, 94]; C-type lectin domain containing 5A (CLEC5A), 
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peptidase S1 domain-containing protein (LOC136242), teashirt zinc finger home-
obox 1 (TSHZ1), synaptotagmin like 5 (SYTL5) for AN, 5’-nucleotidase, cyto-
solic IB (NT5C1B) for BN and ATPase phospholipid transporting 8A2 (ATP8A2) 
for BED [64]; and RUN and FYVE domain-containing protein 1 (RUFY1), cyc-
lin L1 (CCNL1), semaphorin 6D (SEMA6D), SHC adaptor protein 4 (SHC4), 
disks large-associated protein 1 (DLGAP1), serum deprivation-response protein 
(SDPR), and transcriptional repressor GATA binding 1 (TRPS1) [63]. Some of 
the polymorphisms significantly associated with AN (Table 1) or BN (Table 2) are 
shown [55, 58].

Table 1  Genes and polymorphisms associated with anorexia nervosa

Gene Gene description Polymorphism References

Anorexia nervosa

ORPD1 Delta-opioid receptor type 1 rs569356; rs521809; rs4654327 [72, 73]

5-HTR1D Serotonin receptor type 1D rs674386; rs856510 [72, 73]

5-HT2A Serotonin receptor type 2A rs6311 [67, 68, 84]

5-HTT Serotonin transporter 5-HTTLPR [76, 77]

TPH2 Tryptophan hydroxylase rs1473473 [78]

DRD2 Dopaminergic receptor type 2 rs1799732; rs6275; rs1800497; 
rs6278

[72]

DRD4 Dopamine receptor type 4 rs1800955;
DRD4 haplotypes

[83, 84]

COMT Catechol-O-methyltransferase rs4680 [80, 95]

GHRL Ghrelin rs696217 [85]

GOAT Ghrelin O-acyl-transferase rs10096097 [87]

AgRP Agouti-related protein rs5030980 [96]

BDNF Brain-derived neurotrophic factor rs6265 [91]

SK3 Calcium-activated potassium 
channel

CAG repeat [93]

Table 2  Genes and polymorphisms associated with bulimia nervosa

Gene Gene description Polymorphism References

Bulimia nervosa

5-HT2A Serotonin receptor type 2A rs6311 [97, 98]

GHSR Growth hormone secretagogue receptor rs495225 [95]

ERβ Estrogen receptor beta gene rs4986938; rs928554 [99]

CB1R Cannabinoid receptor type 1 rs1049353 [90]

FAAH Fatty acid amide hydrolase rs324420 [90]

FTO Fat mass and obesity rs9939609 [92]

BDNF Brain-derived neurotrophic factor rs6265; rs56164415 [91]
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However, although some of these associations were suggestive, none of them 
reached genome-wide significance [55]. Namely, after correction for the multiple 
testing, none of these loci, genes, and polymorphisms were significantly associ-
ated with eating disorders, or were significant only at the trend level, or suggested 
that the existence of signal which was not significant [57, 58]. Genes related to 
serotonergic, dopaminergic, and opioid system were not confirmed, while some 
new genes with unknown biological function were suggested, but still not repli-
cated in GWAS.

Until now, there are no significant genes that are associated with eating dis-
orders [55, 57, 58]. The reasons for the inconsistent results in linkage, candidate 
gene association studies and especially GWAS lay in the fact that these studies 
need very narrowly defined groups (i.e., phenotypes, endophenotypes, and clini-
cal subtypes) with particular eating disorders (AN, BN, or BED) and age and sex-
matched control groups, a large number of subjects to increase statistical power 
and to detect association, and require the inclusion of patients without comorbid 
psychiatric disorders and symptoms, such as major depressive disorder, bipolar 
disorder, schizophrenia, alcohol and substance use disorders, personality disorder, 
obsessive-compulsive disorder, anxiety, emotional instability, suicidality, and obe-
sity [55, 57–59, 100], which are frequent in eating disorders. On the other hand, 
some of these comorbid disorders (alcohol or substance use disorders) have been 
associated with eating disorders as they share similar disruptions of the control 
and reward systems [58, 69, 71]. A novel method, linkage disequilibrium score 
regression, merged GWAS data with genetic correlation between different phe-
notypes/traits and provided the first results showing an overlap between AN and 
schizophrenia, AN and major depressive disorder, and AN and bipolar disorder, 
suggesting a shared, common genetic cumulative risk [65, 100]. In addition, detec-
tion of the single gene is tempered by the small effect size of genes involved in 
eating disorders [57, 58].

Genetic Markers of Eating Disorders

To uncover new set of genes, and possible genetic markers, the integrative 
approach is needed which will combine genomics and epigenomics; evaluate epi-
genetic influence on genes and their influence on neuropeptides, neurotransmitters, 
and hormones; examine gene–environment interplay; and identify biological, but 
also psychological, and/or environmental abnormalities contributing to develop-
ment of eating disorders. The aim is to improve the understanding of the molec-
ular imbalance leading to eating disorders [55, 57, 58]. Therefore, novel genetic 
approaches, based on systems biology focused on improvement of the identifica-
tion of the biological underpinnings of eating disorders, might offer genetic mark-
ers of eating disorders such as markers for early prediction, detection of risk to 
develop eating disorders, novel subtypes of the diseases, and tailored approach to 
therapy of particular eating disorders [55, 57, 58]. To achieve this goal, multidisci-
plinary teams and creation of new available databases are required.
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Genetics of Post-traumatic Stress Disorder

Post-traumatic Stress Disorder

Although only a subset of individuals develops post-traumatic stress disorder 
(PTSD) (5–10%) [101] after witnessing or being exposed to the traumatic event, 
its debilitating nature is manifested in subsequent trauma reexperience, avoid-
ance, numbing, negative cognitive and mood alternations, and hyperarousal 
symptoms (DSM-5) [1]. In addition to psychiatric, metabolic and cardiovascu-
lar comorbidities frequently present in individuals with PTSD [102] and lack of 
appropriate therapy, this disorder still represents a major health care challenge 
as well as social and financial burden. External factors such as type of trauma, 
early life adversity, sex, and age influence PTSD development and severity [101]. 
However, twin studies demonstrated substantial role of genetic inheritance in 
PTSD etiology, especially in women. It is estimated that PTSD heritability varies 
from 42% for general population and 72% in all-female subset of patients [103, 
104] and is shared with other mental disorders, such as schizophrenia and major 
depression [104].

Candidate Gene Studies in PTSD

Previous strategies seeking to identify potential genetic markers of PTSD vulner-
ability/resilience have been mostly relying on understanding the neurobiological 
background of PTSD symptomatology and hence offering the genes poten-
tially involved in those processes. This approach was mainly focused on genes 
involved in dopaminergic, serotonergic and opioid neurotransmitters systems, 
neurotrophins, and the HPA axis. Positive findings from candidate genes, as well 
as genome-wide studies, are presented in Table 3. Dopamine and serotonin are 
catecholamines involved in regulation of mood, memory processes, emotional 
reactivity, arousal, and attention [105], so commonly studied genes were ones 
encoding for their receptors and transporters.

The T allele of the SNP rs1800497 located in DRD2 gene was more prevalent 
in PTSD subjects than in controls and was associated with higher alcohol intake 
[106–108], however, several negative results have also been reported [109, 110]. 
A study by Voisey et al. [111] did not confirm the association of the rs1800497 
but showed a significant excess of the C allele of the SNP rs6277 in PTSD sub-
jects, which is also located in the DRD2 gene. The 3′ untranslated region (3′ UTR) 
of the dopamine active transporter 1 gene (DAT1) contains 40 bp variable tandem 
repeat (VNTR,) where lower number of repeats (9) showed higher risk of PTSD in 
contrast to higher number (10) of repeats [112–114]. However, a non-replication 
also exists [109]. The VNTR in dopamine receptor 4 gene (DRD4) did not predict 
the PTSD diagnosis, but seven and eight repeats were associated with more severe 
PTSD symptoms, especially avoidance [115].
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Table 3  SNPs and VNTRs significantly associated with PTSD in candidate gene and GWA 
studies

Nearest gene Gene description SNP References

Candidate gene association

DRD2 Dopamine receptor 2DRD2/
ANKK1-Taq1A

rs1800497
rs6277

[106–108, 111]

DAT1 The dopamine active transporter 1 
gene

VNTR (3′ UTR) [112–114, 153]

DRD4 D4 dopamine receptor VNTR (exon 3) [115]

SLC6A4 Sodium-dependent serotonin 
transporter

rs4795541
rs25531

[121–125]

GABRA2 GABAA receptor subunit alpha 2 rs279836
rs279826
rs279871

[126]

COMT Catechol-O-methyltransferase rs4680 [127–129]

BDNF Brain-derived neurotrophic factor rs6265 [132, 133]

CNR1 Cannabinoid receptor 1 rs1049353 [136, 137]

ADCYAP1R1 Pituitary adenylate cyclase-activat-
ing polypeptide receptor

rs2267735 [138, 139]

FKBP5 FK506 binding Protein 51 rs3800373
rs9296158
rs1360780
rs9470080

[140–142]

GWAS

RORA RAR-related orphan receptor A rs8042149 [145]

TLL1 Tolloid-like 1 rs6812849 [146]

LINC01090 Long noncoding RNA rs10170218 [154]

ADCY8 ADCY8 adenylate cyclase 8 rs263232 [147]

PRTFDC1 Phosphoribosyl transferase domain 
containing 1

rs6482463 [148]

BC036345 Long noncoding RNA rs717947 [155]

TBC1D2 TBC1 domain family member 2 rs7866350 [149]

ANKRD55
ZNF626

Ankyrin repeat domain 55
Zinc finger protein 626

rs159572
rs11085374

[150]

NLGN1
ZNRD1 AS1

Neuroligin 1
Long noncoding RNA

N/A
N/A

[151]

OR11L1 Olfactory receptor family 11  
subfamily L Member 1

rs6681483 
rs6667389 
rs10888255 
rs10888257

[152]

KLHL1 Kelch-like protein 1 rs139558732 [144]
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Serotonergic activity and concentration are regulated by 5-HT transporter, 
encoded by the 5HTT or SLC6A4 gene. The 5-HTTLPR polymorphism is a func-
tional one, where the shorter variant (the S allele) leads to reduced 5-HTT expres-
sion and consequently lower serotonin reuptake. However, another polymorphism 
rs25531 (A > G substitution), in the same region, also strongly affects 5-HTT 
expression [116]. Therefore, this polymorphism (5HTTLPR) is considered triallelic. 
Studies have shown that reduced 5-HTT expression or the presence of the S allele 
[or long (L) allele carriers with G substitution] is associated with a potential risk 
for PTSD [117, 118]. Although some studies did not show any association of this 
polymorphism with PTSD [119, 120], its interaction with the environmental factors, 
such as number and severity of trauma, was reported to be related to PTSD symp-
toms [121–125]. These gene × environment (G×E) studies demonstrated poten-
tial effect of stress and external factors on genetic susceptibility to PTSD, possibly 
mediated via (de)methylation of DNA regions, as a way of epigenetic control of 
gene expression [122]. However, these results need to be replicated in larger cohorts.

The inhibitory GABAergic system, in addition to dopaminergic and serotoner-
gic systems, is also involved in pathophysiology of anxiety and depression, which 
are common comorbidities in individuals with PTSD. The rs279836 T allele, 
rs279826 A allele and rs279871 A allele in the GABAA receptor subunit alpha 2 
(GABRA2) were found to significantly interact with severity of childhood abuse to 
predict PTSD [126].

Another widely studied gene in psychiatric disorders is COMT which encodes 
for COMT enzyme included in degradation of catecholamines. Its functional 
G > A polymorphism (rs4680) leads to significantly diminished COMT activity 
in the brain and likely an excess of catecholamines (dopamine, noradrenaline) in 
the brain of A allele carriers, thereby affecting the neurocircuits of fear inhibition 
[105]. This SNP, rs4680 was reported to be significant predictor of PTSD in inter-
action with traumatic load [127–129] and also had an effect on cognitive function-
ing in PTSD patients [130].

Neurotrophin BDNF has numerous roles in central nervous system [131], such 
as regulation of the stress and fear response, neurogenesis, and synaptic plastic-
ity. Since the fear response and lack of fear extinction are hallmark symptoms in 
PTSD, BDNF gene was studied as a candidate gene in PTSD. Functional G > A 
SNP at codon 66 (rs6265) results in G (valine) to A (methionine) substitution, 
leading to lower activity-dependent release of the BDNF in hippocampus and 
potentially inadequate stress response and memory consolidation. Zhang et al. 
[132] reported higher prevalence of the risk A allele of the rs6265 in veterans with 
PTSD, successfully integrating the environmental factors in the study. The pres-
ence of one or two A allele of the rs6265 was more frequently found in veterans 
with PTSD with psychotic features than in veterans without psychotic symptoms, 
or in veterans without PTSD [133].

The HPA axis activates noradrenergic system as a response to stress-induced 
release of corticotrophin-releasing hormone (CRH) and forms a complex feedback 
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loop between glucocorticoid (GR) and endocannabinoid receptors (CNR1), along 
with regulating genes [134]. Dysregulation in any part of this system could medi-
ate development and severity of PTSD symptoms. Besides its role in maintaining 
homeostasis of the HPA axis, endocannabinoid system has a role in memory pro-
cessing, in particular, in the extinction of the fear memory [135]. The A allele of 
SNP rs1049353 of CNR1 gene has been associated with risk for PTSD, and it was 
also found to interact with childhood physical maltreatment to increase severity of 
fear experience [136, 137].

A polymorphism (rs2267735) in ADCYAP1R1 (gene that encodes for the recep-
tor for pituitary adenylate cyclase-activating polypeptide—PACAP) was associ-
ated with PTSD only in women, but not in men [138], thereby suggesting potential 
role of estrogen in mechanism of regulation of this gene. Later, Mercer et al. [139] 
showed the allele-specific binding of estrogen within ADCYAP1R1, in which the 
risk (C) allele diminished binding of estrogen on estrogen response element in 
this gene, leading to the lower expression of ADCYAP1R1 and increased risk for 
PTSD.

Various SNPs: rs9296158, rs3800373, 1360780, and rs9470080 in steroid recep-
tor chaperone FK506 Binding Protein 51 gene (FKBP5), all in high linkage dise-
quilibrium, showed association with PTSD in gene × environment fashion, and in 
particular, interaction with the childhood abuse [140, 141]. Klengel et al. [142] pro-
posed selective demethylation of DNA in enhancer region of this gene as a response 
to glucocorticoids release induced by childhood trauma. Decreased methylation 
leads to the increased gene expression of FKBP5, a protein also involved in other 
pathologies such as violent behavior, depression, and suicide risk [143]. Although 
there are several successful candidate gene studies, especially ones which included 
environment as an important cofactor in predicting the diagnosis and sever-
ity of PTSD, with some of them even mechanistically well supported (for exam-
ple, FKBP5), main limitation is that this type of studies cannot easily escape bias. 
Moreover, the proposed genes did not show a significant effect on PTSD in GWAS.

Genome-Wide Association Studies in PTSD

By the early 2000s, scientific and technological development of GWAS and next-
generation sequencing (NGS) made analysis or very large number of SNPs and 
variable number tandem repeats (VNTRs) possible. These no-hypothesis-driven 
approaches, due to the numerous of analyzed genetic variations (minimum half 
a million per test), require large sample sizes (>10,000) and very stern statistical 
correction (p-value < 5 × 108) to achieve appropriate power. Currently, the larg-
est GWAS was done by Psychiatric Genomics Consortium (PGC)–PTSD which 
comprised of 5000 PTSD subjects and 15,000 controls (mostly trauma-exposed). 
This study did not provide any SNP in GWAS significant p-value, except for the 
rs139558732 in African-American subgroup [144] located close to Kelch-like pro-
tein 1 (KLHL1) gene, although this SNP failed to reach statistical significance in 
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transethnic meta-analysis. This study also confirmed SNP-based heritability of 
PTSD, shared with other psychiatric disorders, primarily schizophrenia, but also 
bipolar disorder and major depression, and its higher impact on women.

Other findings in previous less powered GWAS highlighted SNPs in close 
vicinity of RORA, retinoid-related orphan receptor gene [145], zinc-dependent 
metalloprotease tolloid-like 1 or TLL-1 [146], adenylate cyclase 8—ADCY8 [147], 
a phosphoribosyl transferase domain containing 1—PRTFDC1 [148], TBC1 
domain family member 2—TBC1D2 [149], ankyrin repeat domain 55—ANKRD55 
[150], neuroligin 1—NLGN1 [151], and olfactory receptor family 11 subfamily L 
Member 1—OR11L1 [152] as potential markers of PTSD (Table 3).

There is no straightforward connection of the mentioned genes determined with 
GWAS with systems explored in candidate gene studies. However, some of them 
are implicated in basic neurological processes. For example, changes in RORA 
levels could affect neuron response to oxidative stress and inflammation and was 
reported to interact with childhood trauma to predict PTSD [156] in addition 
to original GWAS study. Neuroligin 1 has an important role in synaptic forma-
tion, maturation, and maintenance, and is previously associated with autism and 
Alzheimer’s disease. Its depletion in mouse models resulted in impaired fear mem-
ory [157]. The OR11L1 is a G protein-coupled receptor that initiates and trans-
duces the sense of smell upon binding odorant molecules [158]. Other positive 
hits mostly had more systemic roles, for example, ANKRD55 is a protein involved 
in autoimmune and inflammatory disorders [150] while PRTFDC1 could act as 
a possible tumor-suppressor gene, although its role is not completely determined 
[159]. The TLL1 and KLHL1 (primarily expressed in brain tissue) have important 
roles in remodeling of the extracellular matrix [160] and actin fibers [161], respec-
tively, while TBC1D2 affects cell–cell adhesion [162].

The main limitation of GWAS is that none of the mentioned genes was proven 
significant in an independent replication cohort. This could be due to the very 
strict statistical corrections, or complex gene × environment network with still 
undefined effect on PTSD diagnosis. In order to successfully identify genetic and 
therapeutic targets, the next step relies on founding the large datasets with detailed 
genetic and environmental information and later their confirmation in mechanistic 
animal models in addition to neuroimaging genetics in humans. Next iteration by 
PGC-PTSD will include even more subjects than previous one [144], with total 
number of participants reaching over 130,000, which could have necessary power 
to elucidate key genes involved in pathophysiology of PTSD [163].

Analysis of epigenetic mechanisms of gene regulation and focusing on gene 
expression could point to the molecular mechanisms underlying the PTSD symp-
tomatology, whether analyzed in postmortem brain tissue, or more systemic, 
immunological response in peripheral blood. The latter could be easily available 
to reveal differential signature of PTSD but could also provide an insight into sys-
temic changes reflecting or promoting brain changes [164] that follow the experi-
ence of the traumatic event.
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Genetic Markers of PTSD

Genetic studies in PTSD revealed that genetic background of PTSD is shared with 
other psychiatric disorders, such as schizophrenia, bipolar disorder and major 
depression, and the importance of gender. These studies did not confirm any of the 
genes in the independent replication cohorts, presumably due to the complexity 
of the PTSD’s underlying neurobiology, lack of statistical power, and inadequate 
sample sizes. Therefore, future studies should include large datasets of both gen-
ders and different ethnicities to find significant genetic markers of PTSD.

Genetics of Schizophrenia

Schizophrenia

Schizophrenia is a chronic, severe, debilitating psychiatric disorder with preva-
lence of 1% in the world population [8, 165]. Characteristic symptoms of schizo-
phrenia can be divided into positive and negative clusters, which are characterized 
by delusions, hallucinations, cognitive impairment, lack of interest, and behavioral 
alterations [166]. Etiology, molecular mechanisms, and development of schizo-
phrenia are still unclear; however, family and twin studies have shown that herit-
ability is more than 80% compared with general population [165]. Schizophrenia 
is a complex, multifactorial disorder whereas the interaction between many sus-
pected genes with the small size effect and environmental triggers are involved in 
its development [165, 167]. GWAS in schizophrenia discovered some potential 
genes that may represent the increased risk for schizophrenia. These genes are 
involved in many processes associated with neurogenesis, neurotransmission, and 
other intracellular processes [8], while some risk alleles are shared between schiz-
ophrenia and other neuropsychiatric disorders, like depression, bipolar disorder, 
and autism spectrum disorder [168].

Candidate Genes in Schizophrenia

Candidate genes in schizophrenia are the genes coding proteins involved in neu-
rotransmission, differentiation, proliferation, motility of neurons and cell–cell 
adhesion. Among them, the first genes were the genes associated with dopamin-
ergic system. COMT is an enzyme involved in catalysis of dopamine; therefore, 
it directly affects the dopamine level in the brain [169], especially in prefrontal 
cortex. It is encoded by the COMT gene, which is expressed in neural system. 
Due to the role of dopaminergic system in development of schizophrenia, COMT 
gene and its polymorphisms have been studied among patients with schizophre-
nia [169]. The SNP Val158Met (rs4680) in the COMT gene is a functional poly-
morphism that results in G (valine) to A (methionine) substitution at codon 108 
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for soluble COMT or at codon 158 for membrane-bound COMT [170, 171]. The 
A allele is associated with decreased catalysis of dopamine, better cognitive per-
formance but also increased aggression and better response to antipsychotic drugs 
[169, 172], while the G allele, due to high dopamine metabolism in prefrontal cor-
tex, is associated with reduced cognitive performance and represents higher risk 
for schizophrenia [169–171]. However, some studies did not find any association 
between COMT rs4680 and the risk for schizophrenia [171, 173, 174], and such 
conflicting data can be the result of different ethnic groups and different allele 
distribution among them [167, 175]. Another polymorphism in the COMT gene is 
rs4818 polymorphism, that has been studied among schizophrenia subjects [176] 
and it is often inherited together with rs4680 polymorphism in a haplotype block. 
This polymorphism results in leucine to leucine substitution and has a greater 
influence on dopamine metabolism in the brain than rs4680 polymorphism. Both 
COMT SNPs, rs4680 and rs4818, were associated with treatment resistance, since 
female, but not male patients with schizophrenia, carriers of the G alleles of the 
COMT rs4680 and rs4818, and G–G/G–G haplotype, had lower risk of treatment 
resistance [176].

Genes for dopamine receptors were also studied as risk genes for schizophre-
nia. There are five subtypes of dopamine receptors encoded with different genes 
(DRD1–DRD5). The D1 dopamine receptor encoded with D1-like receptor gene 
(DRD1) has a major role in cognitive processes and it is assumed to be associ-
ated with negative symptoms in schizophrenia [177]. The dopamine receptor 
gene DRD2, coding the D2 dopamine receptors, targets all antipsychotics acting 
as antagonists of DRD2 receptors [178]. The C allele of the C957T polymor-
phism (rs6277) in DRD2 has been determined as a risk factor for schizophrenia 
[179]. Although the T allele of the rs6277 polymorphism is associated with poor 
mRNA stability, it is also linked with better cognitive performance [180]. In addi-
tion to polymorphisms in exon region, also polymorphisms in the intronic region 
can affect receptor function due to alternative splicing of exons. For example, 
rs1076560 polymorphism in intronic region of DRD2 gene is associated with defi-
cits in cognitive processes due to altered expression of DRD2. The TT genotype 
showed great association with schizophrenia risk in family studies, while carri-
ers of the T allele had greater risk for schizophrenia compared with the T allele 
non-carriers [181]. Lack of association was reported for schizophrenia risk and 
rs1799732 and rs1800497 polymorphisms, while the rs1801028 polymorphism in 
DRD2 gene represents a risk factor for schizophrenia [182]. Nonetheless, besides 
these polymorphisms, there are some synergistic effects with environmental fac-
tors, such as stress, that might affect DRD2 expression [183]. In addition to DRD1 
and DRD2 genes, it is assumed that rs6280 polymorphism in the DRD3 gene that 
results in serine–glycine substitution is also associated with schizophrenia risk. 
However, for DRD3 and DRD4 genes, there were some associations and some 
studies failed to confirm association with schizophrenia risk [184]. Furthermore, 
downstream genes in dopaminergic signaling are also associated with schizophre-
nia risk due to changes that can affect signal transmission [183].
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Another neurotransmitter system affected in schizophrenia is glutamater-
gic neurotransmission. Metabotropic glutamate receptor (GRM3 or mGluR3) 
is encoded with GRM3 gene, and it is expressed in presynaptic neurons. Thus, 
it is assumed that the association between GRM3 gene and schizophrenia risk 
lays in the alterations of glutamatergic neurotransmission and excitatory amino 
acid transporter 2 (EAAT2) located in hippocampus and prefrontal cortex [185, 
186]. Variation in this gene increases schizophrenia risk, while the A allele of 
the polymorphism 4 in intronic region was associated with much worse cogni-
tive performance due to alterations in receptor’s activity and impairments in pro-
tein synthesis. Therefore, the G allele is considered as a protective factor, though 
molecular mechanisms are still unknown [185]. In addition, multiple studies 
showed lack of association between alterations in this gene and risk of schizophre-
nia [186], due to the impact of this gene on cognitive performance even in healthy 
controls and different distribution of alleles among different ethnic groups [185].

Disrupted in schizophrenia 1 is a protein encoded with the conversed gene 
DISC1. DISC1 protein interacts with other cytoskeletal, centrosomal, and mem-
brane proteins, therefore mediates various functions such as signal transmission, 
cell transport, and gene expression [187, 188]. Alterations in DISC1 are associ-
ated with different psychiatric diseases. Various haplotypes in DISC1 gene can be 
linked to different diseases, including schizophrenia and schizoaffective disorder. 
It is assumed that certain haplotypes on 5′ end of DISC1 gene represent schizo-
phrenia risk. Moreover, haplotype block 3 is associated with the risk of the dis-
ease. It contains allele that codes for Phe607 and mediates the interaction between 
DISC1 and other proteins. Furthermore, the T allele of rs6675281 polymorphism 
is associated with schizoaffective disorder, but also with bipolar disorder. Thus, 
different mechanisms are involved in DISC1 function, i.e., different mechanisms 
associated with DISC1 gene and interaction between its product and other proteins 
can represent risk factors for schizophrenia development [187]. The Ser allele of 
the Ser704Cys polymorphism together with other SNPs that are in linkage dise-
quilibrium in DISC1 gene could represent risk factors for schizophrenia, due to 
alterations in hippocampus and cytoarchitectural impairments [188].

Neuregulin 1 (NRG1) is a member of family neuregulins that plays an impor-
tant role in neuronal differentiation, proliferation, and plasticity, through activa-
tion of kinases or coding for epidermal growth factor domain. Its association with 
schizophrenia is still unclear. However, in more than 80% of studies, it is assumed 
that chromosome 8p is associated with schizophrenia risk. NRG1 expression is 
altered among schizophrenia patients, confirming the assumption that this gene 
is involved in schizophrenia development. Several studies found a connection 
between the first two exons of NRG1 gene with schizophrenia risk; however, these 
findings mostly reflect an association between schizophrenia risk and this gene in 
Caucasians. Therefore, ethnicity should be taken into account due to the different 
allelic distribution in various populations. Since schizophrenia is a complex disor-
der, the association between the NRG1 gene with schizophrenia should be consid-
ered together with other potential gene candidates [189].
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BDNF is the most abundant neurotrophin in adult human brain. It is one of the 
most important factors in neuron growth differentiation, proliferation, plasticity, 
and survival, but also in dopaminergic and serotonergic neurotransmission [190]. 
BDNF gene, which is located on 11th chromosome, codes for homonymous pro-
tein, and it is regulated by several promoters [191–193]. Multiple studies have 
been shown an association between schizophrenia risk and BDNF gene, due to 
the developmental theory of schizophrenia, pointing to alterations during brain 
development and alterations in dopaminergic system [191]. The functional poly-
morphism in BDNF gene is Val66Met (rs6265), characterized by G/A substitution 
resulting in alterations in transport and secretion of premature and mature BDNF 
[192]. Although there are differences in the allele distribution among various eth-
nic populations [13], the A allele is assumed to represent a risk factor for schizo-
phrenia, due to its association with reduced hippocampal volume and alterations 
in its functioning [192]. In addition, the A allele is often associated with positive 
symptoms that occur in schizophrenia. However, many studies reported conflicting 
results [193]. Several studies found a lack of association between rs6265 polymor-
phism and schizophrenia, while some studies suggested a potential role of the G 
allele as a risk factor. These studies assume that the A allele can have a potential 
protective effect, while the G allele, which is mostly inherited from heterozigotic 
parents, represent a risk factor for schizophrenia. Namely, the GG homozygotes 
usually have more severe symptoms and more expressed negative symptoms com-
pared to the A allele carriers. Therefore, further investigations are necessary to 
clarify the potential role of rs6265 polymorphism in BDNF gene as a risk factor in 
schizophrenia [193].

Genes and Schizophrenia Risk

Schizophrenia is a complex, multifactorial psychiatric disease in which devel-
opment, environmental factors, and interactions with multiple genes have a 
synergistic effect. Therefore, various genes are involved in various processes 
associated with schizophrenia development, progress, and treatment response. 
Genes involved in schizophrenia risk encode for many proteins that play an 
important role in dopaminergic, serotonergic (COMT, activator of D-amino acid 
oxidase/DAOA/, protein phosphatase 1 regulatory inhibitor subunit 1B/PPP1R1B/, 
DRD2, DRD4) or glutamatergic neurotransmission (GRM3, GRIA1, GRIN2A), 
synaptic transmission (cholinergic receptor nicotinic alpha 7 subunit/CHRNA7/), 
differentiation, proliferation and motility of neurons (DISC1, DISC2, ANK1), cell–
cell adhesion (DISC1, NRG1), organelle biogenesis (dystrobrevin beta/DTNB1/), 
processing of amino acids (methylenetetrahydrofolate reductase/MTHFR/), G 
protein signaling (regulator of G protein signaling 4/RGS4/), calcium transfer and 
signaling (calcium voltage-gated channel subunit alpha 1I/CACNA1I/, calcium 
voltage-gated channel auxiliary subunit beta 2/CACNB2/, calcium voltage-gated 
channel subunit alpha 1 C/CACNA1C/, protein phosphatase 3 catalytic subunit 
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gamma/PPP3CC/), regulation of transcription (transcription factor 4/TCF4/, 
zinc finger protein 804A/ZNF804A/), immune system (major histocompatibility 
complex/MHC/gene family) metabolism of xenobiotics (cytochrome P450 family 
2 subfamily D member 6/CYP2D6/) and many other intracellular and intercellu-
lar processes [8, 168, 194, 195]. Besides these gene variants, rare alleles represent 
also a schizophrenia risk [168].

Genetic Markers of Schizophrenia

The risk for development of schizophrenia mainly depends on the small size effect 
of the multiple genes involved in different systemic processes, together with envi-
ronmental triggers and epigenetic regulation [8, 168, 194, 195].

Genetics of Depression

Depression

Depression is a highly prevalent neuropsychiatric disorder characterized by many 
heterogenous symptoms with varying severity. In spite of the extensive research, 
the complex underlying biological determinants of depression are still not clear, 
resulting in non-adequate treatment. In order to bring new insights into the genetic 
architecture of depression and offer novel potential targets for therapy, both candi-
date gene studies and GWAS were applied [196].

Family and twin research has provided strong evidence for the genetic back-
ground of depression. A meta-analysis of twin studies demonstrated that the her-
itability rate for depression is 37% [197], whereas other reports estimated that 
the depression heritability ranges from 25 to 45% for general population [198–
200]. However, higher genetic influence has been suggested in certain depres-
sion subtypes, for instance, 48–72% in hospitalized depressed patients and even 
72% for patients with severe, recurrent depression [201, 202]. Similar to many 
other neuropsychiatric diseases, a large number of genes expressed in the brain 
has been involved in the etiology of depression, with high population occurrence 
of common gene variants, as well as small contribution of each gene [203, 204]. 
Considering the polygenic features of depression, the investigation of various 
gene–gene interactions genes might represent a promising approach in depression 
research.

In addition to genetic factors, diverse environmental influences play an impor-
tant role in the etiology of depression [196]. A study of Kendler et al. [205] dem-
onstrated that genetic factors and life experiences contribute equally to depression 
risk. Moreover, it has been shown that stressors were 2.5 times more likely in 
depressed subjects in comparison to control individuals and that approximately 
80% of depression cases reported stressful life events [206, 207]. However, 
as depression develops in only about 20% of subjects exposed to acute stress 
[208], vulnerability to stress and environmental factors may be dependent on the 
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individual genetic background [209]. Therefore, the investigations of interaction 
between genes and environment might represent an important tool for the identifi-
cation of novel candidates in depression.

Gene Candidate Studies in Depression

More than 100 candidate gene studies have been conducted in order to investi-
gate potential associations with the development of depression [210], and a sig-
nificant amount of evidence for the genetic influences in depression has been 
gathered from different sources [211–215]. Various genetic studies investigated 
polymorphisms in genes associated with serotonergic, adrenergic, and dopamin-
ergic neurotransmission, including genes for dopamine receptors—DRD3, DRD4, 
and serotonin receptors—HTR1A, HTR2A, HTR1B, HTR2C; genes for seroto-
nin, noradrenaline, and dopamine transporter—solute carrier family 6 member 
4 (SLC6A4), solute carrier family 6 member 2 (SLC6A2), solute carrier family 6 
member 3 (SLC6A3); genes for the enzymes monoamine oxidase A—MAOA, 
tyrosine hydroxylase—TH, tryptophan hydroxylase 1—TPH1, catechol-O-methyl 
transferase—COMT, and the piccolo presynaptic cytomatrix protein—PCLO 
[210]. In addition, polymorphisms in genes involved in regulation of the HPA axis, 
such as genes coding for glucocorticoid and mineralocorticoid receptors (NR3C1 
and NR3C2), and CRH receptors (CRHR1 and CRHR2); genes important for neu-
rogenesis and neuroplasticity (BDNF), as well as genes involved in the inflamma-
tory processes (including genes for interleukins—IL1B and IL6) and functioning 
of circadian system (brain and muscle Arnt-like protein-1/BMAL1/, circadian loco-
motor output cycles kaput/CLOCK/, neuronal PAS domain-containing protein 
2/NPAS2/, period circadian regulator 3/PER3/, cryptochrome circadian regulator 
1/CRY1/, and timeless circadian regulator/TIMELESS/) have been studied [210]. 
The research also included various other genes, which are not linked with the 
general hypotheses of depression etiopathogenesis, with focus on genes for angi-
otensin-converting enzyme (ACE), apolipoprotein E (APOE), and methylenetet-
rahydrofolate reductase (MTHFR) [210].

However, a meta-analysis of the findings from 183 studies investigating depres-
sion, supported involvement of only several genetic polymorphisms, such as 
APOE, G protein subunit beta 3/GNB3/(C825T), MTHFR (C677T), solute car-
rier family 6 member 15 or sodium-dependent neutral amino acid transporter 
B(0)AT2/SLC6A4/(40 bp VNTR, 5HTTLPR), and SLC6A3 (44 bp Ins/Del) [216]. 
Subsequent meta-analyses demonstrated associations between depression and 
5HTTLPR [217, 218] and MTHFR C677T [219], while no associations were 
reported with SLC6A2 T-182C and G1287A [220, 221], HTR2A rs6311 [222], 
BDNF rs6265 [223], and CLOCK [224] polymorphisms. Nevertheless, only GNB3 
and APOE3 associations seem to be depression-specific [225]. As most of these 
candidate gene studies had low sample sizes and replication issues, analyses 
involving larger cohorts have been conducted; however, they have not confirmed 
observed associations [203, 226, 227]. Therefore, the research focus was shifted to 
the GWAS.
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Genome-Wide Association Studies (GWAS)
GWAS have been increasingly applied during the past decade in order to inves-
tigate genetic loci associated with various complex traits. In an unconventional 
meta-analysis of GWAS data performed by the Psychiatric Genomics Consortium 
(PGC), none of the investigated polymorphisms reached a genome-wide sig-
nificance level, demonstrating no consistent association with depression [228]. 
According to the review of Dunn et al. [229], the only genome-wide significant 
association with depression from 15 reported studies was the one with rs1545843 
SLC6A15 polymorphism, which was replicated at a nominally significant level in 
four studies [230]. The study conducted in 2015, within the CONVERGE Project 
including >9000 Chinese females found two loci significantly associated with 
depression: rs12415800 SIRT1 polymorphism and rs35936514 of the phospho-
lysine phosphohistidine inorganic pyrophosphate phosphatase (LHPP) polymor-
phism [231].

Since then, more GWAS findings on depression have been published [231–
239]; however, only three replicate between different studies. The PCLO gene 
originally proposed as a risk gene for depression [240], was found to be significant 
in the study of Mbarek et al. [236] and replication study by Wray et al. [227]. The 
associations of rs12552 of the olfactomedin 4 (OLFM4) gene polymorphism, as 
well as different NEGR1 gene polymorphisms, with depression have been demon-
strated in two separate GWAS [234, 238]. The meta-analysis of GWAS performed 
by Wray et al. [238] identified 44 statistically significant independent loci, of 
which 30 were new and 14 were significant in prior studies of depression.

Regarding epigenetic modifications, the genome-wide analysis of DNA meth-
ylation profiles in depression demonstrated significant differences in methyla-
tion status in the number of frontal cortex regions between healthy subjects and 
depressed patients [241].

Moreover, in the GWAS of Wong et al. [242], 11 rare variants were associ-
ated with depression. Rare variants analyses revealed variations and mutations 
in different genes including lipase G, endothelial type (LIPG) gene [243], phos-
pholysine phosphohistidine inorganic pyrophosphate phosphatase (LHPP) and car-
boxypeptidase X, M14 family member 2 (CPXM2) genes [244], syntaxin binding 
protein 5 (STXBP5), regulating synaptic membrane exocytosis 1 (RIMS1), catenin 
beta 1 (CTNNB1), Dmx like 2 (DMXL2), synapsin I (SYN1), tyrosine 3-monoox-
ygenase/tryptophan 5-monooxygenase activation protein beta (YWHAB) and 
tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein eta 
(YWHAH) genes [245], slit guidance ligand 3 (SLIT3) gene [246–249], SLC6A2 
and HTR1A genes [250], and Huntingtin (HTT) gene [251] associated with depres-
sion and depressive symptoms.

Gene × Gene (G×G) and Gene × Environment (G×E) 
Interaction Studies
Different studies investigated the effects of various gene–gene (G×G) interac-
tions on depression. Neff et al. [252] suggested possible interaction of 5HTTLPR 
polymorphism with an unknown gene on chromosome 4, whereas the study of 
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Gabriela Nielsen et al. [253] demonstrated interaction of MTHFR A1298C and 
COMT rs4680 polymorphisms. Interactions of polymorphisms within the CRHR1 
and arginine vasopressin receptor 1B (AVPR1b) genes may also affect depression 
[254], although some studies have not confirmed these findings [255]. Interactions 
between CRHR1 gene polymorphisms and BDNF rs6265 polymorphism have been 
also reported [256]. In another study, depression was influenced by the interac-
tion of polymorphisms in matrix metalloproteinase (MMP) genes and TIMP met-
allopeptidase inhibitor 2 (TIMP-2) gene [257]. The significant effect on depression 
was also observed for interaction between rs41423247 of the CCND1-Cyclin D1 
(BCL1) gene and rs1044396 of the cholinergic receptor nicotinic alpha 4 subunit 
(CHRNA4) gene polymorphisms [258], as well as between trace amine-associated 
receptor 6 (TAAR6) and heat shock protein 70 (HSP-70) gene variations [259]. On 
the other hand, GWAS demonstrated no significant findings for pairwise G×G 
interactions, although several nominally significant interactions were found [260].

Considering research on gene and environment (G×E) interaction in depres-
sion, most studies investigated the interaction of specific genes with a variety 
of stress factors. A significant interaction between SLC6A gene polymorphism 
5HTTLPR and stressful life events including childhood maltreatment has been 
demonstrated in depression [261]. This finding has been confirmed in several 
[262–264], but not in other meta-analyses [265–267]. The differences in the 
obtained results might be attributed to the various types of stress interacting with 
5HTTLPR polymorphism in depressed subjects [268]. Similarly, the interaction 
of MAOA gene polymorphisms and childhood maltreatment, as well as difficul-
ties during maternity, affected depression [202, 269, 270], although other studies 
observed no significant effects [269]. In addition, significant gene × environment 
effect on depression has been demonstrated between various stressful life events 
and polymorphisms in BDNF [271, 272], COMT, SLC6A2, FKBP5 and CRHR1 
genes [269], gamma-aminobutyric acid type A receptor alpha 6 subunit (GABRA6) 
gene [273], IL1B and IL-6 genes [274–277], galanin receptor 1 (GALR1) and gala-
nin receptor 3 (GALR3) genes [278], CNR1 gene [269, 279] and fatty acid amide 
hydrolase (FAAH) gene [280]. Studies have also assessed gene × environment 
effect on depression in a genome-wide scale. The study enrolling European sub-
jects observed no significant effects of interaction between genes and childhood 
trauma [281]. The other GWAS in the Mexican American sample revealed 44 gene 
variants in interaction with stress and affecting depression [242]; however, only 
the association with PHD finger protein 21B (PHF21B) gene has been replicated 
in a European cohort. Dunn et al. [282] found in African Americans one GWAS 
significant gene × environment effect for polymorphism rs4652467 near centro-
somal protein 350 (CEP350) gene, which could not be replicated. In Japanese 
subjects, marginally significant gene × environment effect between stress and 
rs10510057 polymorphism near the regulator of G protein signaling 10 (RGS10) 
gene was found [283].

Three-way gene × gene × environment interactions in depression were dem-
onstrated for BDNF rs6265 and 5HTTLPR polymorphisms with childhood abuse 
[284] and family environment [285], suggesting the involvement of epigenetic 
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regulating mechanisms triggered by stress [286]. BDNF rs6265 polymorphism 
also showed positive interaction with glycogen synthase kinase 3 beta (GSK3B) 
gene and recent life events in depression [287]. However, three-way environ-
ment × environment × gene interactions were also observed in depression, such 
as interaction of 5HTTLPR polymorphism with both recent life event and child-
hood abuse exposure [288]. The example of even higher order interactions is five-
way interactions of BDNF rs6265 polymorphism with four different neurotrophic 
receptor tyrosine kinase 2 (NTRK2) gene polymorphisms [289].

Genetic Markers of Depression

A large number of candidate gene studies reported associations between various 
genes and depression; however, most of them have not been confirmed in repli-
cation studies and GWAS. The few significant genetic targets found in GWAS 
are related to mechanisms nonspecific for depression, such as neurogenesis, neu-
ronal synapse, cell contact, and DNA transcription [196]. A possible reason for 
the observed contradictory results might be clinical and biological heterogeneity 
of depression, and identification of additional subgroups with more homogeneous 
phenotypes may help to better understand the genetic background of depression. 
In addition, the inconsistency between findings of various genetic studies might be 
due to the polygenic characteristics of depression with weak effect of individual 
genes and polymorphisms, but also to a prominent role of environmental factors 
such as stress, suggesting the involvement of epigenetic regulating mechanisms. 
Therefore, investigation of gene × gene and gene × environment interactions, as 
well as epigenetic influences, seem most promising approach for determination 
of additional candidates in depression pathophysiology and development of more 
efficient pharmacotherapy.

Conclusion

Given the moderate to high heritability of virtually all psychiatric disorders, mod-
ern technology was expected to unravel their genetic background. In the previous 
two decades, there was an explosion of genetic studies in psychiatry. In spite of 
faster-than-ever increasing amount of genomic data, crucial genes which mod-
erate vulnerability were not identified in any psychiatric disorder, except for 
Alzheimer’s dementia. During this intensive search, scientists used either can-
didate gene or GWAS. The candidate gene approach appears justified, given 
that polymorphisms in certain genes affect, among many others, the expres-
sion of receptors for neurotransmitters, catalytic efficiency of enzymes, or activ-
ity of transporters which are involved in the etiology of the disease. However, 
those studies frequently, and disappointedly, yielded opposite findings, even in 
the same disorder. After that, the research focus shifted to the GWAS. However, 
GWAS revealed no straightforward connection with candidate genes explored in 
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association studies. Actually, majority of GWAS identified only one or two, out 
of tens of thousands of SNPs, to be significantly associated with the presence of 
particular disorder, and some of these genes have yet unknown biological function. 
Other GWAS did not reach genome-wide significance at all. The main reason for 
such a lack of robust findings, in any psychiatric disorder, is attributed to genetic 
complexity of psychiatric disorders and very strict statistical corrections. Accurate 
diagnosis, sufficient sample size (>10,000), careful consideration of comorbidity 
and reduction of cross-country heterogeneity are challenges for future GWAS.

The pathway to overcome sample heterogeneity might be to focus on nar-
rowly defined group within a single diagnosis, and especially on endophenotype. 
In addition to genetic factors, diverse environmental influences contribute to the 
development of the disease. In spite of undisputable heritability of psychiatric dis-
orders, the way that genetic material predisposes an individual to development of 
psychopathology is largely unknown. While genetic consortiums are established 
worldwide, other avenues of investigation hold promise. Those include studies 
of polygenic risk scores, epigenetic studies, studies of gene–gene and gene–envi-
ronment interactions, gene × gene × environment interactions or environment × 
environment × gene interactions in a genome-wide scale, studies of cross-disorder 
genetics and imaging genetics.

From the clinical point of view, genetics in psychiatry is currently far away 
from its use in practice. While waiting for new data, psychiatrists rely on their own 
skills and knowledge: preventive measures in high-risk groups, early recognition 
and treatment of symptoms, destigmatization, and individualized approach to each 
patient, as much as possible.
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Abstract
Cerebral small vessel disease is associated with late-life depression, cognitive 
impairment, executive dysfunction, distress, and loss of life for older adults. 
Late-life depression is becoming a substantial public health burden, and a con-
siderable number of older adults presenting to primary care have significant 
clinical depression. Even though white matter hyperintensities are linked with 
small vessel disease, white matter hyperintensities are nonspecific to small ves-
sel disease and can co-occur with other brain diseases. Advanced neuroimag-
ing techniques at the ultrahigh field magnetic resonance imaging are enabling 
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improved characterization, identification of cerebral small vessel disease and 
are elucidating some of the mechanisms that associate small vessel disease with 
late-life depression.

Keywords
Cerebral small vessel disease · Late-life depression · Ultrahigh field · Magnetic 
resonance imaging · Cerebral microvascular mechanisms · Tic-tac-toe 
radiofrequency head coil

Introduction

Most older adults have neuroradiologic evidence of cerebral small vessel disease 
(SVD) [1]. Although many older adults carry the burden of SVD without clini-
cal manifestations, population studies have clearly shown that a high burden of 
small vessel disease is associated with cognitive, physical, and mood dysfunction 
[2–4]. Specifically, small vessel disease has been linked to the thinning of the cer-
ebral cortex, gray matter atrophy [5], greater cerebral blood flow decline [6, 7], 
increased white matter hyperintensity volume [8–11], and worsening cognition [8, 
9, 11, 12]. It is also shown that small vessel disease is strongly associated with 
late-life depression (LLD) [13]. Depression is a leading cause of morbidity and 
mortality in the elderly [14–19]. Better understanding triggers for late-life depres-
sion like small vessel disease will facilitate both prevention strategies and treat-
ment plans. However, the progress in understanding the role of small vessel disease 
and how it contributes to late-life depression has been stymied in part by a lack of 
specificity when it comes to the imaging and classification of white matter hyper-
intensities (WMH). White matter hyperintensities are currently identified using 
MRI imaging and are a hallmark of small vessel disease [13, 20–25]. White matter 
hyperintensities represent components of edema, gliosis, ischemia, and inflamma-
tion. There is an established longitudinal association between white matter hyper-
intensities and late-life depression; specifically, the progression of small vessel 
disease is based on imaging is associated with persistent depression [26, 27].

Furthermore, depression can cause many complications in the growing 
elderly population, and at times, it is poorly responsive to treatment [26, 27]. 
Characterizing the pathophysiologic subcomponents responsible for white matter 
hyperintensity progression in late-life depression through advanced neuroimaging 
techniques is of great importance, as it will allow for an understanding of how 
depression develops over time. The neuroimaging characterization of small vessel 
disease will, in turn, shape decision making about what to do about this growing 
public health problem moving forward [28].

Magnetic resonance imaging (MRI) neuroimaging plays an essential role in 
exploring and understanding small vessel disease (SVD) and its association with 
late-life depression (LLD). MRI is noninvasive, without ionizing radiation, and 
due to the low risk associated with this imaging technique, it is ideal for longitu-
dinal studies. Lately, ultrahigh field (UHF ≥ 7 T) MRI has been extensively used 
in MRI neuroimaging research. This significant development in MRI coupled with 
the advances in computer hardware and medical imaging analysis paradigms are 
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enhancing the visualization, analysis, and help in better understanding LLD and its 
association with SVD. Despite these recent advances in the available neuroimag-
ing techniques for SVD and LLD, these techniques are mostly applied for research 
purposes and are under heavy development, and we expect that they will mature to 
be used in clinics in the next few years.

The potential clinical applications of these UHF MRI neuroimaging techniques 
cover diagnosis, individualized treatment options, and treatment monitoring. The 
MRI neuroimaging techniques available to investigate SVD and LLD are numer-
ous and multimodal. Therefore, we will focus our discussion on three main top-
ics: (1) introduction to UHF MRI, (2) the advances in the neuroimaging of small 
vessel disease structural imaging with ultrahigh field MRI, (3) novel methods in 
assessing microvascular mechanism in small vessel disease, and (4) neuroimaging 
connectomes for late-life depression and small vessel disease.

UHF MRI

Human MRI UHF is impacting the neuroimaging field with its higher image 
resolution, higher signal-to-noise ratio (SNR) and enhanced soft tissue contrast. 
7 Tesla (T) MRI has reached a level of maturity that can meet the demand of clini-
cal settings, being recently cleared by the Food and Drug Administration [29] for 
clinical use. At the time of writing this article, there are 70 human 7 T scanners 
installed worldwide [30]. These new MRI scanners are usually installed with opti-
mized head coils designs [31], better gradients, and powerful computing engines. 
In this section, we will explain what the advantages of 7 T MRI are and discuss 
some of the main challenges of scanning at 7 T.

Benefits of Ultrahigh Field MR

There are three main benefits of increasing the magnetic field in MRI; a higher 
signal-to-noise ratio (SNR), which can be used to either increase spatial resolution 
or to perform faster scans with higher acceleration factors, increased susceptibility 
effects, which increases blood oxygenation level dependent (BOLD) contrast, and 
longer T1 and shorter T2/T2* relaxation times, which enhances contrast in certain 
applications.

MRI SNR increases with magnetic field strength [32]. Consequently, this 
increase in SNR means that scans to be collected at higher spatial resolution (more 
voxels per volume unit) without an increase in acquisition time. As an example: 
Table 1 shows that the MPRAGE at 7 T collects almost twice the amount of the 
voxels per volume with a comparable acquisition time of 3 T MPRAGE.

The other benefits are a higher contrast-to-noise ratio (CNR) and an enhanced 
T2* effect (relaxation time due to magnetic susceptibility effects) which grows 
with the magnetic field and leads to more significant variability of relaxation times 
between several tissues which can be exploited in differentiating between struc-
tures. Moreover, this higher CNR contrast enables more accurate quantification 
susceptibility maps (QSM) of the iron deposit in the brain [33].
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T1 relaxation time is longer with the magnetic field [34]; this effect is exploited 
to increase the CNR in time of flight (TOF) magnetic resonance angiography 
(MRA). This gain in CNR is utilized to detect smaller arteries [35]. Lastly, UHF 
has a higher sensitivity to blood oxygenation level dependent (BOLD) contrast 
[36]. The increased BOLD contrast has a significant effect on enhancing func-
tional MRI spatial resolution, CNR, and temporal resolution of (fMRI) [37].

Radio Frequency Transmit Nonuniformity  
and Specific Absorption Rate

In MRI, the transmit radiofrequency (RF) coil produces the RF transverse mag-
netic field responsible for the spin excitation (B1+). The B1+ field distribution 
becomes more inhomogeneous with the increase of the magnetic field. The inho-
mogeneity of the B1+ field is an unwanted consequence that causes the appear-
ance of inhomogeneities in the images or low contrast in certain parts of the brain, 
especially in high flip angle sequences like the fluid-attenuated inverse recovery 
(FLAIR) [38]. Parallel transmissions using several RF transmit coils and pulses 
sequences that are insensitive to the RF inhomogeneity (e.g., adiabatic pulses) 
[39] might alleviate the RF Tx field inhomogeneity. However, in certain instances, 
solving the RF transmit inhomogeneity issues might cause RF heating effects. 
Moreover, the B1+ field distribution changes with different head shapes (loads); 
therefore, these transmit fields change for each subject [40, 41].

Load Insensitive Head Coil Design and Full Head  
Coverage Parallel Transmission

The tic-tac-toe (TTT) RF system for 7 T head MRI is composed by a 16-channel 
transmit array (4 TTT elements located around the head) and a 32-channel receive 
insert, for optimal receiving performance. The TTT transmit array has been shown 
to produce a homogenous spin excitation at 7 T frequencies [42] and superior 
subject insensitiveness (low variations of the RF performance with different head 
shapes) [43]. It also presents lower global and local (SAR) when compared with 
other transmit coil designs [42, 43], increasing patient safety and minimizing the 
risks of temperature increase and tissue damage.

Future of UHF

Several centers are exploring neuroimaging at UHF MRI at 9.4, 10.5, 11.2, and 
20 T [30]. The current state of the art in 7 T is to optimize sensitivity, spatiotempo-
ral resolution, and encoding speed [44] and to improve B0 homogeneity to address 
susceptibility artifacts [45].
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Neuroimaging of Small Vessel Disease Structural  
Imaging with Ultrahigh Field MRI

The neuroimaging standards of SVD designate a set of distinct neuroimaging 
features in the brain. These features are acute small subcortical infarct, lacunes, 
white matter hyperintensities (WMH), enlarged perivascular spaces (PvS), cere-
bral microbleeds (CMBs), and atrophy [46]. Although these distinct SVD features 
were regarded as different types of tissue changes, there is increasing evidence 
that these features are associated and might be caused by the diffuse nature of the 
small vessel pathological changes. 7 T UHF has a huge impact on the imaging of 
PvS, CMB, lacunes, and cortical microinfarcts. Therefore, in the following sec-
tion of the book chapter, we will focus our review on how 7 T UHF impacted PvS, 
CMB, lacunes, and cortical microinfarcts.

Lacunes and PvS at 7 T

Lacunes
Lacunes are small cavities filled with fluid and have a diameter between 3 and 
15 mm. Lacunes often form as a result of acute small subcortical infarcts or hem-
orrhages of a nearby perforating arteriole. On MRI, their shapes are usually round 
or oval with a hyperintense rim. These lacunes cavities have hyperintense signals 
in T2 sequences similar to the cerebral spinal fluid signal. On the other hand, the 
lacunes signal is hypointense in T2-FLAIR. While the presence of some lacunes is 
mostly asymptomatic, large amounts of lacunes are correlated with dementia, cog-
nitive impairment, gait disturbance, and increased risk of stroke [47–49].

Enlarged Perivascular Spaces (PvS)
Perivascular spaces are cerebrospinal fluid (CSF) filled cavities areas surround-
ing cerebral arteries or veins, and they extend from the subarachnoid space [50]. 
Perivascular spaces (PvS) are usually <5 mm and have an irregular shape [20]. 
Since PvS are filled with CSF, they are hyperintense in T2 and hypointense in 
T2-FLAIR. These spaces tend to enlarge with age. Despite being considered, as a 
normal aging phenomenon, PvS are increasingly thought to be associated with the 
occurrence of cerebral small vessel disease. Additionally, studies have shown that 
PvS presence could be a risk factor for antidepressant resistance [51].

UHF 7 T MRI Role in Distinguishing Between Lacunes 
and Perivascular Spaces

UHF 7 T MRI plays a major role in distinguishing between lacunes and PvS. At 
low resolution on imaging such as 1.5 and 3 T, PvS can look the same as lacu-
nes. Both pathologies are filled with liquid, and therefore, they have hyperintense 



Neuroimaging of Small Vessel Disease … 101

signal in T2. Consequently, larger PvS might have been confused with lacunes in 
several studies looking at small vessel changes [52]. The hyperintense rim sur-
rounding the hypointense “hole” on FLAIR, which is thought to be a distinguish-
ing feature of lacunes from PvS, can be absent in some cases. The colocalization 
of PvS with extensive WMH areas may mimic the hyperintense rim of lacunes, 
subsequently causing misidentification. The importance of distinguishing between 
lacunar infarct and PvS cannot be overstated [53], as they are the result of different 
cerebral pathologies and lead to distinct clinical outcomes. The superior capability 
of 7 T in detecting PvS has been noted in the literature and offers a solution to the 
current problem [54]. The resolving power of 7 T UHF can better detect the small 
vessels in the PvS, which leads to a better characterization of PvS when compared 
to lacunar infarcts [55]. When comparing 7 and 1.5 T (7 and 1.5 T) [56], 7 T was 
more sensitive to PvS than 1.5 and 3 T (Fig. 1).

Fig. 1  This figure compares 7 T versus 3 T T2 turbo spin echo (TSE) resolution comparison of 
perivascular spaces appearances (PvS). The blue and yellow boxes show the PvS well-defined 
features at 7 T; the green and red boxes show PvS at 3 T. The top arrow shows PvS at 3 T; the 
bottom arrow shows PvS at 7 T. Note the black dot inside the PvS is a vessel and a distinctive 
feature of PvS that is most visible at 7 T. The bottom of the figure shows a diagram of a longitu-
dinal view of PvS spaces and the morphology of perivascular spaces. PvS are delineated by basal 
membranes of glia, pia, and endothelium; the PvS depicts the space surrounding vessels penetrat-
ing into the parenchyma. These vessels penetrating the PvS are clearly seen in the 7 T image. The 
diagram is adapted from Ref. [130] under the Common Attribution 2.0 Generic License
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Cerebral Microbleeds (CMB)

Cerebral microbleeds (CMBs) are small (typically 2–5 mm in diameter), ovoid 
hypointense signals on T2*. Susceptibility-based sequences are sensitive to micro-
bleeds [46]. CMBs correlate with neurodegenerative brain diseases, including 
the small vessel disease seen in late-life depression [57, 58]. The increase in the 
magnetic field at 7 T makes CMBs more prominent than the surrounding tissue. 
Several studies have confirmed that 7 T is more reliable than 1.5 T at detecting 
CMBs, which lead researchers to investigate CMBs at 7 T as an imaging marker 
for SVD [59–61]. For example, in another study, the confidence in detecting 
microbleeds in vivo is slightly higher at 7 T compared to 3 T. However, increased 
susceptibility effects at 7 T also increases the number of artifacts on imaging. The 
susceptibility artifacts make detecting microbleeds near other structures challeng-
ing and will have to be addressed for better results in the future [62].

Cortical Microinfarcts

Cortical microinfarcts (CMI) were first observed in autopsy reports [63] in a 
mixed aging population. CMIs are found in the brains of non-demented elderly, 
Alzheimer disease, and vascular dementia patients [64]. There is an increased 
interest in studying CMI and their relations to small vessel disease (SVD). 
Cortical microinfarcts are sometimes visible in 3 T scanning [65], yet most of the 
time, they go undetected in the routine examination due to their size 0.2–2.9 mm 
[66]. While CMIs are relatively small, CMIs have an effect volume 12 times the 
volume of their core [67]. This affected volume causes disorganization in the adja-
cent axons, which might induce clinical deficits seen in the aging population [68]. 
Several studies reported that CMIs are more visible and easier to detect in both 
ex vivo and in vivo [69, 70] at 7 T MRI. There have even been new guidelines 
established for the detection and characterization of CMIs following these find-
ings, which illustrates the potential of 7 T in helping to pick up small changes in 
the microvasculature and influence care [71].

Neuroimaging of Microvascular Mechanism in Small Vessel 
Disease

In the section above, “Neuroimaging of small vessel disease structural imaging 
with ultrahigh field MRI,” we had discussed the neuroimaging methods investigat-
ing SVD that assess parenchymal and cortical structural damage, these methods 
in addition to WHM evaluation reflect damage in the later stage of the small ves-
sel disease. With the technical advancement, the SVD research is heading toward 
detecting changes that happen earlier than overt disease on structural imaging. 
In addition to being a diffuse disease and a whole-brain disease [72], there is an 
accumulation of evidence that suggests the intrinsic aspect of small vessel disease.  
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The changes appear to start at the endothelial level which leads later on to disor-
ders in the cerebral microvasculature, to fibrinoid necrosis, and then to perivas-
cular tissue injury [73]; this new understanding of the pathophysiology of small 
vessel disease created a need to detect features at an earlier stage of SVD that are 
associated with the microvessels health. Subsequently, the following section will 
review the advancement of neuroimaging of small vessel disease in terms of cer-
ebral microvascular changes (venules and arterioles), tissue pulsatility, and blood–
brain barrier.

Small Arteries Imaging

MRA and TOF visualize large cerebral arteries such as middle cerebral artery 
(MCA) and the circle of Willis. Even with the administration of contrast, clinical 
MRI scanners are not able to visualize accurately perforating arteries at the lower 
magnetic field (1.5 and 3 T) [46, 74]. The visualization of perforating arteries and 
the consequences of their pathology can elucidate some of the SVD mechanism 
[75]. Ultrahigh field (7 T and more) has a higher contrast-to-noise ratio (CNR) 
and signal-to-noise ratio (SNR) clinical scanners. The imaging at UHF enables the 
visualization of some of the intracranial perforating arteries without the adminis-
tration of contrast; several studies reported 0.3–0.2 mm3 resolution for MRA [35]. 
Recent studies reported the visualization of lenticulostriate arteries in the basal 
ganglia (BPA) and the thalamus (TPA) [76, 77]. Although great progress has been 
made in the visualization of small arteries, MRA is still limited in the visualization 
of smaller arteries that are distal to the circle of Willis. The state of art research 
is to increase the contrast of 7 T UHF to detect small arteries either by the use 
of extrinsic contrast agents [78] or the use of blood flow as an intrinsic contrast  
agent [79].

Small Veins Imaging

An early cerebral microvascular study observed that arterioles become more tortu-
ous in some of SVD earlier states [80]. The visualization of the venous side of the 
cerebral microvascular pathology was not possible without contrast; therefore, the 
alterations of the venules due to small vessel disease were rarely investigated and 
thus poorly understood [81]. The increase in susceptibility (T2*) at the Ultrahigh 
field (7 T) MR imaging enables the visualization of venous microcirculation [82, 
83]. SWI enhances the contrast of deoxyhemoglobin compared to the brain paren-
chyma, therefore, enables the visualization venules without a contrast agent. This 
contrast enhancement leads to the development of methods to quantify venules in 
multiple sclerosis [84] sickle cell anemia, [85] CADASIL [86] and Alzheimer’s 
disease (AD) [87]. In addition to arterioles pathology, venules pathology such 
occluded venules may be a contributing factor to small vessel disease [88] and 
venules tortuosity is a potential indicator of venule pathology, and the tortuosity 
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computation is done at 7 T without contrast [81]. More tortuous venules are more 
common with aging and mostly distributed near regions of white matter hyperin-
tensities [89, 90]. The venules tortuosity is believed to be the result of the inflam-
mation changes and is associated with white matter hyperintensities in the brain 
parenchyma and could predate radiologically overt white matter hyperintensities 
[81] (Fig. 2).

Arterial Pulsatility Index

In the past few years, there is an increasing amount of research papers that are 
showing an association between intracranial pulsatility and cerebral vessel disease. 
The increase in the intracranial pulsatility could be a contributing mechanism in 
small vessel disease [91]. Arterial pulsatility index is shown higher in more severe 
small vessel disease cases [92]. Most of these studies were done using transcranial 
Doppler Ultrasound and lower field MRI and investigated larger arteries such as 

Fig. 2  High resolution in vivo gradient echo (GRE) whole-brain acquisitions at 7 T, show-
ing details of the brain structure and a comparison with histology. The images were acquired 
with the tic-tac-toe RF system [42, 43] and with the following GRE sequence parameters: 
TR = 1960, TE = 14, in-plane resolution 0.21 × 0.21 mm2, slice thickness of 1.5 mm, and 64 
slices (114.9 mm) in total (20% gap between slices). In (a), selected slices showing the whole-
brain acquisition; in (b), zoomed image showing the medullary draining veins throughout the 
deep white matter acquired without acceleration (18 min acquisitions); in (c), similar zoomed 
images acquired with acceleration factor (GRAPPA) 2 (9 min acquisition); in (d), the zoomed 
image in the cortical region, showing cortical microvessels (black arrows), without accelera-
tion in the acquisition; in (e), similar slice showing the cortical regions and cortical microvessels 
(black arrows), acquired with GRAPPA 2; in (f), figure adapted from Ref. [130], showing similar 
vasculature structure in the histopathology images of the cortical region. The received profile of 
the MRI images (a–e) was corrected using the SPM12 software package
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the middle cerebral arteries [93]. Small perforating arteries have small diameters 
<300 µm [94, 95] and they are challenging to visualize in the current techniques 
let alone measuring their flow and pulsatility. Building on the relative increase in 
the T2* contrast of the arterial blood, cardiac gated 7 T MRI 2D phase-contrast 
method can measure the pulsatility and blood flow in small artery with good preci-
sion and repeatability [96]. This method measured a higher pulsatility in patients 
with lacunar infarct and intracerebral hemorrhages on both the basal ganglia and 
semioval centers [97]. Most of the studies in the MRI cerebral artery pulsatility are 
cross-sectional and have a limited number of patients. They need to be adjusted to 
several confounding factors such as age. Nonetheless, with the increase in cent-
ers using 7 T and development of automatic methods to segment arteries and esti-
mating pulsatility index, small arterioles pulsatility index could help in unraveling 
poorly understood mechanisms in small vessel disease.

Cerebral Reactivity

Cerebral reactivity measurements might estimate the small vessel disease burden 
directly. The reactivity measures the response of microvasculature to the admin-
istration of acetazolamide and by manipulations of the air breathed by the subject 
(CO2 challenge) breath-holding, and neuronal activation (high-frequency visual 
tasks). A reduced reactivity is a sign of exhausted autoregulation and impaired 
adaptation of microvasculature which can be a consequence of the loss of smooth 
muscle cells, vessel walls stiffness [98], or poor functioning of the pericytes [99].

As a consequence of the impaired autoregulation ischemia of the brain is more 
frequent [100]. The MRI methods to estimate cerebral reactivity are BOLD, arte-
rial spin labels, phase-contrast MRI. BOLD MRI [101], which measures the 
increase of blood oxygenation and the neurovascular coupling, is the most popu-
lar method used in estimating the cerebral reactivity measures [102]. Though the 
interpretation of BOLD signal alterations and their relation to cerebral reactivity 
can be complex, it is the most widely used method for cerebral reactivity assess-
ment. In a recent paper, the authors indicated that spontaneous low-frequency 
fluctuations (0.02–0.04 Hz) without gaseous challenge are a measure of cerebral 
reactivity [103]. As mentioned above, the increase in the magnetic field increases 
the BOLD signal contrast. Therefore, the cerebral reactivity measurement using 
BOLD signal is expected to have higher sensitivity at 7 T [104].

Blood–Brain Barrier

The integrity of the blood–brain barrier (BBB) is imaged with dynamic contrast-
enhanced (DCE) MRI [105], this has demonstrated BBB breakdown associated 
with tumor infiltration. DCE MRI has recently been explored as a marker of blood–
brain barrier breakdown in small vessel disease as well as in conditions such as dia-
betes and Alzheimer’s disease. BBB acts as a regulator for material transfer to and 
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out of the cerebrum, Also BBB maintains homeostasis of the brain cell environ-
ment. In addition to the breakdown of the BBB with tumor infiltration, the BBB 
may leak more with advancing age [76] and is leakier in white matter hyperintensi-
ties in small vessel disease [106]. In a recent case report using ultrahigh field MRI, 
it was observed that microbleeds were formed in the areas of BBB disruption [107].

Mechanical Assessment of Cerebral Tissue

Age and disease alter brain tissue mechanical properties [108, 109]. Elastography 
methods are imaging-based techniques that can estimate the elastic property of 
biological tissue [110]. The elastography techniques can use the endogenous small 
vessel pulsatility to estimate the displacement (<1 mm) in the brain tissue [111] 
or apply exogenous force to estimate stiffness. Magnetic resonance elastography 
(MRE) uses an exogenous force to estimate brain tissue stiffness. This exogenous 
force induces mechanical waves that travel perpendicular to the direction of the 
applied force. The wave speeds are measured using magnetic resonance elastogra-
phy (MRE). MRE can be sensitive to tissue alterations [112]. Thus, MRE has the 
potential to assess tissue alterations in SVD at an early stage. The MRE is finding 
its way into the UHF field, and it is expected to be added as a routine research 
sequence [113].

Neuroimaging Connectomes for Late-Life Depression 
and Small Vessel Disease

Connectomes are defined as the structural and functional mapping of neural con-
nections between different brain regions to understand the organization of the 
human brain [114]. This functional and structural organization or networks can 
be analyzed using MRI and has benefited from the advances of the ultrahigh field 
imaging [30].

Structural Networks

Diffusion-weighted imaging (DWI) may detect the weakened white matter integ-
rity on a microstructure scale, in normal-appearing white matter [115]. Therefore, 
it can be used as an indicator of small vessel disease. Diffusion tensor imaging 
(DTI) and graph theory [116, 117] measures the white matter integrity of the 
whole-brain structural networks. In SVD, metrics such as path length (connect-
ing two brain regions) and efficiency are used to investigate how the burden of 
SVD affects the brain. For example, an increase in path length between two brain 
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regions means the information is routed through the long way. Thus, DTI-based 
connectomes can be used as an indicator of the severity of the disease [118].

Functional Networks

Neuronal activity at rest (under no cognitive command) induces spontaneous fluc-
tuation throughout the brain; this fluctuation can be temporally  correlated in dif-
ferent brain regions without direct fiber connectivity. This synchronized activity is 
called resting states; it was observed in BOLD fMRI [119]. Resting states fMRI 
(rs-fMRI) is analyzed using distinct computational methods (seed-based corre-
lations [120], independent component analysis [121] and graph theory [122]) to 
extract resting brain networks. The resting brain networks provide information 
about the intrinsic organization of the brain networks, and the alteration of these 
networks can be indicative of a pathogenic brain process that affects mental health 
like major depression disorder [123], schizophrenia [124, 125] and cognition like 
attention-deficit/hyperactivity disorder [126, 127]. Similar to the structural con-
nectomes, functional connectomes shows a disrupted organization of the func-
tional brain networks in late-life depression [128] and small vessel disease [129].

Connectomes in the Clinics

The evidence is growing that the connectomes are a potential clinical tool that can 
map and characterize brain networks in healthy aging population as opposed to 
an aging population with small vessel disease. However, a considerable effort is 
required to validate the reliability, reproducibility, specificity, and sensitivity of 
SVD connectomes, if they are going to be used as a clinical tool and marker for 
the small vessel diseases.

Conclusion

In this chapter, we have highlighted how UHF MRI can enhance the imaging 
of small vessel disease (SVD). The advances rely on improvements in the basic 
MR coil design, which allow for uniform high SNR. We reviewed how the UHF 
MRI allows for improved identification of small microbleeds and microinfarcts, 
as well as improved characterization of the small arteries and veins. Small vessel 
disease is strongly associated with a variety of neuropsychiatric syndromes in late-
life, including late-life depression. Advanced imaging techniques, such as those 
described in this chapter, can help identify mechanisms relating SVD to depres-
sion. Moreover, they may help identify targets for prevention and treatment.
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Abstract
Scientific findings over the past few decades have shaped our understanding of 
the underlying neurobiology associated with psychiatric illnesses. However, 
despite significant advances in research, there is widespread disappointment 
with the overall pace of progress in detecting and treating psychiatric disor-
ders. Current approaches for the diagnosis of psychiatric disorders largely rely 
on physician-patient questionnaires that are most of the time inaccurate and 
ineffective in providing a reliable assessment of symptoms. These limitations 
can, however, be overcome by applying artificial intelligence (AI) to electronic 
medical database and health records. AI in psychiatry is a general term that 
implies the use of computerized techniques and algorithms for the diagnosis, 
prevention, and treatment of mental illnesses. Although the past few years have 
witnessed an increase in the use of AI in the medical practice, its role in psy-
chiatry remains a complex and unanswered question. This chapter provides the 
current state of knowledge of AI’s use in the diagnosis, prediction, and treat-
ment of psychiatric disorders, and examines the challenges and limitations of 
this approach in the medical practise.
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Introduction

Psychiatric disorders are one of the leading causes of disability worldwide, 
affecting individuals from an early age [1]. They represent a major burden to the 
affected individuals in terms of years of life lost to disability or death, but also to 
the society in terms of the ensuing health care costs [2]. Some of the most fre-
quently observed mental health disorders include mood, anxiety, and substance 
use disorder [3]. It is estimated that roughly 30% of adults will experience one of 
these mental health disorders across their lifetime [3]. There is therefore an urgent 
need to detect signs and symptoms of psychiatric disorders at an early stage as this 
could provide an opportunity to more effectively manage the symptoms.

The development of the latest edition of the Diagnostic and Statistical Manual 
of Mental Disorders (DSM-5), which was made available in 2013, has provided 
clinicians with a new approach to diagnose psychiatric disorders based on dimen-
sions rather than categories [4]. However, despite introducing new and improved 
sets of diagnostic criteria, the DSM-5 suffers from relatively low reliability in 
clinical settings because of its inability to consistently identifying false positives 
and distinguishing risk from disorder [5]. The field of psychiatry also lacks reli-
able biomarkers that could effectively demarcate disease state from normal state, 
though advances in genetics and neuroimaging are slowly paving the way toward 
improved diagnosis [6].

For decades, even centuries, the field of psychiatry has largely relied on patient 
self-reports and clinical observations, often leading to subjective and inaccurate 
evaluations. In our new era of technological innovations, developments in artificial 
intelligence (AI) could provide a promising opportunity for improving, and even 
revolutionizing, interventions with psychiatric disorders [7, 8]. AI in psychiatry is 
a broad term that involves the use of advanced computerized techniques such as 
automated language processing and machine learning algorithms for assessing a 
patient’s mental state beyond what could be measured with self-reports and clini-
cal observations. Although still in its infancy, AI has already revolutionized mental 
health care and has profoundly influenced the way clinicians detect, predict, and 
treat psychiatric disorders [7, 9, 10].

This chapter provides an overview of recent evidence that support the use of 
AI in the diagnosis, prediction, and treatment of psychiatric disorders (which is 
summarized in Fig. 1), and highlights the existing challenges and limitations 
associated with this approach.

AI in the Diagnosis of Psychiatric Disorders

Although recent years have witnessed substantial progress in our understanding 
of the neurobiology underlying psychiatric disorders, the capacity of clinicians to 
diagnose these disorders has been hampered by the lack of objective and reliable 
clinical measures. One promising approach in the diagnosis of psychiatric disor-
ders is the use of computerized techniques. For instance, latent semantic analysis 



Artificial Intelligence in Psychiatry 121

(LSA), an automated high-dimensional tool for the analysis of speech transcripts, 
has been successfully employed to aid clinicians in the diagnosis of psychiatric 
disorders [9, 11, 12]. LSA is a computational technique in natural language pro-
cessing for concept-based text analysis [13]. It acquires a representation of seman-
tic knowledge based on the analysis of a wide array of words of natural discourse, 
and by unraveling the relationship between words and passage meanings [11]. The 
fundamental principle for developing a model of meaning is that words that are 
used in similar contexts tend to be more semantically related to each other com-
pared to words that are used in different contexts [11, 14]. Using this approach, 
Elvevag et al. [11] analyzed the speech transcripts of patients with schizophrenia 
and healthy control volunteers, and by doing so, were successfully able to deter-
mine whether a particular discourse belonged to a patient or control group. LSA 
combined with structural speech analysis has also been successfully used to detect 
subtle deviations between first-degree relatives of schizophrenia patients and unre-
lated healthy individuals [12]. More recently, machine learning techniques have 
been used to improve the discrimination between healthy individuals and adults 
with attention deficit hyperactivity disorder (ADHD) [15]. The use of AI could 
therefore have a huge impact on the health care system as it can be used to com-
plement human clinical ratings in neuropsychological disorders, thereby reducing 
the number of false-negative and false-positive diagnoses.

Discrimination between schizophrenia and healthy control volunteers (Elvegag et al.,
2007) and between first-degree relatives of schizophrenia patients and unrelated healthy
individuals (Elvevag et al., 2010) with latent semantic analysis (LSA) combined with
structural speech analysis

Discrimination between attention deficit hyperactivity disorder (ADHD) and control
groups, as well as between ADHD subtypes, with machine learning techniques based on
power spectra of electroencephalography measurements (Tenev et al., 2014)

Prediction of the development of psychosis in high-risk youths with automated speech 
analysis combined with machine learning (Bedi et al., 2015) 

Prediction of future suicide attempts in a cohort of adult patients with machine learning 
applied to electronic health records (Walsh et al, 2017)

Prediction of future suicide attempts in veterans with computerized text analytics 
applied 

to unstructured medical records (Poulin et al., 2014)

Treatment of depression and/or anxiety through the use of computer-assisted therapy 
(CAT) programs such as Beating the Blues (Proudfoot et al., 2003; Proudfoot et al., 2004)

Treatment of psychosis (Alvarez-Jimenez et al., 2013) and depression (Rice et al., 2018) 
through the use of the moderated online social therapy (MOST); a program that integrates 
online peer support and social networking within a clinician moderated site

Diagnosis

Prediction

Treatment

Fig. 1  Applications of AI in psychiatry. This figure shows a non-exhaustive list of evidence in 
support of the use of AI in the diagnosis, prediction, and treatment of psychiatric symptoms
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AI as a Prediction Tool in Psychiatry

AI-based techniques have also been effectively used in the prediction of psychiat-
ric symptoms including psychosis, which broadly includes the manifestations of 
thought disorders, behavioral disorganization, or catatonia [16]. Using automated 
speech analysis in combination with machine learning, Bedi et al. [9] were able 
to accurately predict the development of psychosis in high-risk youths, outper-
forming classification from clinical interviews, where much of the assessments 
rely on the patient’s motivation to accurately report his experience. Enhancing 
the capacity to predict psychosis could have significant impacts for the identifi-
cation of high-risk individuals and could provide clinicians with valuable infor-
mation on which to base treatment and prognostic decisions. Another application 
of machine learning algorithms is the prediction of suicide in high-risk individu-
als. Accounting to roughly 800 thousand deaths worldwide every year, suicide is a 
major public issue that cannot be ignored [17]. Over the past few years, develop-
ments in machine learning techniques have proved efficient in determining with 
relatively high success the intent of suicide in high-risk individuals. For instance, 
machine learning algorithms based on linguistic and acoustic characteristics were 
successfully used to classify a cohort of subjects recruited from medical centers 
into suicidal, mentally ill but not suicidal, or control group with an accuracy of up 
to 85% [18]. More recently, Walsh et al. [19] were able to accurately predict future 
suicide attempts in a cohort of adult patients with a history of self-injury by apply-
ing machine learning to electronic health records. Results have been more than 
80% accurate in predicting whether someone will make a suicide attempt within 
the next two years, and 92% accurate in predicting whether someone will make 
a suicide attempt within the following 7 days [19]. Last but not least, computer-
ized text analytics applied to unstructured medical records predicted the risk of 
suicide in veterans with more than 65% accuracy, thereby allowing clinicians to 
better screen seemingly healthy individuals and to evaluate their risk for attempt-
ing suicide in the future [10].

AI-Assisted Therapy in Psychiatry

The majority of early intervention programs to individuals experiencing symp-
toms of mental health disorders provide services that do not last a long time, 
often resulting in poor outcomes and loss of benefits after their termination [7]. 
Computer-assisted therapy (CAT) could offer exciting prospects in this regard by 
delivering some aspects of psychotherapy or behavioral treatment [20]. CAT typi-
cally consists of programs made up of videos and questionnaires that are delivered 
to the patient through a computerized platform to help him cope with his symp-
toms. For instance, Beating the Blues, a computerized-assisted therapy recom-
mended by the National Institute for Health and Clinical Excellence, was proven 
effective in reducing symptoms of depression and/or anxiety in randomized con-
trolled trials [21–23].
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CAT could also be delivered via the Internet, thus allowing a higher degree of 
interactivity between the patient and the program [20]. This approach is referred to 
as e-therapy. Existing e-therapies range from programs that provide support to the 
user through chat rooms to those with a high level of clinician involvement, where 
communication with the user is accomplished through e-mail correspondence [20, 
24]. Considering that Internet is intricately merged into our daily lives, e-thera-
pies could be an effective way to provide support for individuals suffering from 
mental health disorders [7, 25]. For instance, the moderated online social therapy 
(MOST) project, an Internet-based intervention, has been specifically designed to 
aid individuals with a mental health disorder through an online social therapy sys-
tem [7, 26, 27]. MOST uniquely integrates online peer support and social network-
ing within a clinician moderated site [7, 28]. To date, the MOST model has been 
effectively implemented in studies that included young people recovering from 
psychosis [29] or depression [30], though more work is needed to address the long 
term suitability of this model.

Pros and Cons of AI-Based Interventions

AI-based interventions offer several advantages to the user. One of the advantages 
of using computerized platforms is that it dissipates the stigma associated with 
revealing symptoms of mental disorders to the clinician [31]. In addition, AI-based 
interventions are usually cost-effective [32] and offer significant advantages to 
individuals who have limited mobility due to their symptoms [20]. Research over 
the past few years has also shown that CAT is quite effective in enhancing sup-
portive relationships, decreasing isolation, and increasing self-disclosure [33–35]. 
Notwithstanding their numerous advantages, interventions that are based on AI 
techniques carry risks and limitations. For instance, treatment plans that rely on 
computerized techniques do not implement full psychiatric evaluations and do not 
display the emphatic concern and emotional awareness of physicians. As a result, 
individuals who only rely on AI-based interventions are often discouraged to pur-
sue treatment [20]. Another major concern is that the majority of the studies on 
AI-based interventions have been conducted by their developers who want to dem-
onstrate the efficacy of their product with personal financial stake in the outcome 
[20]. Finally, the implementation of AI-based treatments may face several ethical 
concerns regarding patient safety and privacy and could lead to a rise in unem-
ployment in the field of psychiatry.

Conclusion

In summary, findings collected over the past few years support the utility of 
AI-based interventions in the diagnosis, prediction, and treatment of psychiatric 
disorders. Computerized techniques such as automated speech language analysis 
could provide the groundwork for future developments of reliable clinical tests for 
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psychiatry, and may revolutionize the way clinicians treat psychiatric disorders. 
Innovations such as CAT and MOST have already proved effective in ameliorat-
ing symptoms of depression, anxiety and/or psychosis through online peer sup-
port, and could present an opportunity to facilitate the delivery of tailored therapy 
content while facilitating privacy and autonomy. Future work should focus on 
evaluating the effectiveness of AI-based therapy in large controlled trials and in 
ascertaining its advantage compared to the traditional clinical delivered therapy. 
These investigations will help bring a new dimension to the psychotherapeutic 
process and will play a crucial role in enhancing the quality of life of individuals 
who suffer from mental health disorders.
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Abstract
Evidence now suggests that precision psychiatry is becoming a cornerstone 
of medical practices by providing the patient of psychiatric disorders with the 
right medication at the right dose at the right time. In light of recent advances 
in neuroimaging and multi-omics, more and more biomarkers associated with 
psychiatric diseases and treatment responses are being discovered in precision 
psychiatry applications by leveraging machine learning and neural network 
approaches. In this article, we focus on the most recent developments for 
research in precision psychiatry using machine learning, deep learning, and 
neural network algorithms, together with neuroimaging and multi-omics data. 
First, we describe different machine learning approaches that are employed 
to assess prediction for diagnosis, prognosis, and treatment in various preci-
sion psychiatry studies. We also survey probable biomarkers that have been 
identified to be involved in psychiatric diseases and treatment responses. 
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Furthermore, we summarize the limitations with respect to the mentioned pre-
cision psychiatry studies. Finally, we address a discussion of future directions 
and challenges.

Keywords
Artificial intelligence · Biomarker · Genomics · Multi-omics ·  
Neural networks · Neuroimaging · Precision medicine

Introduction

The interdisciplinary fields of precision psychiatry, machine learning, neural net-
work algorithms, and neuroimaging had been making good progress in recent 
years [1–3]. The objective of a machine learning method is to enable a data-driven 
algorithm that can generally learn from data of the past or present and leverage 
the learned knowledge to make a predictive decision for an unknown future event 
or for any unknown data in the future [4–6]. In the general terms, the roadmap for 
a machine learning method is comprised of three steps where we build the model 
from initial inputs in the first step, evaluate and tune the model in the second step, 
and then utilize the model for making a predictive decision in the third step [4–6]. 
In the field of precision psychiatry, machine learning approaches integrate multi-
ple data types such as neuroimaging and multi-omics data by using state-of-the-
art statistical and data mining algorithms that can automatically learn to perceive 
complicated patterns based on empirical datasets [1–3]. To address the pressing 
challenges precision psychiatry faces today, there is a tremendous need for the 
development of machine learning software frameworks that can achieve clinical 
predictions of a given categorical or quantitative phenotype using next-generation 
neuroimaging and multi-omics data [1–3].

Precision psychiatry, an emerging field of medicine, is growing into a corner-
stone of medical practices with prospects of the customization of healthcare for 
patients with psychiatric disorders, which means that medical practices, deci-
sions, and treatments are tailored to individual patients [7]. More precisely, entire 
patient populations are subdivided into groups by biomarkers such as neuroimag-
ing and multi-omics data; thereby, medications might be adapted personally to 
each individual patient with relevant or comparable genetic and imaging char-
acteristics [7]. To date, there are more and more accumulating biomarkers that 
could affect clinical drug response and disease prognosis for treatment of patients 
with psychiatric disorders [8]. Furthermore, it has long been acclaimed that 
selected single nucleotide polymorphisms (SNPs) and gene expression profiles 
could be used as biomarkers to influence clinical treatment response and adverse 
drug reactions for antidepressants in patients with major depressive disorder 
(MDD) [9, 10].

Recent advances in machine learning, especially deep learning, have pointed 
out its potential and ability to learn and recognize nonlinear and complicated 
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hierarchical patterns based on enormous large-scale empirical datasets [11–15]. 
Due to new approaches such as the deployment of general-purpose computing 
on graphics processing units, deep learning has achieved state-of-the-art perfor-
mances on a wide variety of applications such as precision psychiatry [2, 12–15]. 
In general, the goal of deep learning is to construct a machine learning algorithm 
to facilitate a hierarchical representation of the data by using multiple layers of 
abstraction such as neural networks [12–16]. In other words, a deep learning algo-
rithm for classification applications such as medical diagnosis in precision psychi-
atry is a procedure for choosing the best hypothesis using a neural network with 
multiple layers, instead of using a neural network with only single layer [12–16].

With the advent of technology in neuroimaging and multi-omics sciences, 
novel diagnostic tools as well as new drugs are exhibiting high growth potentials 
to address the needs of precision psychiatry for treatment and therapeutic inter-
ventions [17]. The use of biomarkers based on machine learning approaches has 
played a vital role in precision medicine in psychiatry [17]. Recently, there were 
a number of key emerging diagnostic studies for various diseases and treatments 
of significance for psychiatry with consideration of machine learning methods [2]. 
To that end, it would be greatly fascinating to create machine learning models that 
are able to forecast the probable outcome of disease status and drug treatment for 
patients with psychiatric disorders [2, 17]. In addressing this need, machine learn-
ing approaches might provide invaluable tools to accomplish the promise of preci-
sion psychiatry by tailoring treatment based on individual biomarkers [2, 17]. In 
this article, we present various precision psychiatry studies for assessment of dis-
ease status and drug treatment with consideration of machine learning, deep learn-
ing, and neural network approaches. In addition, we summarize the limitations in 
these studies and provide a discussion of future directions and challenges.

Method

Literature Search and Analyses

In this review, we present relevant studies on precision psychiatry and machine 
learning applications after a comprehensive search of the electronic PubMed data-
base (2015–present). Key words in the search included “machine learning,” “deep 
learning,” “psychiatry,” “neuroimaging,” “precision psychiatry,” and “neural net-
work.” Furthermore, we employed a manual search procedure of bibliographical 
cross-referencing. We manually screened the obtained articles and aimed at iden-
tifying original papers and reviews with a particular focus on precision psychiatry 
and machine learning applications. While this article is by no means a comprehen-
sive review of all potential studies reported in the literature, we merely pinpointed 
various examples for machine learning methods in precision psychiatry.
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Machine Learning and Neural Network Applications

Here we describe selective studies that focus on four main arenas including diag-
nosis prediction, prognosis prediction, treatment prediction, and the detection of 
potential biomarkers in the context of machine learning and neural network meth-
ods in psychiatry. Clinical or biological suggestions from these four main catego-
ries could be a decision support aide for future prognosis and optimal treatments 
in translational psychiatry [18].

While this summary does not provide the entire set of relevant studies reported 
in the literature, it nonetheless provides a synthesis of those that can markedly 
influence public and population health-oriented applications in psychiatry and 
machine learning in the near to midterm future.

Diagnosis Prediction

In recent years, there has been a growing trend in combining machine learning 
techniques and structural and functional neuroimaging to provide new insights 
into brain disorders such as Alzheimer’s disease, autism spectrum disorder, and 
schizophrenia [19]. In particular, we focus on emerging big data methodologies 
such as deep learning in the following selective studies.

In order to distinguish mild to severe sporadic Alzheimer’s disease from nor-
mal aging, Kloppel et al. pioneered a project to utilize a machine learning method, 
support vector machines (SVMs), using structural magnetic resonance imaging 
(MRI) and achieved 89% accuracy in their model [20]. In their two-step proce-
dure, SVMs learned the differences between patients with Alzheimer’s disease and 
healthy controls in the first step, and then the framework was tested on a new brain 
scan in the second step [20].

In a recent study, Ju et al. proposed a deep learning approach, which consists 
of auto-encoders and a softmax regression layer, to predict the early diagnosis 
of Alzheimer’s disease [21]. In general, the auto-encoder is an encoding archi-
tecture, which consists of a neural network with the input layer representing the 
MRI data, multiple hidden layers representing nonlinear transformations from the 
previous layer, and the output layer representing the reconstructed MRI instances. 
Compared to widely used single-kernel SVM (accuracy = 84.40%) and multi-
kernel SVM (accuracy = 86.42%), their proposed auto-encoder model had a bet-
ter accuracy (87.76%). Their work highlights that deep learning approaches have 
an advantage over traditional machine learning methods to predict and prevent 
Alzheimer’s disease at an early stage [21].

With a belief network-based algorithm, Ortiz et al. employed a deep learning 
architecture that integrates gray matter images from brain areas and automated 
anatomical labeling data for identifying Alzheimer’s disease with MRI data [22]. 
Their model was composed of an ensemble of two deep belief networks with four 
different voting schemes [22]. The analysis results demonstrated that the proposed 
deep belief network method provided good performances for differentiating images 
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between healthy controls and Alzheimer’s disease  individuals (accuracy = 90%) as 
well as differentiating images between mild cognitive impairment and Alzheimer’s 
disease (accuracy = 84%) [22].

In machine learning, a deep belief network is a class of deep neural networks 
which consist of multiple layers of latent variables and can be viewed as a com-
position of auto-encoders [23]. Deep belief networks have also been applied to 
discriminate young children with autism spectrum disorders using functional MRI 
[23]. In addition, Pinaya et al. utilized a deep belief network model to character-
ize differences between patients with schizophrenia and healthy controls (accu-
racy = 73.6%) using MRI data, and the performance was better than the SVM 
model (accuracy = 68.1%) [24].

Prognosis Prediction

In order to identify course trajectories of MDD, Schmaal et al. proposed a 
machine learning framework that integrates structural and functional MRI using 
Gaussian process classifiers [25]. Gaussian process classifiers are one type of 
multivariate pattern recognition methods, which are similar to SVMs and provide 
the advantage of predictive probabilities of class membership [25]. Schmaal et al. 
employed Gaussian process classifiers to evaluate three MDD trajectories (includ-
ing chronic, gradual improving, and fast remission patients) using prognostic 
value of MRI and clinical data (such as baseline severity, duration, and comorbid-
ity) [25]. Their analysis showed that their machine learning framework can dis-
criminate chronic patients from remitted patients up to 73% accuracy.

To predict health status and better inform clinical decision-making, Miotto 
et al. proposed a deep learning framework which constructs a general-purpose 
patient representation from electronic health records (EHRs) to facilitate clinical 
predictive modeling [26]. Specifically, the deep learning framework uses a mul-
tilayer neural network, which is a three-layer stack of de-noising auto-encoders 
with sigmoid activation functions to derive hierarchical regularities and dependen-
cies in the dataset of about 700,000 patients [26]. Then, random forest classifiers 
were implemented to evaluate the probability that patients might develop a cer-
tain disease given their current clinical status [26]. In the proposed deep learning 
framework, de-noising auto-encoders were trained to reconstruct the input from 
a noisy version of the original data to avoid overfitting [26]. The findings indi-
cated that schizophrenia and attention deficit hyperactivity disorder could be fore-
casted with high accuracy (area under the receiver operating characteristic curve 
(AUC) = 0.85) [26]. Moreover, Miotto et al. compared the proposed deep learning 
framework with well-known conventional machine learning algorithms, including 
principal component analysis, k-means clustering, Gaussian mixture model, and 
independent component analysis [26]. The performance metrics of the proposed 
deep learning framework were superior to those obtained by the conventional 
machine learning algorithms [26]. The main strength of the proposed approach is 
that preprocessing EHR data with the deep learning framework can help provide 
more effective predictions because of nonlinear transformations [26].
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Treatment Prediction

The use of machine learning in terms of predicting treatment response in psychi-
atric drugs is still in its infancy as scant human studies have investigated methods 
to build prediction models for estimating treatment response. We focus on antide-
pressant treatment response in this section.

In order to predict patient-specific possible antidepressant treatment outcomes 
in MDD, Lin et al. carried out a deep learning prediction algorithm and lever-
aged it to the integrated datasets from several data types (including genetic data 
such as SNPs, demographic data such as age, sex, and marital status, and clinical 
data such as baseline Hamilton Rating Scale for Depression score, depressive epi-
sodes, and suicide attempt status of MDD patients) [27]. First, they conducted a 
genome-wide association study (GWAS) to pinpoint potentially significant SNPs 
of antidepressant treatment response and remission in a hypothesis-free manner 
[27]. Their deep learning prediction algorithm is called the multilayer feedforward 
neural network (MFNN) approach, which adapts the back-propagation algorithm. 
MFNN was employed to calculate the predicted complex relationship between 
antidepressant treatment response and biomarkers [27]. An advantage of their 
approach is that these predictive MFNN methods possess the benefits of nonlinear 
models, fault tolerance, real-time processing, and integrated systems [27]. In their 
analysis results, Lin et al. identified the MFNN model with three hidden layers 
(AUC = 0.81; sensitivity = 0.77; specificity = 0.66) for remission and the MFNN 
model with two hidden layers (AUC = 0.82; sensitivity = 0.75; specificity = 0.69) 
for antidepressant treatment response [27].

There are several studies that utilized traditional machine learning methods 
to predict antidepressant treatment response. A study by Kautzky et al. reported 
that a machine learning prediction model pinpointed 25% of responders cor-
rectly for treatment outcome by using clinical and genetic information [28]. Their 
model was based on the random forests algorithm, which is an ensemble learning 
method and is constructed as a multitude of decision trees to perform classifica-
tion tasks [28]. Particularly, Kautzky et al. identified several potential biomark-
ers including a clinical variable called melancholia as well as three SNPs such 
as brain-derived neurotrophic factor (BDNF) rs6265, 5-hydroxytryptamine recep-
tor 2A (HTR2A) rs6313, and protein phosphatase 3 catalytic subunit gamma 
(PPP3CC) rs7430 [28].

Moreover, by leveraging information such as age, structural imaging, and mini-
mental status examination scores, the subsequent study by Patel et al. showed that 
a machine learning model predicted treatment response with 89% accuracy by 
using an alternating decision tree model, which generalizes decision trees and is 
related to boosting for primarily reducing bias and variance [29].

Furthermore, another study by Chekroud et al. demonstrated that a machine 
learning model estimated clinical remission by using 25 variables with 59% accu-
racy [30]. First, the top 25 predictors were identified by the elastic net, and then 
a tree-based ensemble method, a gradient boosting machine, was used to com-
bine several weakly predictive models (typically decision trees) to form a final 
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ensemble model [30]. In particular, Chekroud et al. identified the top three poten-
tial biomarkers of non-remission such as baseline depression severity, feeling rest-
less during the past 7 days, and reduced energy level during the past 7 days [30]. 
On the other hand, the top three potential biomarkers of remission were total years 
of education, currently being employed, and loss of insight into one’s depressive 
condition [30]. One advantage of their approach is that their model and predictors 
were externally validated by other independent cohorts [30].

Iniesta et al. also implicated that a machine learning model based on clinical 
and demographical characteristics can forecast response with clinically mean-
ingful accuracy by using regularized regression models (AUC = 0.72) [31]. They 
utilized elastic net, an application of regularized regression models, which are gen-
eral linear models with penalties to provide variable selection from a large number 
of variables while avoiding overfitting [32].

Finally, a recent study by Maciukiewicz et al. suggested that a machine learn-
ing model based on SNPs can predict treatment response with 52% accuracy by 
using both SVM-based and decision trees-based models [33]. They first conducted 
a GWAS study to search for genetic susceptibility loci of antidepressant treatment 
response in a hypothesis-free manner [33]. Then, they performed least absolute 
shrinkage and selection operator (LASSO) regression to identify potentially signif-
icant predictors such as rs2036270 and rs7037011 SNPs [33]. In order to enhance 
the prediction accuracy, LASSO performs both variable selection and regulariza-
tion [34].

Detection of Potential Biomarkers

In order to carry out a novel risk factor called Alzheimer’s disease pattern simi-
larity scores, Casanova et al. implemented a high-dimensional machine learning 
framework which is a regularized logistic regression method with an elastic net to 
simultaneously accomplish data integration and prediction for Alzheimer’s disease 
[35]. A regularized logistic regression method with the elastic net, also called the 
adaptive elastic net, has been successfully applied in high-dimensional data, where 
the adaptive elastic net uses elastic net estimates as the initial weight in the model 
[32, 36]. By using MRI data, their approach is based on a coordinate-wise descent 
technique [37] and is able to discriminate patients with Alzheimer’s disease from 
healthy controls [35]. Casanova et al. revealed that Alzheimer’s disease pattern 
similarity scores had strong associations with age, cognitive function, and cogni-
tive status and may be used as an Alzheimer’s disease risk factor [35].

Limitations

The findings as discussed in the previous sections should be interpreted by taking 
into account some limitations of these studies in psychiatry and machine learning 
applications. One limitation of the aforementioned studies is that the small size of 
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the sample does not allow for drawing of definite conclusions due to the possibil-
ity of overfitting during the training process of machine learning and deep learn-
ing algorithms [38]. Second, it is important to replicate their results by comparing 
comparable data from an independent cohort [2]. However, most of these studies 
did not provide replication studies because more and larger datasets may not be 
available to facilitate subsequent studies. Furthermore, these findings may not be 
generalizable. An open challenge is that the most useful findings will generalize 
across various testing conditions, broader populations, different ethnic groups, 
numerous sites, and diverse real-life clinical settings [39].

In addition, variability in data quality such as missing data may make prior 
selection of predictive variables or driver biomarkers essential; for example, prese-
lecting SNPs from the GWAS data [40]. However, we speculate that this preselec-
tion can be expected to impact the overall structure and implementation in the final 
machine learning model. In future work, large prospective clinical trials are neces-
sary in order to answer whether the relevant biomarkers are reproducibly associ-
ated with disease status and drug response in machine learning studies.

While in this article we selected a few studies to exemplify relevant machine 
learning and deep learning algorithms in the neurobiology of psychiatric disor-
ders, it should be pointed out that psychiatry research could further benefit from 
combining the advanced machine learning algorithms with multi-omics tech-
niques [17]. Several existing biobanks have been established for multi-omics stud-
ies, including the COMBINE Biobank [41], the Korea Healthy Twin Study [42], 
LifeGene [43], and the Taiwan Biobank [44–51].

Finally, it should be noted that in order to demonstrate the robustness of a sin-
gle biomarker or even a set of biomarkers, future studies in precision psychiatry 
and machine learning should assess the overlap or lack of overlap between bio-
markers in diverse machine learning analyses by using tools such as Venn dia-
grams [52]. Current evidence indicates that various machine learning analysis 
strategies may often yield different biomarkers, even when they were applied to 
the same type of disease [53].

Perspectives

As suggested by the aforementioned studies, precision psychiatry promises to 
offer new therapeutic and diagnostic techniques for accurate diagnosis, prog-
nosis, and treatment in a disease-specific and patient-specific manner [7, 8, 54, 
55]. In the context of multi-omics and neuroimaging-driven approaches, it is of 
major importance that potential clinical applications involving machine learning 
for prediction of drug responses or disease might provide the appropriate solu-
tions to global primary care, and thereby it would have been up-taken by users 
and governments. Moreover, it is hypothesized that the next generation of psy-
chiatric therapies for disease treatment thus ought to take into consideration the 
interplay among neuroimaging and multi-omics data. The latest advances in sin-
gle-cell sequencing and data-intensive life sciences will certainly trigger more 
novel machine learning software tools for population health in the next decade 
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[56]. Furthermore, it will also increasingly generate application-oriented solutions 
toward the field of public health in light of the pressing needs of precision psy-
chiatry for innovative diagnostics [57]. Over the next few years, machine learning-
based precision psychiatry for the pretreatment prediction may become a reality in 
patient care after prospective large clinical trials to validate clinical factors and the 
relevant biomarkers [58].
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Abstract
Neuroimaging-based personalized medicine is emerging to characterize brain 
disorders and their evolution at the patient level. In this chapter, we present 
the most classic methods used to infer large-scale brain connectivity based on 
functional MRI. We adopt a modeling perspective where every connectivity 
measure is linked to a specific model that allows to interpret the connectivity 
estimate. This perspective allows to analyze the quality of retrieved connectiv-
ity profiles in terms of modeling error and estimation error. In the first part of 
the chapter, we present undirected functional connectivity (Pearson’s correla-
tion and MI) and effective connectivity (partial correlation), as well as directed 
effective connectivity (VAR, MOU, Granger causality, DCM). In addition, 
some of these measures correspond to fully connected graphs (Pearson’s cor-
relation) while others to sparse ones (MOU, DCM), where the sparsity can 
come from the integration of functional and structural data. In the second 
part, we claim that machine learning tools are better suited than null-hypoth-
esis testing to link the estimated connectomes with diagnosis and prognosis of 
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neuropsychiatric diseases. Finally, we propose that linear models and features 
selection are preferable to more complex and nonlinear tools (when prediction 
performance is on a par) for building interpretable algorithms to predict clinical 
variables.

Keywords
Model-based connectivity · Functional connectivity · Effective 
connectivity · Interpretable machine learning · Whole-brain modeling

Neuroimaging-based personalized medicine is emerging to characterize brain dis-
orders and their evolution at the patient level. Here we describe current approaches 
used to investigate brain diseases from functional magnetic resonance imaging 
(fMRI) data. In particular, we will introduce in a systematic way the most classi-
cal methods used to characterize the correlation patterns of fMRI activity between 
brain areas (regions of interest, ROIs), which is referred to in the general sense as 
the functional connectome. We then discuss the relation of each type of FC to a 
specific generative model of brain activity. Finally, we discuss how to link FC to 
clinically relevant variables (using ML) with the aim of providing an early diagno-
sis and complementing therapeutic strategies using fMRI-based biomarkers [1–3].

All code used in this chapter is available from a public Git repository on 
BitBucket: https://bitbucket.org/ainsabato/imaging_connectomics. The code is 
written in Python 3 and uses, beyond the typical suite of libraries for scientific 
computing (Scipy, Numpy, Matplotlib): NetworkX library to deal with networks, 
Scikit Learn for machine learning routines, Pandas and Seaborn for some graphi-
cal representations. All figures can be reproduced running the Jupyter notebook 
imaging_connectomics_chapter.ipynb and may easily modified by varying param-
eters to further explore the topics presented in the chapter.

Functional Connectivity Measures

In the literature, three families of connectomes have emerged:

• Structural connectivity (SC): It measures the density or probability of ana-
tomical pathways that connect two ROIs, mostly via the white matter [4], as 
measured by DTI and reconstructed with tractographic algorithms. This led to 
the definition of the human connectome at the whole-brain level [5, 6].

• Functional connectivity (FC): Pairwise interactions between the activity of 
ROIs as measured by BOLD fMRI signal. The interaction is usually measured 
by Pearson’s correlation or synchrony [7, 8] but also other measures have been 
tried like mutual information [9] or instantaneous phases [10, 11].

• Effective connectivity (EC): Coming from electrophysiology [12], the con-
cept has been brought to neuroimaging and further developed in the context of 
the dynamic causal model (DCM) [13–15]. Note that it is also still used close 
to its original formulation when measuring stimulation-driven responses in 

https://bitbucket.org/ainsabato/imaging_connectomics
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neuroimaging [16]. Here we broadly use the concept as the underlying con-
nectivity in a generative model, i.e., the graph that determines the connections 
between variables in the model (see section “Model-Based Versus Model-
Free”). Roughly speaking the idea is that the observed time series (and as a 
consequence their correlation matrix) are generated by a non-observed interac-
tion pattern, the EC, and the goal is to identify this EC.

While the interpretation of SC is not straightforward and deserves a dedicated 
treatment we will focus here only on connectomes based on functional data (FC 
and EC1).

Model-Based Versus Model-Free

A recurrent discussion about connectivity measures is model-free versus model-
based approaches. Our viewpoint is that, even though measures can be calculated 
without explicitly assuming a model, their interpretation is always related to a 
model. For instance, in the simple bivariate case, Pearson’s correlation coefficient 
between two time series can be directly evaluated from data and is thus consid-
ered to be model-free. However, Anscombe [18] famously showed that when the 
underlying assumptions are violated, the interpretation of the correlation coeffi-
cient becomes fragile.

In Fig. 1, we reproduce the Anscombe quartet, where three datasets violate the 
assumptions of Pearson’s correlation coefficient. In all four panels, the coefficient 
is the same but only the top left panel shows the distribution of data that we would 
expect if we are told that ρ = 0.816. To interpret the correlation coefficient, e.g., 
to compare the respective coefficients for several groups of data points, we need to 
take into account the underlying assumptions, i.e., the statistical model. This same 
argument applies to all connectivity measures. In the next section, we discuss the 
specific assumptions underlying each model. 

Before moving to the different models, further clarification is needed about 
causal interpretation of functional connectivity measures. FC (as well as EC) is 
in general a measure of dependence between brain regions and, while it is well 
known that correlation does not imply causation, it is common to claim a causal 
interpretation2 for EC or when a model is involved. Given the broad definition of 
EC that we are using, this claim is not correct in general. Minimal requirements 
for an interpretation of EC in terms of causality are directionality and sparseness 

1Some EC models use SC information in addition to functional data to constrain the estimated 
connectivity, e.g., [17]. In general, SC is used as a mask to retain only those anatomical connec-
tions that have probability higher than a given threshold. So, SC provides a kind of empirical 
prior upon the existence of connections, thereby making the estimated functional connectome 
sparse. However, the strength, or weight, of links is estimated using functional data.
2In the context of EC statistic causality is usually involved, where causes all contribute to the 
effect but none is individually necessary nor sufficient. See https://en.wikipedia.org/wiki/
Causality for more information about different types of causality.

https://en.wikipedia.org/wiki/Causality
https://en.wikipedia.org/wiki/Causality
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of the connectivity [which are not necessarily fulfilled by every model, as 
described in section “Stationary Measures (Whole-Session Approach)”]. Without 
these requirements, it’s impossible to identify different alternative configurations 
of the causal graph, as shown in Fig. 2. In the next section we’ll see some meth-
ods to estimate sparse directed connectivity but in general, directionality is usually 
assessed by considering that only previous values of a variable can exert an effect 
on another variable. Sparseness allows for the exclusion of some spurious connec-
tions and is achieved in different ways.

As a final remark, focusing on the model behind a measure also allows for a 
better characterization of the fitting of the method (especially when the method 

Fig. 1  Anscombe’s quartet. The data points in each dataset have the same means, variances, 
Pearson’s correlation, and linear regression coefficients but show very different relationships. 
Dataset I has Gaussian variables with linear dependence. Dataset II shows nonlinear dependence 
between y and x. Dataset III has a perfect linear relation but the estimates are off because of the 
presence of one outlier in the dependent variable. Dataset IV shows no relation between x and y 
but an apparently strong regression line due to one outlier in both the dependent and independent 
variables
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fails and we have to fix it). If we consider that every measure is based on a model 
then the error of this model in predicting the data is the sum of the modeling error 
and estimation error. For example, dataset II of Anscombe quartet shows a clear 
modeling error: the relation between x and y is nonlinear while the model is linear. 
Dataset III and IV instead show an estimation error: data is actually well described 
by the model but an outlier influenced the estimation of the regression line; robust 
regression [19] would have solved the problem here. The use of a limited amount 
of data is what produces the estimation error even when the modeling error is zero. 
In practice, when the number of samples (time points of BOLD/fMRI) is compa-
rable to the number of parameters (or, even worst, lower) the estimation error may 
be high for all measures.3 Often multiple estimation procedures are available for 
the same model and they can imply substantial differences in the estimation error. 
Once we are sure that we have the best possible estimation for our model, we can 
consider if a different model could better explain the data. In the next section, we 
comment on different estimation methods for some model.

Stationary Measures (Whole-Session Approach)

All models described in this section assume stationarity, i.e., they generate 
time series using a dynamic system whose parameters do not change over time. 
An fMRI scanning session of resting state might be seen as stationary since 

Fig. 2  Three different graphs and their associated adjacency matrices. Left: Fully connected 
graph. Center: Z is the common input to both X and Y. Right: Chain from Y to X through Z. A 
connectivity measure unable to estimate a sparse matrix cannot distinguish the three cases: all 
estimates would look like the one on the left. A nondirected measure would be unable to distin-
guish between the chain and the common input: both estimated matrices would be symmetric

3This should be taken into consideration when choosing a brain atlas to define ROIs. Indeed, 
while an atlas with more ROIs will have a better spatial resolution, this also increases (in general 
quadratically) the number of links to be estimated. So while a larger atlas might produce a better 
model, the total error might be actually lower for a smaller atlas.
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the external conditions do not vary during the session.4 On the other hand, this 
assumption might be critical in settings such as behavioral tasks where cogni-
tive functions are dynamically involved in the production of behavior. The issue 
of the timescale at which the brain dynamics can be assumed to be stationary is 
an open question. We will see more about this in section “Dynamic Connectivity 
Measures”. In addition to the assumption of stationarity, each model described 
below entails a specific set of assumptions.

Pearson’s Correlation and Covariance Matrix
Pearson’s correlation is commonly used to characterize the functional relation-
ships between brain areas. As an extension of what we have seen above with the 
Anscombe quartet for the bivariate case, in the multivariate case the correlation 
matrix is only meaningful when a multivariate Gaussian noise (MGN) model, i.e., 
an undirected graphical model where the variables follow a multivariate normal 
distribution, is an adequate representation of the data. Indeed, the MGN model is 
fully characterized by its covariance matrix, where each diagonal term determines 
a node's input variance and off-diagonal terms determine the strength of interac-
tions. The MGN model entails the following assumptions (1) the dynamics of 
each node in the network has no memory (i.e., the past activity of one node has 
no effect on the same node or in other words the activity is i.i.d.), (2) the influence 
of one node over the others is linear, (3) interactions are symmetric, and (4) each 
node receives a noisy independent Gaussian input (i.e., inputs are uncorrelated). 
The FC estimated by Pearson’s correlation thus corresponds to a nondirected fully 
connected graph. An estimation of covariance matrix (and of correlation matrix) 
can be easily obtained with a simple inner product of centered (demeaned) time 
series. As we noted above, for a fixed number of ROIs N, as the number of time 
points T decreases the noise in the estimation increases and when T ≤ N the result-
ing matrix is singular. In such cases, a good alternative is a regularized estimator 
[20, 21], see also Partial Correlation section.

Partial Correlation and Precision Matrix
The covariance matrix is an observable of the MGN model, so it’s a type of FC. If 
we look at the connectivity graph of an MGN model, we have an instance of EC. 
The inverse covariance matrix, also called precision matrix, represents the graph 
of an MGN model (which is a special case of Markov random field, or undirected 
graphical model). This EC is undirected and a missing link (zero in the precision 
matrix) indicates independence between the two nodes conditioned upon all other 
nodes in the network. The partial correlation matrix is a normalized version of 
the precision matrix. The estimation of the precision matrix can be done by sim-
ple algebraic inversion of covariance matrix (provided the latter is not singular). 
However under the assumptions of this model, it makes sense to estimate a sparse 

4However for long sessions, this assumption might be more questionable since internal condi-
tions, like sleepiness, attention, body temperature, might change.
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precision matrix. Sparsity can be imposed after inverting by using a null-hypothe-
sis testing (Fisher test) to set to zero those entries of the empirical precision matrix 
whose value is not significantly different than zero. Alternatively, a regularized 
estimator, like the Graphical Lasso [22] can be used. In the case where few obser-
vations (time points) are available compared to the number of nodes, the Graphical 
Lasso is preferable since it provides a more robust estimation. Note that a Lasso-
regularized estimate of the covariance matrix can be obtained by first estimating 
the precision matrix with Graphical Lasso and then inverting the result.

Mutual Information
The MGN model (and in turn Pearson’s correlation and partial correlation) entails 
the assumption of linear dependence between nodes. This means that if two nodes 
are associated by a nonlinear relationship these methods are not going to detect 
this link or its strength will be wrongly estimated. A more general approach, able 
to detect both linear and nonlinear dependencies, is based on mutual information 
(MI). MI measures the amount of information (not only linear) between two brain 
areas; in other words, how much the uncertainty about the activity of one brain 
area is reduced when the activity of another area is known [23].

MI has the advantage of being able to detect nonlinear relationships but the 
estimated connections are symmetric, i.e., I(X, Y) = I(Y, X), and therefore does not 
allow a causal interpretation for brain connectivity.

While dependence between ROIs is probably nonlinear, the system might still 
be reasonably well approximated by a linear system. Indeed it has been shown that 
MI capture only a small amount (about 5%) of information beyond Pearson’s cor-
relation [9, 24]. In general, nonlinear methods have more parameters than linear 
ones and need more samples to attain a given estimation error. Hence, even when 
data are generated by a nonlinear process, a linear approximation might still pro-
vide good results.

Vector Autoregression Model
The simplest model that enables the estimation of directed functional connectiv-
ity is the vector autoregression model (VAR). This model considers not only the 
spatial structure of the data as MGN model but also the temporal structure. The 
autocorrelation of the model does not decay to zero for time lags larger than 0, as 
for the MGN, i.e., the past activity influences the state of the system. The activity 
state of each node is described by the following difference equation:

where xt is the vector representing the activity of the N ROIs at time t, each Ap is 
an N × N matrix of interactions and et is a vector of error terms (with positive defi-
nite covariance matrix). The number P of interaction matrices determines the order 
of the VAR model. If we consider an order 1 VAR model, matrix A corresponds to 
the EC of this model.

xt =

P∑

p=1

Apxt−p + et
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The matrix A is not required to be symmetric, and the estimation of directional-
ity in the network comes from extracting information from spatiotemporal covari-
ance structure. Compared to the MGN model, assumptions 1 and 3 are dropped 
while assumption 4 is sometimes modified, allowing correlated Gaussian input. As 
a consequence, the VAR allows for the estimation of an asymmetric EC matrix 
that corresponds to a directed and weighted connectivity graph. Note that the VAR 
model assumes linear dependencies between nodes, so it is unable to detect non-
linear relationships.

VAR model has been used to estimate the connectivity pattern underlying fMRI 
BOLD signal [25, 26] also relaxing the assumption of stationarity [27] (see section 
“Dynamic Connectivity Measures”).

Multivariate Ornstein–Uhlenbeck
The multivariate Ornstein–Uhlenbeck model (MOU) is a type of continuous-time 
autoregressive model. Each node in the network obeys the differential equation:

where τi is the time constant of the node, Cij is the connectivity from node j to 
node i, and σi is the standard deviation of the Gaussian noise. The matrix C is the 
EC matrix of the MOU model.

MOU assumes the same hypothesis as the VAR model and as such is able to 
retrieve a directed EC. Recently, a method has been developed that efficiently esti-
mates the parameters of the mOU [17]. The method is based on a natural gradient 
descent that extracts information from the spatiotemporal covariance of the signal. 
In addition, this estimation method incorporates DTI information (when available) 
to constrain the topology of EC (i.e., only tuning anatomically existing connec-
tions). The natural gradient method proved to outperform moment’s method and 
Bayesian MAP estimation [28]. The sparseness that comes from retaining only 
nonzero or strong DTI values allows to reduce the number of parameters, which 
enhances the estimation robustness. This approach has recently been shown to 
improve the identification of subjects as compared to covariance-based FC [29].

Granger Causality
The idea behind Granger causality (GC), originally proposed in econometrics [30], 
is that a cause cannot come after the effect (for a detailed description see http://
www.scholarpedia.org/article/Granger_causality). In the context of brain connec-
tivity, if the activity of a brain region X influences (in a causal sense) the activity 
of another region Y, the former should improve the prediction of the latter region. 
Of course, the improvement cannot consider all the available information of the 
universe, so GC is usually tied to a model where all relevant variables are included. 
This concept of causality can be easily developed in the context of VAR models 
[31]. In practice, considering an order-1 VAR model, if the entry Aij of the inter-
action matrix has value zero, region j has no (Granger) causal effect on region i 
(this is easily extended to higher order VAR). When VAR parameters are estimated 

dxi(t)

dt
=

−xi(t)

τi
+
∑

j �=i

Cijxj + σi
dBi

dt

http://www.scholarpedia.org/article/Granger_causality
http://www.scholarpedia.org/article/Granger_causality
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from empirical time series there are no exact zeros due to estimation noise, so 
null-hypothesis testing (e.g., via a Wald test) is used to enforce sparseness in A. 
Essentially brain connectivity based on GC is still an EC under the VAR model, 
where the estimation procedure is extended to filter out non-causal connections.

Recently, covariance-based Granger causality has been proposed as an alterna-
tive to estimate EC in large networks [32].

Dynamic Causal Model
Dynamic causal model (DCM), initially proposed by Friston [13, 14], is now a 
classic for the estimation of EC. Initially, DCM was developed to infer directed 
coupling between few regions in task conditions and to test hypotheses about the 
interaction of coupling and experimental manipulations (e.g., sensory input, atten-
tive state, etc.). Given the nonlinearity of the model and the complexity of the 
estimation procedure, the initial formulation was limited to small networks. More 
recently the model and its estimation procedure have been extended to account for 
resting-state recordings with many brain areas involved [33].

DCM is based on a state-space model, where the neural activity is considered a 
hidden (i.e., non-observed) variable and BOLD signal is represented by a hemody-
namic response function acting on the neural activity. The neural activity is mod-
eled by a deterministic bilinear differential equation. The model includes input 
variables that have a double effect: they allow directly influence the activity of a 
node and to modulate the connectivity between two nodes.

Fig. 3  Synthetic dataset generated by simulating an MOU and estimation of the connectivity 
matrix from the simulated time series using different measures. Upper row: graph (left) and con-
nectivity matrix (center) of the generative model. Right: example of simulated time series (one 
node is highlighted for clarity). Bottom row: estimation using Pearson’s correlation (left), par-
tial correlation (center), and MOU (right). Partial correlation is sparser than Pearson’s correlation 
and both are symmetric. MOU estimates are sparser and asymmetric as the generative matrix. 
Limited amount of time sample produces noisy estimates, even in the absence of modeling error 
(right)
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Note that even though the parameters of the model are not time-varying, the 
modulation of the activity induced by the stimulus will make the generated time 
series nonstationary if the stimulus changes with time [14, 34].

A key feature of DCM is its hierarchical structure. While previous models 
directly model BOLD time series, DCM first models the hidden neural activity 
and then the BOLD signal: u → x = f(u) → y = h(x). Alternatively, one can say that 
other models, like VAR or MOU, consider h(x) to be the identity function.

While the introduction of the hemodynamic response function h(x) makes the 
model more realistic, the precise relationship between neural activity and BOLD 
signals (related to the energy consumption of brain cells) is still under debate. In 
addition, it is not obvious that the incorporation of more realistic mechanisms in a 
model leads to better biomarkers for clinical prediction, as the optimization proce-
dure becomes more complex and putatively noisier (Fig. 3).

Dynamic Connectivity Measures

All the connectivity measures presented in the previous section assume station-
arity of BOLD time series (except DCM). Given the intrinsic dynamic nature of 
brain signals, there is increasing interest in the estimation of time-resolved con-
nectivity measures. Indeed, the so-called dynamic FC [35] has been found to be 
informative about cognitive conditions [36].

The simplest approach to develop a time-resolved estimation of brain connec-
tivity is to use a sliding window [37–39], which consist of the following steps: (1) 
a chunk of the BOLD signal is extracted from a time window of length l, shorter 
than the total signal length, (2) the FC or EC is estimated from this shorter time 
series, (3) the window is slid by a stride of s and the process is repeated until the 
end of the signal is reached. We recall from the previous discussion that models 
parameters estimated from shorter time series have a higher variability, i.e., their 
value is less reliable. Indeed even for stationary signals, the estimated parameters 
will fluctuate as the time window is slid over the signal and these fluctuations will 
be stronger as the window length l is made shorter [40]. Ideally, l and s should be 
set in order to capture the fluctuations of connectivity due to external (e.g., sensory 
input) or internal (e.g., urgency, attention) changes. In practice, the range of pos-
sible values for l and s is limited by the sampling rate and BOLD signal length. 
Imagine, for example, that the true time scale of FC modulation in a given con-
dition is in the range of 20 s: the typical sampling frequency of BOLD signal is 
0.5 Hz, so that we would have 10 time samples in each window; many brain atlas 
has about 100 ROIs, so we should estimate, for example, a 100 × 100 covariance 
matrix from 10 samples; the resulting matrix will be very noisy and singular. So 
we couldn’t trust the values of connectivity estimated under these conditions.5

5Regularization, discussed in previous section, might help to stabilize the estimates but it’s likely 
giving a very sparse, if not diagonal, estimate.
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Alternative methods to study the dynamics of FC at shorter time scales have 
been explored using instantaneous phases obtained using the Hilbert transform on 
the BOLD signals [11]. As also noted above DCM is able to generate nonstation-
ary time series, if the stimulus is not static, even when the parameters do not vary 
with time and has also been used to characterize variation in parameters over suc-
cessive time windows [41]. However, it remains to be shown whether these meth-
ods provide a robust description for cognition or neuropathologies, for instance, 
with respect to session-to-session variability.

The work on FC and EC for nonstationary time series has mainly focused on 
the cognitive domain. For resting-state fMRI and clinical applications is not clear 
what is the time scale of connectivity modulation; however, the dynamic con-
nectivity estimation might extract information relevant also to clinical purposes. 
Indeed, changes in functional and effective connectivity over different time scales 
may be informative about neuropsychiatric disorders.

Linking Functional Brain Connectivity with Clinical 
Conditions

In the previous section, we have seen different methods to estimate functional or 
effective connectivity from BOLD time series. In this section, we address some 
aspects related to the use of connectomes in clinical studies. First, we present 
some questions connectomes can shed light on, and then we give some arguments 
to favor machine learning (ML) over null-hypothesis testing for clinical purposes. 
Finally, we discuss some general problems in ML, how to address them, and how 
to build interpretable algorithms.

Questions

The functional connectomes presented in section “Functional Connectivity 
Measures” are potentially informative about clinically relevant variables. Some 
general questions that might be addressed with FC or EC are:

1. Can FC/EC be used to diagnose disease X? Can we predict the clinically rel-
evant score S using FC/EC?

2. Can we predict the evolution of X using FC/EC?
3. Which subsets of links in FC/EC are more relevant to diagnose X?
4. Is disorder X homogeneous, or are there multiple unknown subgroups defined 

by FC/EC with potential clinical relevance?

Type-1 questions are interesting for their possible application to develop com-
puter-aided diagnosis for neuropsychiatric disorders. For example, the ADHD-
200 Global Competition asked the participant to develop imaging-based 
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diagnosis able to distinguish between typically developing, ADHD primarily 
inattentive type and ADHD combined type. This type of question can focus on 
discrete categories, as in the ADHD-200 competition, defined by standard diag-
nostic practice or on the prediction of a pseudo-continuous score. For example, 
predicting ADHD rating scale instead of the diagnostic group. In both cases, 
connectome-based methods would constitute a real paradigm shift in clini-
cal practice if the diagnosis could be made earlier than with traditional meth-
ods, which usually leads to more efficient therapies [42, 43]. Type-2 questions 
are more prognostic. For example, predicting the conversion from mild cogni-
tive impairment to Alzheimer’s disease. This is probably the field of applica-
tion where there is more room for improvement of traditional methods [44]. 
While type-2 and type-3 questions are directly linked to clinical practice, type-3 
questions focus more on understanding the neural underpinnings of diseases. 
Oftentimes conventional diagnostic methods are already highly accurate and 
probably cheaper than fMRI-based methods. However, investigating the influ-
ence of a disorder on brain functional connections can help to better character-
ize it. In particular, although many disorders are not localized to specific parts 
of the brain, only a few of the thousands of connections in FC/EC are likely to 
be involved in the diagnosis. The identification of this subset of links is key to 
gain a better understanding of the pathological conditions. Type-4 questions are 
more exploratory: Mental disorders are complex and often present heterogene-
ous symptoms and behavior. Brain connectivity can then be used to discover 
subgroups of patients with different characteristics. A pioneering work in this 
direction was that of Brodersen and colleagues, who found three subgroups of 
schizophrenic patients based on DCM EC and confirmed that these groups had 
different negative symptom severity [45]. A similar approach has been taken to 
distinguish different types of depression [46, 47] for a discussion about repro-
ducibility of the results).

Statistics and Machine Learning

Questions of type 1, 2, and 3 can usually be reduced to the problem of whether a 
given measurement (brain connectivity) is different under two or several groups 
(diagnostic groups, either in the present or in the future).

Traditionally, this problem has been addressed by null-hypothesis testing 
(NHT) with techniques such as t-test, ANOVA, etc. Here we point out some issues 
inherent to NHT, in particular when applied to connectome data. We allege that 
ML tools are better suited to address questions about linking brain connectivity 
with clinical conditions.

A common problem of NHT is the prevalent focus on p-values and the relative 
neglect of effect size. For example, when looking at the difference in tau protein 
concentration between Alzheimer patients and controls, not only the probability of 
that effect (its p-value) is important but also its magnitude. An important concern 
about p-values is that every effect, even the tiniest, can be regarded as significant 
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with a large enough sample size [48], as shown in Fig. 4. The emergence of large 
datasets in many disciplines is highlighting the relevance of this concern.

A related problem with p-values comes when a statistical test is repeated sev-
eral times, for example, to test if there is a difference between a treatment and 
control group for each connection in an FC. This process leads to the well-known 
problem of multiple hypotheses testing. In NHT the p-value corresponds to the 
probability of a false positive result, or type I error. If we consider as significant 
all results where p < α, over m hypotheses the probability of making one or more 
false discoveries is 1 − (1 − α)m (for m = 100 hypotheses and usual α = 0.05, the 
probability of at least one false discovery is more than 0.99). In order to solve this 
problem, several correction procedures have been proposed. Some procedures, 
like Bonferroni, are more conservative: they accept a higher type II error rate (i.e., 
the probability of missing a true discovery) in order to keep type I error rate low. 
Some other methods, like false discovery rate controlling procedures, accept a 
higher type I error rate in order to make more discoveries.

Finally, statistical tests rely on underlying hypotheses (e.g., specific distribution 
of data, independence between samples, sidedness of the test, etc.), that, if not ful-
filled, yield misleading results [48].

The application of NHT to functional or effective connectivity is further com-
plicated by two features of connectome data: high dimensionality and noise 
distribution.

Fig. 4  Simulated data from two groups: control and patients. Data are simulated drawing sam-
ples from two Gaussian with unitary variance and a difference in means of 0.2. Left: Histogram 
with 1000 samples for each group; the difference is perceptible but the overlap is considerable. 
Right: Distribution of log10 (p-value) for a different number of samples; transformation is used 
to make clear the whole range of values. Typical threshold of 0.05 and 0.005 is shown in red and 
gray, respectively. For small sample size (10, 100), the effect is almost never detected, while for 
1000 samples, it is almost always detected
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FC or EC are composed of a large number of connections. For example, 
Pearson’s correlation matrix of 100 brain regions has 4950 entries. So, each con-
nectome can be considered as a sample point in a space with very high dimen-
sionality. The problem of testing for differences in this space with thousands of 
dimensions can be decomposed in principle into many univariate tests, one for each 
dimension. Once the appropriate multiple tests controlling procedure is applied, 
there is nothing wrong in principle with this approach, in particular if the dimen-
sions of the data are independent. However, univariate analysis can miss some 
information if there is correlation between dimensions. To illustrate this point we 
show, in Fig. 5, the situation where two groups, defined in a bivariate space, largely 
overlap in single dimensions but are perfectly separated in the 2D space.

In addition to the high dimensionality, connectome data presents a mixture of 
variability from different sources: session-to-session variability, subject-specific, 
and condition-related information in the simplest cases where additional con-
founders (like drug use) are not relevant. For example, the FC estimated from 
the same control participant over different scanning sessions present certain vari-
ability; the FC of different control participants will also be variable; finally, the 
addition of multiple groups (e.g., Alzheimer’s disease and mild cognitive impair-
ment) provides another source of variability. Sometimes even more noise sources 
are present, for example, if data acquired with different scanners even from same 
brand and model. Ideally, we would like the variability due to the clinical groups 
to be large compared with the other sources of variability but demixing the noise is 
a complex task.

ML tools nicely deal with high-dimensional data, hence do not incur in limi-
tations of univariate methods and problems of multiple testing. ML techniques 

Fig. 5  Simulated data from a bivariate process in two conditions (red and blue). The two dimen-
sions are correlated. The two conditions only differ by a small shift in the mean of the noise 
for each dimension. The marginal distribution of each dimension shows a considerable overlap 
between the conditions while the distribution in the bivariate space shows a perfect separation 
due to the correlation of the dimensions
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consist of building models for prediction of discrete (classifiers) or continuous 
variables (regression). So, they address more directly diagnostic and prognostic 
questions.6 ML models have free parameters that need to be estimated, e.g., inter-
cept and slope of a simple regression line. Once the parameters are estimated, they 
are kept fixed and the model can make predictions for each sample. In general, 
we are more interested in making predictions for new samples that have not been 
used in the estimating procedure. In this process, there is no test of null-hypothe-
sis involved; hence, problems related to p-value are not an issue. ML models also 
have underlying assumptions that may affect the results. However, divergence 
from assumptions can be easily detected from poor predictive performance and 
other models with different assumptions can be tried.

Interpretable ML Algorithms

As we noted above, each connectome is a sample in a space where the number of 
dimensions scales approximately with the squared number of ROIs defined in the 
brain atlas. So, if we estimate one connectome from each scanning session (we 
might estimate more if we use dynamic connectivity estimation explained in sec-
tion “Dynamic Connectivity Measures”), there will be as many samples as ses-
sions (in some cases a subject might have multiple scans). It is common in ML 
and statistics to arrange data in the so-called design matrix, where each sample lies 
on one row and each dimension (also called features) stays in one column. So, for 
typical big clinical datasets, the design matrix will have about 1000 rows (1000 
subjects, one scan each) and about 4000 columns (one per link considering an 
atlas of about 100 ROIs, although the trend is to use atlases with finer spatial reso-
lution, in general much larger than 100 ROIs). This is then called a wide matrix.

Wide matrices are a problem in ML because they lead in general to poor pre-
dictions for new data. To understand why, let’s imagine a simple classification sce-
nario in one dimension: we want to find the point on our dimension that separates 
all samples in two classes; if there are only two samples, the separating point, the 
so-called boundary, always exists. If we move to samples in two dimensions, we 
ought to find a separating line: if there are no more than three samples we can 
always find that line (unless the three samples lie on the same line, but in that 
case, their actual dimensionality is one). With three-dimensional samples, we can 
always perfectly separate four samples. So, in general, n samples are separable 
in an (n − 1)-dimensional space. While this might look like a positive situation, 
problems come when we want to make predictions for new samples. New samples 
will usually be close to those used in estimating the boundary but with some varia-
bility. This variability will produce errors in the prediction. This is a simple exam-
ple of overfitting in the context of high-dimensional data. In general, overfitting 

6Type 4 questions are naturally approached in ML as clustering problems (you can learn more 
about clustering in Ref. [49]).
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occurs when the model is too complex compared to the number of samples. Here 
the complexity comes from the high number of dimensions.

The first step to fight overfitting is detecting it. To this aim, a subset of the sam-
ples, the so-called validation set, is kept separate from the data used to estimate 
the model’s parameters, the so-called training set. This allows for the estimation 
of the prediction accuracy on “unseen” data. Since overfitting can be compensated 
by increasing the number of samples it seems a bad idea to decrease it by keep-
ing some data for validation. So, there is a trade-off between a good estimation of 
validation accuracy and using many samples to control overfitting. Techniques to 
split the data in training and validation set are called cross-validation. The choice 
of the right cross-validation scheme is crucial for neuroimaging datasets where the 
number of samples is not very big, since this can lead to confirmation bias and 
non-reproducible results [50, 51]. Recently, random resampling has been proposed 
as a good procedure for neuroimaging, where a randomly chosen 20% of the sam-
ples is used for validation and the split is repeated 50 times [52]. In order to avoid 
biases, all preprocessing steps that involve the estimation of parameters need to 
be taken into account for cross-validation in order to avoid leaking of information 
from the validation set to the training set: for example, if a functional atlas is used 
to define ROIs (you can read more about best practices in these cases in Ref. [45]).

Since overfitting is produced by the high number of dimensions, a common 
approach to control overfitting is dimensionality reduction: a family of techniques 
to represent the data using fewer dimensions. The most common technique in this 
family is principal component analysis (PCA) that allows to represent the data in a 
new space where each dimension (or principal component) is a linear combination 
of all original dimensions and the principal components are ordered according to 
how much variance of the data they contain. Components with very low variance 
can then be discarded without altering too much the information contained in the 
dataset. Below we discuss also another dimensionality technique.

Prediction accuracy is not the only outcome of a computational pipeline for 
clinical applications. The ability to interpret the model, to understand how it 
makes such predictions, is equally important in order to gain a better understand-
ing of the studied disorder and to avoid the lack of confidence associated to black-
box solutions. The first step in the interpretation of models for high-dimensional 
data is to identify the features (brain connections here) that are most relevant in 
a pathological condition. Then this reduced connectome can be further studied in 
term of the involved brain structures or characterized using graph theory tools.

The identification of relevant features is a hard task in complex models such 
as deep neural networks or random forests that are very popular for their perfor-
mance [42, 53, 54]. Simple linear models, in contrast, are easy to interpret, since 
their prediction is usually a linear combination of the features, such that each brain 
connection can be directly assigned a relevance weight by the coefficient of the 
linear combination. In addition, Lasso regularization7 can be applied to enforce 

7Similar to that used in the context of graphical models (see Partial Correlation in section 
“Stationary Measures (Whole-Session Approach)”).
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the use of only few features. Nonlinear models can sometimes have better accu-
racy than linear ones and when there is a big gap, we probably want to choose the 
model that gives the best predictions, especially for diagnostic or prognostic pur-
pose. However, given the high dimensionality of neuroimaging data, linear models 
sometimes perform good enough and are therefore preferable for their amenabil-
ity to interpretation. The identification of relevant brain connections can also be 
integrated into the dimensionality reduction phase. For this purpose approaches 
such as PCA are usually not helpful since all features participate in each principal 
component. The subfamily of techniques called feature selection [49] is a better 
choice in order to obtain an interpretable model. These techniques discard features 
in the original space or rank features [55–57] in terms of prediction accuracy, such 
that the best subset can easily be chosen in terms of prediction accuracy. Recursive 
feature elimination [55], one of these techniques has been recently used to identify 
the subnetworks related to subject-specific and cognitive-state information [29].

In summary, in this chapter, we have seen that all connectivity measures based 
on BOLD fMRI are based on a model (those that come from the connectivity 
matrix parameter of the model are called EC) and that quality of fit is given by the 
sum of modeling error and estimation error. Estimation error can be quite large 
when the number of brain region is comparable to the number of time samples. 
We have seen some undirected FC (Pearson’s correlation and MI) and EC (partial 
correlation), as well as directed EC (VAR, MOU, Granger causality, DCM). Some 
measures are fully connected graphs (Pearson’s correlation), others are sparse 
(MOU, DCM) and the sparsity can come from the combination of functional and 
DTI data. We have also seen that a simple approach to go beyond the stationar-
ity assumption is the use of sliding window estimation. Finally, we have seen that 
ML is better suited than null-hypothesis testing to link the estimated connectomes 
with diagnosis and prognosis of neuropsychiatric diseases and that linear models 
and features selection are good tools for building interpretable algorithm to predict 
clinical variables.

References

 1. Devanand DP, Pradhaban G, Liu X, Khandji A, De Santi S, Segal S, et al. Hippocampal 
and entorhinal atrophy in mild cognitive impairment: prediction of Alzheimer disease. 
Neurology. 2007;68(11):828–36.

 2. Greicius M. Resting-state functional connectivity in neuropsychiatric disorders. Curr Opin 
Neurol. 2008;21(4):424.

 3. Hohenfeld C, Werner CJ, Reetz K. Resting-state connectivity in neurodegenerative disorders: 
is there potential for an imaging biomarker? NeuroImage Clin. 2018;18:849–70.

 4. Schmahmann JD, Pandya DN. Cerebral white matter–historical evolution of facts and 
notions concerning the organization of the fiber pathways of the brain. J Hist Neurosci. 
2007;16(3):237–67.

 5. Sporns O, Tononi G, Kötter R. The human connectome: a structural description of the human 
brain. PLoS Comput Biol. 2005;1(4):e42.

 6. Hagmann P, Cammoun L, Gigandet X, Meuli R, Honey CJ, Wedeen VJ, et al. Mapping the 
structural core of human cerebral cortex. PLoS Biol. 2008;6(7):e159.



A. Insabato et al.156

 7. Gillebert CR, Mantini D. Functional connectivity in the normal and injured brain. Neurosci 
Rev J Bringing Neurobiol Neurol Psychiatry. 2013;19(5):509–22.

 8. Buckner RL. Human functional connectivity: new tools, unresolved questions. Proc Natl 
Acad Sci U S A. 2010;107(24):10769–70.

 9. Hlinka J, Palus M, Vejmelka M, Mantini D, Corbetta M. Functional connectivity in resting-
state fMRI: is linear correlation sufficient? NeuroImage. 2011;54(3):2218–25.

 10. Cabral J, Hugues E, Sporns O, Deco G. Role of local network oscillations in resting-state 
functional connectivity. NeuroImage. 2011;57(1):130–9.

 11. Cabral J, Vidaurre D, Marques P, Magalhães R, Silva Moreira P, Miguel Soares J, et al. 
Cognitive performance in healthy older adults relates to spontaneous switching between 
states of functional connectivity during rest. Sci Rep. 2017;7(1):5135.

 12. Aertsen AM, Gerstein GL, Habib MK, Palm G. Dynamics of neuronal firing correlation: 
modulation of “effective connectivity”. J Neurophysiol. 1989;61(5):900–17.

 13. Friston KJ. Functional and effective connectivity: a review. Brain Connect. 2011;1(1):13–36.
 14. Friston KJ, Harrison L, Penny W. Dynamic causal modelling. NeuroImage. 

2003;19(4):1273–302.
 15. Valdes-Sosa PA, Roebroeck A, Daunizeau J, Friston K. Effective connectivity: influence, 

causality and biophysical modeling. NeuroImage. 2011;58(2):339–61.
 16. Lafleur L-P, Tremblay S, Whittingstall K, Lepage J-F. Assessment of effective connec-

tivity and plasticity with dual-coil transcranial magnetic stimulation. Brain Stimulat. 
2016;9(3):347–55.

 17. Gilson M, Moreno-Bote R, Ponce-Alvarez A, Ritter P, Deco G. Estimation of directed effec-
tive connectivity from fMRI functional connectivity hints at asymmetries of cortical connec-
tome. PLoS Comput Biol. 2016;12(3):e1004762.

 18. Anscombe FJ. Graphs in statistical analysis. Am Stat. 1973;27(1):17–21.
 19. Rousseeuw PJ, Leroy AM. Robust regression and outlier detection. Wiley; 1987 [cited 2018 

Dec 31]. (Wiley series in probability and mathematical statistics. Applied probability and 
statistics). http://gen.lib.rus.ec/book/index.php?md5=DDF4DC5F86EDCE42F8A9588034
40B025.

 20. Ledoit O, Wolf M. Nonlinear shrinkage estimation of large-dimensional covariance matrices. 
Ann Stat. 2012;40(2):1024–60.

 21. Bartz D, Müller K-R. Covariance shrinkage for autocorrelated data. In: Ghahramani Z, 
Welling M, Cortes C, Lawrence ND, Weinberger KQ, editors. Advances in neural informa-
tion processing systems 27. Curran Associates, Inc.; 2014 [cited 2018 Dec 31]. p. 1592–
1600. http://papers.nips.cc/paper/5399-covariance-shrinkage-for-autocorrelated-data.pdf.

 22. Friedman J, Hastie T, Tibshirani R. Sparse inverse covariance estimation with the graphical 
lasso. Biostatistics. 2008;9(3):432–41.

 23. MacKay DJC. Information theory, inference and learning algorithms. Cambridge University 
Press; 2003. 644 p.

 24. Hartman D, Hlinka J, Paluš M, Mantini D, Corbetta M. The role of nonlinearity in com-
puting graph-theoretical properties of resting-state functional magnetic resonance imaging 
brain networks. Chaos. 2011 [cited 2018 Oct 24];21(1). https://www.ncbi.nlm.nih.gov/pmc/
articles/PMC4108645/.

 25. Hyvärinen A, Zhang K, Shimizu S, Hoyer PO. Estimation of a structural vector autoregres-
sion model using non-gaussianity. J Mach Learn Res. 2010;11(May):1709–31.

 26. Gates KM, Molenaar PCM, Hillary FG, Ram N, Rovine MJ. Automatic search for fMRI 
connectivity mapping: an alternative to granger causality testing using formal equivalences 
among SEM path modeling, VAR, and unified SEM. NeuroImage. 2010;50(3):1118–25.

 27. Goebel R, Roebroeck A, Kim D-S, Formisano E. Investigating directed cortical interactions 
in time-resolved fMRI data using vector autoregressive modeling and Granger causality 
mapping. Magn Reson Imaging. 2003;21(10):1251–61.

http://gen.lib.rus.ec/book/index.php?md5=DDF4DC5F86EDCE42F8A958803440B025
http://gen.lib.rus.ec/book/index.php?md5=DDF4DC5F86EDCE42F8A958803440B025
http://papers.nips.cc/paper/5399-covariance-shrinkage-for-autocorrelated-data.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4108645/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4108645/


Imaging Connectomics and the Understanding … 157

 28. Insabato A, Cunningham JP, Gilson M. Bayesian estimation for large scale multivariate 
Ornstein-Uhlenbeck model of brain connectivity. ArXiv180510050 Cs Stat. 2018 May 25 
[cited 2018 May 30]. http://arxiv.org/abs/1805.10050.

 29. Pallarés V, Insabato A, Sanjuán A, Kühn S, Mantini D, Deco G, et al. Extracting orthogonal 
subject- and condition-specific signatures from fMRI data using whole-brain effective con-
nectivity. NeuroImage. 2018;1(178):238–54.

 30. Granger CWJ. Investigating causal relations by econometric models and cross-spectral meth-
ods. Econometrica. 1969;37(3):424–38.

 31. Lütkepohl H. New introduction to multiple time series analysis. Berlin, Heidelberg: 
Springer; 2005 [cited 2018 Dec 31]. www.springer.com/us/book/9783540401728.

 32. Brovelli A, Chicharro D, Badier J-M, Wang H, Jirsa V. Characterization of cortical net-
works and corticocortical functional connectivity mediating arbitrary visuomotor mapping. J 
Neurosci. 2015;35(37):12643–58.

 33. Frässle S, Lomakina EI, Kasper L, Manjaly ZM, Leff A, Pruessmann KP, et al. A generative 
model of whole-brain effective connectivity. NeuroImage. 2018;1(179):505–29.

 34. Li B, Wang X, Yao S, Hu D, Friston K. Task-dependent modulation of effective connectivity 
within the default mode network. Front Psychol. 2012;3:206.

 35. Bassett DS, Wymbs NF, Porter MA, Mucha PJ, Carlson JM, Grafton ST. Dynamic 
reconfiguration of human brain networks during learning. Proc Natl Acad Sci USA. 
2011;108(18):7641–6.

 36. Mitra A, Snyder AZ, Tagliazucchi E, Laufs H, Raichle ME. Propagated infra-slow intrinsic 
brain activity reorganizes across wake and slow wave sleep. eLife. 2015;4:e10781.

 37. Park H-J, Friston K. Structural and functional brain networks: from connections to cognition. 
Science. 2013;342(6158):1238411.

 38. Gonzalez-Castillo J, Hoy CW, Handwerker DA, Robinson ME, Buchanan LC, Saad ZS, et al. 
Tracking ongoing cognition in individuals using brief, whole-brain functional connectivity 
patterns. Proc Natl Acad Sci. 2015;112(28):8762–7.

 39. Brovelli A, Badier J-M, Bonini F, Bartolomei F, Coulon O, Auzias G. Dynamic reconfigura-
tion of visuomotor-related functional connectivity networks. J Neurosci. 2016;15:1672–16.

 40. Hindriks R, Adhikari MH, Murayama Y, Ganzetti M, Mantini D, Logothetis NK, et al. Can 
sliding-window correlations reveal dynamic functional connectivity in resting-state fMRI? 
NeuroImage. 2016;15(127):242–56.

 41. Park H-J, Friston KJ, Pae C, Park B, Razi A. Dynamic effective connectivity in resting state 
fMRI. NeuroImage. 2018;180(Pt B):594–608.

 42. Rahim M, Thirion B, Bzdok D, Buvat I, Varoquaux G. Joint prediction of multiple scores 
captures better individual traits from brain images. NeuroImage. 2017;1(158):145–54.

 43. Meskaldji D-E, Preti MG, Bolton TA, Montandon M-L, Rodriguez C, Morgenthaler S, et al. 
Prediction of long-term memory scores in MCI based on resting-state fMRI. NeuroImage 
Clin. 2016;12:785–95.

 44. Gao S, Calhoun VD, Sui J. Machine learning in major depression: from classification to 
treatment outcome prediction. CNS Neurosci Ther. 2018;24(11):1037–52.

 45. Brodersen KH, Deserno L, Schlagenhauf F, Lin Z, Penny WD, Buhmann JM, et al. 
Dissecting psychiatric spectrum disorders by generative embedding. NeuroImage Clin. 
2013;16(4):98–111.

 46. Drysdale AT, Grosenick L, Downar J, Dunlop K, Mansouri F, Meng Y, et al. Resting-state 
connectivity biomarkers define neurophysiological subtypes of depression. Nat Med. 
2017;23(1):28–38.

 47. Dinga R, Schmaal L, Penninx B, Tol MJ van, Veltman D, Velzen L van, et al. Evaluating the 
evidence for biotypes of depression: attempted replication of Drysdale et al. 2017. bioRxiv. 
2018 Sep 14;416321.

 48. Wagenmakers E-J. A practical solution to the pervasive problems ofp values. Psychon Bull 
Rev. 2007;14(5):779–804.

http://arxiv.org/abs/1805.10050
http://www.springer.com/us/book/9783540401728


A. Insabato et al.158

 49. Friedman J, Hastie T, Tibshirani R. The elements of statistical learning. Vol. 1. In: Springer 
series in statistics New York, NY, USA; 2001.

 50. Varoquaux G. Cross-validation failure: small sample sizes lead to large error bars. 
NeuroImage. 2017 [cited 2018 Feb 18]. http://www.sciencedirect.com/science/article/pii/
S1053811917305311.

 51. Arbabshirani MR, Plis S, Sui J, Calhoun VD. Single subject prediction of brain disorders in 
neuroimaging: promises and pitfalls. NeuroImage. 2017;15(145):137–65.

 52. Varoquaux G, Raamana PR, Engemann DA, Hoyos-Idrobo A, Schwartz Y, Thirion B. 
Assessing and tuning brain decoders: cross-validation, caveats, and guidelines. NeuroImage. 
2017;15(145):166–79.

 53. Sarica A, Cerasa A, Quattrone A. Random forest algorithm for the classification of neuroim-
aging data in Alzheimer’s disease: a systematic review. Front Aging Neurosci. 2017 [cited 
2018 Feb 23];9. https://www.frontiersin.org/articles/10.3389/fnagi.2017.00329/full.

 54. Vieira S, Pinaya WHL, Mechelli A. Using deep learning to investigate the neuroimaging 
correlates of psychiatric and neurological disorders: methods and applications. Neurosci 
Biobehav Rev. 2017;1(74):58–75.

 55. Guyon I, Weston J, Barnhill S, Vapnik V. Gene selection for cancer classification using sup-
port vector machines. Mach Learn. 2002;46(1):389–422.

 56. Roffo G, Melzi S, Cristani M. Infinite feature selection. In: 2015 IEEE international confer-
ence on computer vision (ICCV); 2015. p. 4202–10.

 57. Roffo G, Melzi S, Castellani U, Vinciarelli A. Infinite latent feature selection: a 
probabilistic latent graph-based ranking approach. In 2017 [cited 2018 Nov 13]. p. 
1398–406. http://openaccess.thecvf.com/content_iccv_2017/html/Roffo_Infinite_Latent_
Feature_ICCV_2017_paper.html.

http://www.sciencedirect.com/science/article/pii/S1053811917305311
http://www.sciencedirect.com/science/article/pii/S1053811917305311
https://www.frontiersin.org/articles/10.3389/fnagi.2017.00329/full
http://openaccess.thecvf.com/content_iccv_2017/html/Roffo_Infinite_Latent_Feature_ICCV_2017_paper.html
http://openaccess.thecvf.com/content_iccv_2017/html/Roffo_Infinite_Latent_Feature_ICCV_2017_paper.html


159

Abstract
This chapter presents an overview of accumulating neuroimaging data with emphasis 
on translational potential. The subject will be described in the context of three disease 
states, i.e., schizophrenia, bipolar disorder, and major depressive disorder, and for 
three clinical goals, i.e., disease risk assessment, subtyping, and treatment decision.
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ACC  Anterior cingulate cortex
BD  Bipolar disorder
BOLD  Blood oxygenation level dependent
CS  Chronic schizophrenia
CT  Computerized tomography
DALYs  Disability-adjusted life years
DSM  Diagnostics and Statistics Manual
DMN  Default mode network
DLPFC  Dorsolateral prefrontal cortex
DTI  Diffusion tensor imaging
EPI  Echo-planar imaging
FA  Fractional anisotropy
FCS  Functional connectivity strength
FES  First episode schizophrenia
fMRI  Functional magnetic resonance imaging
ICD  International Classification of Diseases
MCI  Mild cognitive impairment
MRI  Magnetic resonance imaging
MDD  Major depression disorder
mPFC  Medial prefrontal cortex
NCD  Neurocognitive disorder
OCD  Obsessive-compulsive disorder
P4  Predictive, preventative, personalized, and participatory
PET  Positron emission tomography
RDoC  Research domain criteria
SAD  Social anxiety disorder
SZ  Schizophrenia
SPECT  Single-photon emission computed tomography
VBM  Voxel-based morphometry
YLDs  Years lived with disability

Introduction

One of the greatest challenges in psychiatry is to identify biomarkers that aid the 
diagnosis, prognosis, and treatment of a given pathological condition. Moreover, 
a repertoire of biomarkers is desired for predictive, preventative, and personalized 
treatment. This is particularly important as the so-called P4 (predictive, preventa-
tive, personalized and participatory)—medicine is the direction of modern medical 
practices [1]. This direction has been fueled by recent progress in various disci-
plines including, molecular biology, omics technology, information technology, 
medical technology. On the other hand, psychiatry does not seem to benefit from 
this progress as desired [2–4]. This is partially due to the complexity of gene–
environment interactions involved in the etiology of mental disorders [5–9] and 
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partially due to the complexity of psychiatric phenotypes, i.e., “phenotype bottle-
neck” [3]. Nevertheless, a continuous effort made to address these problems lead-
ing to the emergence of several important progress including the development of 
Research domain criteria [RDoC) [10] and (neuroimaging) endophenotypes [11] 
to reduce the phenotype bottleneck, for example.

The concept of the endophenotype, which was introduced already in 1960s [12] 
was first adapted to psychiatry in the 1970s as a strategy to facilitate gene discov-
ery [13]. Thus, Gottesman’s original endophenotype concept was formulated as 
measurable heritable characteristics that “co-segregate with a psychiatric illness, 
yet be present even when the disease is not (i.e. state independent), and be found 
in non-affected family members at a higher rate than in the population.” Since 
then, this concept with some modifications and perhaps with some overestimation 
has been increasingly applied to psychiatric research [14].

Methodologies that assist the characterization of endophenotypes commonly 
involve metabolic, anatomical, electrophysiological or neural activity meas-
urements. Regarding this, one approach is based on the measurement of blood 
oxygenation level dependent (BOLD) contrast of blood vessels. The first demon-
stration of this approach, which was reported in rat brain by Ogawa et al. [17], 
was followed by its application on human brain [15–17]. These, together with the 
advancements such as echo-planar imaging (EPI) [18] have led to the emergence 
of structural magnetic resonance imaging (MRI), and functional magnetic reso-
nance imaging (fMRI), mapping of whole brain with significant spatial and tempo-
ral resolution. In the meanwhile, other neuroimaging approaches such as diffusion 
tensor imaging (DTI), computerized tomography (CT), spectroscopy, and positron 
emission tomography (PET) have been increasingly used integratively leading to 
the multimodal neuroimaging. Among these, the last two (spectroscopy and PET) 
correspond to molecular neuroimaging, which refers to the visualization, charac-
terization, and measurement of biological processes at the molecular and cellular 
level in vivo [19, 20]. The principle of the molecular neuroimaging systems relies 
on a probe interacting with the molecular or cellular substrate and producing a sig-
nal which is amplified to form an image [20].

The Current State of Neuroimaging in the Neuropsychiatric 
Clinic

Despite the accumulation of such neuroimaging studies in the literature, transla-
tion into psychiatric clinical practice was not fruitful and studies mostly retained 
in the theoretical level [21–29]. This is well reflected by several reviews screen-
ing neuroimaging studies as potential biomarker for suicidality [30], Huntington’s 
disease [31], bipolar disorder [32], for example. Thus, the current neuroimaging 
biomarkers in clinical practice mostly involve their application in the diagnosis of 
neurocognitive disorders (NCD). Table 1 shows the current practice of neuroim-
aging markers based on international diagnostic guidelines. Below a summary of 
these conditions is presented:
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Table 1  Neuroimaging biomarkers for brain diseases/disorders currently used in the clinical 
practice. Each disease condition is represented as DSM-5 and ICD-10 categories. (CT: Computer 
tomography; DSM: Diagnostics and Statistics Manual; fMRI; ICD: International Classification 
of Diseases MRI: SPECT: PET: Positron emission tomography)

Condition Modality Criteria Biomarker Reference

Major or mild frontotempo-
ral neurocognitive disorder 
(DSM-5)
Frontotemporal dementia 
(ICD-10)

CT
MRI
fMRI

Diagnostic 
criteria

Disproportionate 
frontal and/or 
temporal lobe 
involvement from 
neuroimaging

DSM-5
ICD-10 G31.0

Major or mild neurocognitive 
disorder with Lewy bodies 
(DSM-5)
dementia with Lewy bodies 
(ICD-10)

SPECT
PET

Diagnostic 
criteria

Reduced dopa-
mine transporter 
uptake in basal 
ganglia

DSM-5
ICD-10 G31.83

Major or mild vascular neuro-
cognitive disorder (DSM-5)
Vascular dementia (ICD-10)

CT
MRI

Diagnostic 
criteria

Significant 
parenchymal 
injury attributed 
to cerebrovascu-
lar disease

DSM-5
ICD-10 F01

Major or mild neurocognitive 
disorder due to traumatic brain 
injury (DSM-5)
Dementia due to head trauma 
(ICD-10)

CT
MRI

Diagnostic 
criteria

Neuroimaging 
demonstrating 
injury

DSM-5
ICD-10 F02.8X, 
S09.8X

Substance/medication-induced 
major or mild neurocognitive 
disorder (DSM-5)
Dementia in other diseases 
classified elsewhere (ICD-10)

MRI
DTI
MR SPECT

Helpful in 
diagnosis

Structural 
changes in white 
matter and brain 
cortex

DSM-5
ICD-10 F10.26
F02, F10–F19

Major or mild neurocognitive 
disorder due to HIV infection 
(DSM-5)
Dementia in other diseases 
classified elsewhere (ICD-10)

MRI
DTI

Helpful in 
diagnosis

Structural 
changes in white 
matter and brain 
cortex

DSM-5
ICD-10
F02, B20

Major or mild neurocognitive 
disorder due to prion disease 
(DSM-5)
Dementia in other diseases 
classified elsewhere (ICD-10)

MRI with 
DWI/
FLAIR

Diagnostic 
criteria

Multifocal
gray matter 
hyperintensities 
in subcortical and 
cortical regions

DSM-5
ICD-10 F02, A81.9

Major or mild neurocognitive 
disorder due to Parkinson’s 
disease (DSM-5)
Dementia associated with 
Parkinson’s disease (ICD-10)

MRI-DaT Helpful in 
diagnosis

Structural
changes in brain 
and dopamine 
transporters

DSM-5
ICD-10 G20, 
G31.83

Major or mild neurocognitive 
disorder due to Huntington’s 
disease (DSM-5)
Dementia due to Huntington’s 
disease (ICD-10)

MRI Helpful in 
diagnosis

Structural 
changes in basal 
ganglia

DSM-5
ICD-10 G10
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 (i) Major or Mild Frontotemporal NCD: The neuroimaging is essential to dis-
criminate probable and possible frontotemporal neurocognitive disorder 
(Probable frontotemporal neurocognitive disorder is diagnosed if evidence 
of disproportionate frontal and/or temporal lobe involvement from neuro-
imaging is present. Distinctive atrophy or reduced activity, hypoperfusion, 
and/or cortical hypometabolism in frontotemporal regions can be shown on 
structural or functional imaging.

 (ii) Major or Mild NCD with Lewy Bodies: The neuroimaging is beneficial in 
diagnosing probable and possible neurocognitive disorder with Lewy bod-
ies. One of the indicative biomarkers is low striatal dopamine transporter 
uptake on single-photon emission computed tomography (SPECT) or 
positron emission tomography (PET) scan. This biomarker can be used in 
diagnosing possible neurocognitive disorder with Lewy bodies regardless 
of core clinical features. Moreover, this indicative biomarker can be used 
in probable neurocognitive disorder with Lewy bodies if core clinical fea-
tures are present. Also, several supportive biomarkers are identified: rela-
tive preservation of medial temporal structures on computed tomography 
(CT)/magnetic resonance imaging (MRI) brain scan; reduced striatal dopa-
mine transporter uptake on SPECT/PET scan; generalized low uptake on 
SPECT/PET perfusion scan with reduced occipital activity and/or the cin-
gulate island sign on FDG-PET imaging.

 (iii) Major or Mild Vascular NCD: The neuroimaging-supported evidence such as 
significant parenchymal injury attributed to cerebrovascular disease is suffi-
cient to diagnose probable vascular neurocognitive disorder in addition to clin-
ical criteria. If clinical criteria are met but neuroimaging is not available and 
the temporal relationship of the neurocognitive syndrome with one or more 
cerebrovascular events is not established, then the diagnosis will be possible 
vascular neurocognitive disorder. For mild vascular NCD, history of a single 
stroke or extensive white matter disease is generally sufficient. For major vas-
cular NCD, two or more strokes, a strategically placed stroke, or a combina-
tion of white matter disease and one or more lacunes are generally necessary.

 (iv) Major or Mild NCD Due to Traumatic Brain Injury: Neuroimaging-based 
injury demonstration is essential for diagnosis.

 (v) Substance/Medication-Induced Major or Mild NCD: The neuroimag-
ing outputs aid in diagnosing but they are not mandatory on diagnosis. That 
is, the cortical thinning, white matter loss, and enlargement of sulci and ven-
tricles (MRI), damage to specific white matter tracts (DTI), reduction in 
N-acetylaspartate, and increase in markers of inflammation (e.g., myoinositol) 
or white matter injury (e.g., choline) (MRSpectroscopy) can be seen in chronic 
alcohol abuse cases. The hyperintensities suggestive of microhemorrhages or 
larger areas of infarction (MRI) may occur in methamphetamine use disorder.

 (vi) Major or Mild NCD Due to HIV Infection: The neuroimaging can be used 
to ensure diagnosis. MRI may present reduction in total brain volume, cor-
tical thinning, reduction in white matter volume, and patchy areas of abnor-
mal white matter (hyperintensities); moreover, damage to specific white 
matter tracts can be encountered in DTI.
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 (vii) Major or Mild NCD Due to Prion Disease: The one of the characteristic 
biomarkers that is necessary for diagnosing is multifocal gray matter hyper-
intensities in subcortical and cortical regions on magnetic resonance imag-
ing with DWl (diffusion-weighted imaging) or FLAIR (fluid-attenuated 
inversion recovery).

 (viii) Major or Mild NCD Due to Parkinson’s Disease: Neuroimaging is not 
obligatory in diagnosis but structural neuroimaging and dopamine trans-
porter scans, such as DaT scans, may differentiate Lewy body-related 
dementias (e.g., Alzheimer’s disease) from Lewy body-related dementias 
(Parkinson’s and dementia with Lewy bodies) and can sometimes be help-
ful in the evaluation of this disorder.

 (ix) Major or Mild NCD due to Huntington’s Disease: The MRI can show vol-
ume loss in the basal ganglia, particularly the caudate nucleus and puta-
men; in addition, this reduction progresses over the course of illness, but it 
is not a diagnostic criterion.

On the other hand, biomarkers are urgently required in psychiatric practice [33]. 
The global burden of psychiatric disease appears to be more than expected: data 
show that the global burden of mental disorders accounts for 32.4% of years lived 
with disability (YLDs) and 13.0% of disability-adjusted life years (DALYs) [34]. 
In addition, the burden due to misdiagnosis and subsequent mistreatment is not 
uncommon [35].

Attempts to utilize neuroimaging for psychiatric conditions mostly involve 
studies which have a focus of comparison between states of disease and health. 
For example, a recent survey shows that 75% of the 615 neuroimaging studies are 
this type of translational studies [36]. This is well reflected by studies describing 
the neural bases of schizophrenia (SZ). For example, alterations of brain volume 
were described as a comparison of SZ patients and healthy controls: Total vol-
ume of frontal lobe bilaterally reduced in schizophrenia patients [37, 38] in addi-
tion to total reductions in brain volume for white and gray matter [37, 38] as well 
as regional gray matter changes including frontal lobe, thalamus, temporal lobe 
[39–42] basal ganglia [43], amygdala and hippocampus [37, 44–46], intracranial 
volume reduction and extracranial volume increase [47]; reduced volume, density 
or thickness of the cingulate cortex [48–52], the increased volume of cavum sep-
tum pellucidum [53]; bilaterally reduced volumes frontal lobe [37, 43]; superior 
temporal gyri volume reductions [37, 54]; bilateral volume reductions in parahip-
pocampal [55], total ventricular volume increase [38, 46].

In one study conducted with over 2000 SZ patients and healthy controls that 
were recruited from 15 centers, it was noted that the volumes of subcortical areas 
were different between patients and controls. They ranked the brain regions that 
sustain the difference according to the effect sizes. Due to those results, patients 
with schizophrenia had smaller hippocampus, amygdala, thalamus, accum-
bens, and intracranial volumes, respectively. Moreover, patient group had larger 



Development of Neuroimaging-Based Biomarkers in Psychiatry 165

pallidum and lateral ventricle volumes, respectively [56]. In a recent study, the 
hippocampal volume of high-risk subjects who subsequently developed psychotic 
disorders reduced. Moreover, volume reduction among converters was localized to 
the CA1 and subiculum subregions and was most prominent in the anterior left 
hippocampus [57]. The study results which belong to assessment of the cortical 
thickness among 1985 patients with schizophrenia revealed that left, medial orbit-
ofrontal cortex thickness was related with negative symptom severity [58], despite 
previous studies with contradictive results [25].

Nevertheless, the studies described so far, being very important for funda-
mental understanding of neurobiological bases of brain disorders, may not offer 
a better solution than the current diagnostic guidelines for clinical applications 
[36]. For example for SZ, there is a need for objective measurable and reliable 
criteria for treatment decision. Moreover, objective predictors for the treatment 
response of a particular pharmacotherapy for individual patients are required. 
If a patient fails to respond to a specific treatment adequately, how long the 
treatment should be maintained before substitution with another treatment or 
considering psychosocial interventions? Addressing these problems, suitable 
psychiatric biomarkers would ideally serve for several purposes: Risk assess-
ment and prediction, differential diagnosis, and disease subtyping, predicting 
treatment outcome [36].

Thus, what is really needed in clinics is something that would refine the current 
diagnostic guidelines which have a space for risk assessment for disease preven-
tion, response prediction for treatment decision and diagnosis for disease subtyp-
ing or early detection. This can only be achieved by objective biological markers 
which may be addressed by clinically significant neuroimaging and/or other bio-
logical measures. In this chapter, we will provide a description of neuroimag-
ing-based strategies aiming to address this need for three psychiatric conditions: 
schizophrenia (SZ), bipolar disorder (BD), and major depressive disorder (MDD).

The Potential Neuroimaging Markers for SZ

Accumulating neuroimaging studies characterize brain structure/function changes 
that can aid risk assessment in SZ. Moreover, brain structure/function changes 
due to illness duration and treatment in SZ can aid treatment decision, while 
some other neuroimaging data may help characterize the disease differentially. 
Nevertheless, replication studies are required [59] and the field is still immature 
[24]. Long story short, the data for potential biomarkers for SZ require further 
investigation, as there are inconsistencies which may be due to the lack of repli-
cation studies with increased and standardized sample sizes [60]. Below we will 
present these candidate biomarkers of neuroimaging for risk assessment in SZ, 
potential biomarkers for treatment response, for prognosis, disease classification, 
and subtyping.
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Risk Assessment in SZ

Determination of at risk mental state (ARMS) or early diagnosis of the psycho-
sis may be critical to postpone or prevent the disease onset. Accumulating stud-
ies address the prediction of ARMS by several neuroimaging measures such as 
total or regional brain volumes, thickness, and densities as well as structural and 
functional connectivity alterations. Functional alterations and risk determination is 
especially the result of functional MRI studies. For example, functional connectiv-
ity studies link the psychosis risk with aberrant connectivity of brain regions such 
as the temporal cortex [61], inferior frontal gyri [62], and thalamus [63]. Also, 
combination of genetic findings with functional neuroimaging sheds light on the 
association of polygenic risk scores with specific neural activity patterns in regions 
of interest. For example, one study generated a psychosis related polygenic risk 
score profiles for 1841 healthy adolescents and found an association with poly-
genic risk scores and the activity of ventral striatum [64]. Nevertheless, the field is 
still immature [65].

Analysis of chronic SZ (CS) and first episode schizophrenia (FES) may be 
important for early detection. Regarding this, the mid-sagittal area of corpus cal-
losum was reduced in both CS and FES [66]. The gray matter volume in postcen-
tral gyrus of the parietal lobe reduced in CS and FES [48, 52]. The reduction of 
gray matter density in the anterior cingulate cortex was reported in CS and FES 
[51, 52]. Bilateral volume reductions in parahippocampal area were shown in CS 
[55]. Besides, the voxel-based morphometry (VBM) studies in CS patients showed 
similar results related with white matter reductions in particular brain regions such 
as frontal lobe including DLPFC when compared with healthy controls [52]. Later 
studies found that temporal lobe and corpus callosum volume reductions might be 
observed in both FES and CS [42].

One way to test the initial utility of the above findings is the cumulative 
assessment of volume abnormalities for selective regions. Several studies have 
conducted a synthesis of accumulating data to determine their potential for the 
assessment of ARMS individuals. Accordingly, gray matter abnormalities [67], 
prefrontal cortex, hippocampal, and amygdala abnormalities are suggested as bio-
marker for risk assessment [68]. Indeed, most consistency found across the studies 
for gray matter abnormalities and alteration of prefrontal cortex and hippocampal 
volume besides to functional studies which describe the hyperactivity of PFC dur-
ing executive control relevant tasks [69]. In line with these, other review analysis 
and longitudinal studies report progressive structural abnormalities that can predict 
the onset of psychosis differentially [70–74].

Unfortunately, the search of associated genetic factors such as polygenic risk 
scores that may underlie the so far mentioned structural brain alterations was not 
very fruitful [65, 75, 76] but this may derive from the methodological reasons 
[77]. Nevertheless, in combination with other measures [78] such as electrophysi-
ology [79], inflammation and oxidative stress [80] the accuracy may increase, 
which would suggest the possibility of early intervention in SZ [81, 82]. Moreover, 
advancements in the analytical field are likely contributing to this goal. For exam-
ple, the first study using multivariate neuroanatomical pattern analysis used 



Development of Neuroimaging-Based Biomarkers in Psychiatry 167

whole-brain neuroanatomical alterations that may classify the ARMS [83]. Support 
vector machine (SVM) is a machine learning methodology used for multivariate 
pattern analysis, which may be useful for identification of individuals with ARMS 
[84]. Besides to SVM, Deep Learning (DL) is another machine learning methodol-
ogy gaining momentum in recent years to analyze neuroimaging data [85].

Potential Biomarkers for Prognosis and Treatment Response

In general, neuroimaging seems to have good potential to predict treatment 
response and to monitor prognosis for better intervention. Several studies suggest 
that gray matter and white matter volumes are associated with SZ illness duration 
[51, 86–88], but more studies and replications are required. In general, greater 
severity induces more diffuse alterations in the brain [51], particularly the altered 
posterior gray matter volume might be observed [88]. In a recent study gray matter 
volume reductions in the left parahippocampal gyrus and white matter reductions 
of the superior temporal gyrus and right precuneus were found to be associated 
with positive symptoms in SZ [89]. Other gray matter alterations such as insula, 
superior temporal gyrus, and anterior cingulate cortex were negatively correlated 
with duration of illness in schizophrenia [86]. Also, decreased white matter vol-
umes of the superior frontal gyrus, inferior temporal gyrus, and superior temporal 
gyrus were characterized patients with SZ [86]. One study with a very large sam-
ple of SZ patients (2028) revealed that volume increase in pallidum and putamen 
was related with the duration of illness, and deficits of hippocampus were associ-
ated with the proportion of medication-naive patients [56]. Nevertheless, the cur-
rent research for prognostic biomarkers for SZ is still far from translational border.

It is essential to identify the impact of a specific drug on the structural and 
functional brain measures for prognostic interventions. Structural connectome, 
white matter integrity or white matter microstructure may be used to predict treat-
ment response [90–92]. For example, poor treatment response to antipsychotics in 
the first episode of psychosis may be predicted by “Connectomic study of gyrifica-
tion” [93, 94].

Region-specific functional and structural analysis may be essential to probe the 
specific improvements. Analysis of studies reporting the executive function related 
fronto-cingulo-parietal network shows activity-dependent patterns matching with 
the most common transdiagnostic effects of pharmacological treatment as pre-
dictors [95]. Improvement in frontal cortex activation during a working memory 
task after substitution of risperidone in patients with SZ has been observed [96]. 
The effect of 6 weeks of amisulpride treatment may be assessed by normaliza-
tion of white matter alterations especially alterations in frontal fasciculi integrity, 
which are associated with psychotic symptoms [97]. Regarding this, some stud-
ies suggest that clozapine is associated with distinctive structural and functional 
neuroimaging measures [98, 99] that are not shared with other antipsychotics 
[100] or neuroleptics [101]. Other studies suggest that measures of limbic cir-
cuitry determined by PET are suggested as the predictor for treatment response 
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to first-generation antipsychotics flupentixol and haloperidol, and of the second-
generation antipsychotics risperidone, aripiprazole, quetiapine, sertindole, ziprasi-
done, paliperidone, and olanzapine [102]. PET is also suggested for predicting 
extrapyramidal side effects from antipsychotic treatment [102]. Accumulating 
studies suggest dosage adjusted effects of risperidone and zuclopenthixol on cog-
nitive functions in first episode drug-naive schizophrenic patients [103] or effect 
of risperidone on the volume of gray matter first episode drug-naive schizophrenic 
patients [104], effects of clozapine and risperidone in relation to cortical thinning 
in FES [105] or Clozapine association with progressive brain atrophy and cortical 
thinning in SZ [99]. In long-term antipsychotic treatment, if switching from typi-
cal to atypical antipsychotic medication was present, reduction in basal ganglia 
and thalamus volume was found [106].

On the other hand, the results of neuroimaging studies that evaluated patients 
undergoing initial antipsychotic treatment were inconsistent. In general, frontal 
and temporal lobe volume reduced in patients who took typical antipsychotics, 
thalamic volume reduction was observed under atypical antipsychotic treatment. 
Anterior cingulate cortex volume decreased in both typical and atypical antipsy-
chotic treatment. Basal ganglia volume increased in patients who were treated 
with typical antipsychotics though results are not consistent [107–110]. Thus, 
the associations between treatment and changes of brain structure remain unclear 
because of the confounding effect of the illness severity, the alterations in the brain 
structure might reflect treatment effect [108, 109].

A recent survey of 98 studies shows various biological predictors of Clozapine 
response [111]. Among these, structural integrity and activity of prefrontal cor-
tex and a lower ratio of the dopamine and serotonin metabolites in cerebrospinal 
fluid (CSF) have been suggested as predictor of clozapine response in patients 
of SZ [111]. Functional connectivity of the striatum with prefrontal and limbic 
regions may be a biomarker for prediction of treatment response in the first epi-
sode or chronic psychosis as well as to utilize the relation between longer dura-
tion of untreated psychosis and worsened response to treatment [112–114]. 
Structural data or functional connectivity assessed by machine learning method 
were reported as beneficial to predict treatment responses for interventions such 
as rTMS and Electroconvulsive therapy [115–117]. One question is whether treat-
ment-resistant cases [118] can be predicted by neuroimaging, as about 30% of 
SZ patients show an inadequate response to antipsychotics. Recent literature sug-
gests some distinct features of neuroimaging measures [119–121] compensating 
the required replications in the field [122]; thus, these findings such as decrease 
in gray matter could be potential biomarker for treatment-resistant SZ. However, 
there is still a need for further confirmation with larger sample sizes.

Neuroimaging for Disease Subtyping and Prediction

It is well known that clinical diagnostics guidelines such as DSM are reliable but 
they lack biological validity [3]. Thus, some studies in the literature focus on the 
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comparison between biological dimensions in SZ with clinical diagnostic groups. 
Regarding this, one study used a range of biomarker panel that includes neuro-
imaging and analyzed the patients of SZ, schizoaffective disorder, and BD with 
psychosis (N = 711), their first-degree relatives (N = 883), and HCs (N = 278). 
Data show that there may exist three psychosis biotypes which do not match with 
clinical diagnostic categories [123]. In line with this, Ivleva et al. [124] reported 
biotype classification based on whole-brain gray matter density and compared it 
with clinical diagnostics categories in a total of 1409 subjects of probands, their 
relatives, and healthy controls. Data suggest that biotypes caused better differen-
tiation compared to the clinical diagnoses. Biotype1 was characterized by exten-
sive and diffusely distributed loss of gray matter volumes with the largest effects 
in frontal, anterior/middle cingulate cortex, and temporal regions. Biotype 2 was 
characterized by moderate and rather localized reductions, with the largest impact 
on insula and frontotemporal regions. Biotype 3 was characterized by small reduc-
tions localized to anterior limbic regions [124]. Interestingly, one study used the 
functional connectivity patterns in terms of four dimensions of psychopathol-
ogy—mood, psychosis, fear, and externalizing behavior. According to the results, 
authors suggested a link between the connectivity with mood and psychosis, cross-
ing the clinical diagnostic categories. Moreover, sex differences were reported for 
connectivity related to mood and fear [125]. As the comorbidity is high among 
psychiatric conditions, this way of dimensional approach guided by neuroimaging 
might be a solution.

Other studies showed the beneficial effect of the fMRI in delineation of SZ bor-
der [83, 126]. The neural responses to verbal fluency task that observed in fMRI 
showed diagnostic specificity for SZ patients [127]. Structural MRI is assumed 
as feasible method to discriminate SZ patients from healthy controls [128, 129]. 
Diffusion-weighted MRI studies also supported the identification of illness with 
small effect size [130]. Another study supplemented by the fMRI data showed 
altered activations in prefrontal cortex, ventral cortex, and dorsolateral prefrontal 
cortex could predict the patients’ distinct group belongings due to their different 
symptom severity and clinical symptomatology [131]. DTI studies revealed the 
white matter abnormalities particularly in the left superior longitudinal fasciculus 
in the early phase of SZ; moreover, the individuals exhibited global white mat-
ter abnormalities suffering from negative symptoms [132]. Data show that distinct 
subgroups of patients with SZ have different forms of white matter pathology 
but there is a need for filling the gap of large sampled studies. In a very recent 
study, the structural MRI results were combined with severity of symptoms, cogni-
tive failure, and longitudinal symptom change parameters for discriminating the 
two different subtypes of schizophrenia patients. Subcortical and cortical volume 
reduction and the alterations in other defined parameters could predict the particu-
lar subtype group with high accuracy rates [133].

Indeed, gray matter volume may be one of the characteristics which aid the dif-
ferentiation of SZ and BD. Regarding this, more prominent reductions in the gray 
matter volume in SZ compared to BD was observed in a total of 802 subjects: 243 
SZ, 176 BD, 383 HC [134]. Other candidate biomarkers are decreased gray matter 
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density in the vermis and tonsil of cerebellum for SZ with cognitive deficits [62], 
greater alteration of gray matter deficits in earlier age of disease onset [87]. Also, 
a recent meta-analysis evaluated the gray matter differences in non-affective and 
affective first episode psychosis [135]. Results show a shared gray matter altera-
tion in the regions of frontotemporal and anterior cingulate cortex, while unique 
differences in gray matter alterations have been detected in amygdala for non-
affective first episode psychosis and in hippocampus and insula for the affective 
first episode psychosis. Nevertheless, none of these studies are conclusive to reach 
clinical significance [135, 136]. In the future longitudinal studies with larger sam-
ple sizes are required.

Several studies used connectome-based biomarkers to discriminate schizo-
phrenic patients from healthy controls or from other disease states [137–142]. 
Some multisite studies used functional connectivity to discriminate SZ patients 
with relatively high accuracy [138, 143, 144]. Functional connectivity-based fea-
tures for classification of SZ and BP patients at the individual level have also been 
studied [141, 145, 146].

Use of neuroimaging data for single subject prediction to classify subjects into 
specific categories has been suggested as an alternative approach for differential 
diagnosis. Single subject prediction is based on classifying each subject into one 
of the groups and determining its accuracy. This is different than other studies 
[82, 147–150] which rely on the average value of alterations in a patient group 
compared to controls [137]. Single subject prediction assessed by functional con-
nectivity has been used for classification of SZ and BP with more than 80% accu-
racy in some studies [141, 145, 146, 151]. Regarding this, one study reported that 
dynamic connectivity, time-resolved (scale of tens of seconds) analysis of func-
tional connectivity was superior compared to static connectivity, which assumes 
the connectivity as an average of 5–10 min. Another study reported the single sub-
ject prediction to distinguish SZ from mood disorders [139]. Thus, candidate bio-
markers derived from the analysis of dynamic functional connectivity will likely 
increase in the future for disease classification and subtyping [152, 153] despite 
its limitations [154]. A recent multisite study [155] developed a deep discrimi-
nant autoencoder network with sparsity (DANS) network for the diagnosis of SZ 
patients. By using the largest multisite functional connectivity data obtained from 
more than 1000 participants (474 SZ patients), the accuracies were more than 
81% [155]. However, there are some caveats of these kinds of studies, such as the 
potential confounding variables, limited sample size, and lack of multimodal data 
integration.

The Potential Neuroimaging Markers for BD

BD corresponds to a range of affective disorders characterized by episodes of 
depression, and episodes of either mania and/or irritable mood. BD shares common 
characteristics with SZ and MDD [43, 156]. This is well reflected by high rates of 
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delayed diagnosis, misdiagnosis, and the problems of comorbid conditions causing 
patients with BD to have high disability, unemployment, and mortality [157].

Potential Neuroimaging Biomarkers for Risk Assessment

A literature review reports that studies for the risk assessment for BD are mostly 
based on the evaluation of familial risk and biomarkers are far from translation to 
clinical settings [158]. On the other hand, empirical studies accumulate. According 
to meta-analysis of 65 fMRI studies which compare 1040 patients of BD with 
healthy controls, BD patients had decreased activity in inferior frontal cortex (dur-
ing cognitive and emotional processing/in manic episode) and increased activ-
ity in limbic regions (during emotional processing) of the medial temporal lobe 
including parahippocampus, hippocampus, and amygdala as well as regions of 
basal ganglia [159]. Extending on these several lines of evidences focus on struc-
tural connectivity alterations. For example, some studies suggest WM integrity as 
a potential biomarker that maybe useful for risk identification of BD [160–162]. 
Regarding this, fronto-limbic dysconnectivity has been suggested as a neuroimag-
ing biomarker to predict individuals at risk [162].

Differential Diagnosis and Disease Subtyping 
by Neuroimaging

There are several structural neuroimaging studies that were found to be notable in 
distinguishing BD from healthy participants and unipolar depression. The results 
for those studies that used MRI with VBM showed reduced gray matter volumes 
in the amygdala and hippocampus and in addition reductions in white matter vol-
ume within the cerebellum and hippocampus in patients with BD [163]. Gray mat-
ter and white matter alterations localized within cortical and subcortical structures 
are assumed as useful tools for discriminating BD patients and controls [164]. 
According to the whole-brain DTI assessments, fractional anisotropy (FA) was 
examined and decreased FA was showed in anterior thalamic region, superior lon-
gitudinal fasciculus, and corpus callosum which were the most implicated areas 
in bipolar disorders [165]. In addition to those common shared regions in bipolar 
patients, bipolar disorder type 1 patients had decreased FA in the right precuneus, 
else [165]. For the adolescent bipolar disorders, the left cingulum hippocampus 
FA increases after regular lithium treatment and the results of this study claimed 
that pretreatment FA of the left cingulum hippocampus white matter could predict 
the symptom severity [166]. Due to tractography results, the main affected areas 
were inferior longitudinal fasciculus and the inferior fronto-occipital fasciculus 
[167]. In a recent meta-analysis, the bipolar and major depressive disorders com-
pared with healthy controls. The study results revealed that anterior cingulate cor-
tex, bilateral insula, ventromedial and dorsomedial prefrontal cortex gray matter 
volume reductions were observed in both depressive and bipolar disorder patients. 
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Moreover, gray matter volume was decreased substantially in left hippocampus 
and right dorsolateral prefrontal cortex, in addition with temporal, cerebellar, and 
parietal regions among patients with MDD but not in BD [168].

Indeed, gray matter volume may be one of the characteristics which aid the dif-
ferentiation of SZ and BD. Regarding this, more prominent reductions in the gray 
matter volume in SZ compared to BD was observed in a total of 802 subjects: 243 
SZ, 176 BD, 383 HC [134]. In addition, an MRI study of 184 young patients (39 
anxious, 20 BD, 52 MDD, 20 ADHD, and 53 HC) reported both shared and spe-
cific features in gray matter volumes [169]. This was especially significant dor-
solateral prefrontal cortex (DLPFC) to differentiate between BD, anxiety, and 
HCs. Gray matter volume has also been suggested to differentiate between BD 
with and without psychotic features but results are not precisely clear [170]. One 
study reported that BD patients with psychotic features have gray matter volume 
abnormalities in right temporoparietal cortex compared to both HC and non-psy-
chotic BD patients [171]. Nevertheless, recent studies suggest that the differences 
of brain phenotypes respective to disease states may not be as prominent as once 
thought before [172]. For example, white matter characterization measured by 
MRI based methods have been very successful to identify neurobiological sub-
strates involved in the psychopathologies but this identification may not suggest a 
unique specificity to disease states [172, 173]. Perhaps this artifact arises from the 
studies with small sample size [174–176]. On the other hand, refinement of DTI 
and associated techniques may allow to capture the specific characteristics that are 
not accessible previously. For example, the neurite orientation dispersion density 
imaging (NODDI) assisted gray matter measurements [177] coupled with alterna-
tive analytical methods are on the rise [178, 179].

In a study of 537 subjects (SZ, 126; BD, 97; MDD, 126; and HCs, 188), rest-
ing-state functional connectivity has been compared. Interestingly, results show an 
increasing gradient alterations between disease categories (SZ > BD > MDD) [172]. 
In another study the SCZ > BD > MDD gradient was also detected in the degree 
of randomization, a degree of deviation from network circuitry in a subject of 
512 individuals (121 with SZ, 100 with BD, 108 with MDD, and 183 HC) [125]. 
Amygdala-PFC connectivity has been studied by different groups to investigate its 
profile in different states. Some studies suggest that this circuitry may aid the dif-
ferentiation between remitted-BD and depressed-BD subjects [180] and between 
MDD and BD [181], SZ and BD [182]. Nevertheless, it seems like the direction 
of future studies should be carefully considered in order to validate these findings. 
For example, a recent review of MRI studies for SZ and BD suggest the require-
ment for studies with large sample sizes and multimodal neuroimaging in medica-
tion-naïve first episode patients [183].

Predicting Treatment Outcome by Neuroimaging

In general, white matter microstructure and gray matter changes are suggested for 
probing illness severity and progression of BD. Tighe et al. [184] reviewed the 
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structural neuroimaging studies for association with response to lithium treatment. 
Regarding this, hippocampal volume, gray matter volumes of total brain, prefron-
tal cortex, and left subgenual cortex, cerebral gray matter volume have been sug-
gested as areas affected. Which of these areas might be a biomarker for treatment 
response?

One longitudinal brain imaging study suggests increased prefrontal gray matter 
[185] while another study suggests increase of lithium-induced gray matter vol-
ume as candidate biomarker for treatment response in BD [186]. Also, one study 
investigated if response to lithium treatment of children with BD can be predicted 
by changes in white matter microstructure [166]. By assessing the white matter in 
cortico-limbic tracts involved in emotion regulation authors suggest that there is 
a link between the response in lithium treatment and normalization of white mat-
ter microstructure in regions associated with emotion processing [166]. A recent 
study using a combination of fMRI and proton magnetic resonance spectroscopy 
(1 H-MRS) data developed a machine learning model called LITHium Intelligent 
Agent (LITHIA) to predict Lithium treatment response with an accuracy of more 
than 80 percent [187].

In conclusion, the field is still not mature. Implementation of multivariate anal-
ysis may trigger the identification of neural markers for clinical characterization. 
In this context, the harmonization of neuroimaging data together with other bio-
logical signatures seems to be essential. For example, in addition to distinct struc-
tural and functional brain markers, molecular factors such as neurotrophic factors, 
cytokines, and oxidative stress molecules may be important for BPD [32]. Future 
studies for longitudinal assessment of patients with different courses of the dis-
ease as well as correlation of neuroimaging measures with clinical, cognitive, and 
genetic marker are required for better understanding [188].

The Potential Neuroimaging Markers for MDD

The exact neurobiological mechanism underlying major depressive disorder 
(MDD) is not known; however, converging evidences suggest a complex interac-
tion of genetic and environmental factors [140, 189]. Biomarkers in general and 
neuroimaging markers in particular are essential for differential diagnosis, risk 
assessment, and treatment prediction [21].

Neuroimaging studies reported structural and functional deficits which have 
most consistently been identified in the hippocampus [190], anterior [191] and 
posterior cingulate [192], orbitofrontal [193], lateral temporal and occipital cor-
tices [194], and amygdala [195]. Along with the medial prefrontal cortex (mPFC) 
and the amygdala, the role of the anterior cingulate cortex (ACC) and the hip-
pocampus have been shown to have functional abnormalities in MDD. fMRI stud-
ies have found elevated activity in the ACC in MDD patients, which is thought to 
be evidence for abnormal processing of environmental stimuli in MDD [196].

Cortical regions such as the ACC are thought to have a regulatory role over 
the limbic structures that process emotional stimuli [197]. A breakdown in this 
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circuitry could potentially explain the development of depressive characteristics 
such as negative bias in interpersonal feedback and somatic complaints [198]. 
Indeed, a number of different research groups have found abnormal functional 
connectivity incorporating the ACC and limbic structures [197–200], suggesting 
its importance as a biomarker for MDD [201]. Other studies address the assess-
ment of severity [117], or risk of suicidality [202] of major depression disorder.

When considering functional connectivity networks in MDD, the default mode 
network (DMN) [203] and the pre-frontal–amygdalar–pallidostriatal–mediotha-
lamic mood-regulating circuit (MRC) are frequently cited as regions of abnormal 
synchrony [197]. In a direct resting-state fMRI comparison between depressed 
patients and healthy controls, the MD group was found to have decreased func-
tional connectivity between the ACC and three structures: the amygdala, the pal-
lidostriatum, and the medial thalamus, suggesting a decreased regulatory effect of 
the ACC over the mood-regulating limbic areas in MD [197]. Lui et al. extended 
the findings of Anand et al. [204–206] by showing bilaterally reduced functional 
connectivity within the prefrontal-limbic-thalamic areas, in particular in regions 
subserved by the left amygdala-ACC and the right insula–precuneus region, in 
depressed patients [182]. Are there any promising candidate biomarkers for dis-
ease subtyping or treatment guidance which could be assessed by neuroimaging? 
Below sections explore this possibility.

Risk Assessment and Prediction by Neuroimaging

Structural and functional variations in various brain regions have been associated 
with risk for MDD. Among these, reductions in the cortical thickness of the fusi-
form gyrus [207] reduced volume in DLPFC and hippocampus [208, 209], acti-
vation in amygdala and nucleus accumbens [210], and anterior cingulate cortex 
[211] have been suggested as predictive for the susceptibility of MDD.

Accumulating studies report functional and structural neural correlates of MDD 
compared to HC. In a recent study, the whole-brain analysis revealed reduced acti-
vation of MDD patients compared with HC primarily in the basal ganglia, in fron-
tal and temporal areas, the cingulate gyrus spreading to the amygdala, the insula, 
and the hippocampus. Also, MD patients showed a reduced activation to fearful 
faces in the superior frontal gyrus and ACG, and middle cingulate gyrus com-
pared with HC [212]. DTI studies consistently identified a reduction in anisotropy 
in subjects with MDD compared with control subjects [213]. Reductions in ani-
sotropy were largely localized to the frontal and temporal lobes or white matter 
tracts and detected in both hemispheres. A large pooled effect size was detected in 
superior frontal white matter, which contains fibers of the DLPFC and ACC cir-
cuits [214]. A significant decrease in fractional anisotropy in the left hemisphere, 
including the anterior limb of the internal capsule and the inferior parietal portion 
of the superior longitudinal fasciculus has been detected in patients with MDD 
compared with healthy controls [213] Thus, findings support the theory that white 
matter abnormalities play a role in a disconnection syndrome between frontal and 
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subcortical regions and may contribute as a risk factor for affective disorders. 
Within the DLPFC circuit, the anterior thalamic radiation connects the prefron-
tal cortex (PFC) to the thalamus through the anterior limb of the internal capsule 
[214]. Nevertheless, the utility of these cross-sectional studies for risk determina-
tion is dependent on specially designed longitudinal studies with selected subject 
groups.

Differential Diagnosis and Disease Subtyping

Regions important for individual diagnosis have been featured within the cor-
tico-striato-pallido-thalamic loops, which include the medial and orbital prefron-
tal cortices, amygdala, hippocampus, medial thalamus, and striatum [215], and 
cortico-cortical circuits from the medial prefrontal cortex connecting the para-
hippocampus, posterior cingulate, and superior temporal cortices [216]. Meta-
analyses have pointed to a reduction in hippocampal size in MDD patients, 
suggesting its possible use as a diagnostic neurobiomarker for MDD [217, 218]. 
One study reported that decreased gray matter density in the right subgenual ante-
rior cingulate, superior temporal cortex, medial frontal gyrus, precuneus, hip-
pocampus, and thalamus, as well as in the left inferior occipital cortex, parietal 
cortex, and cerebellum regions showed the highest contribution to the diagnosis 
of depression. As a diagnostic marker, the accuracy was 67.6% from whole-brain 
structural neuroanatomy. Yet the structural MRI results had shown limited poten-
tial for diagnosis [219].

One challenge for depression diagnosis derives from disease subtyping and 
several studies may help development of neuroimaging-based tools for this chal-
lenge. Although major neuroanatomical regions and neural networks are common 
in one diagnostic entity, prominently disturbed features differ between subtypes 
that should be determined by neuroimaging. Regarding this, melancholic depres-
sion, which is commonly accompanied by anhedonia and psychomotor retarda-
tion, is associated with the medical forebrain bundle in MDD [220]. On the other 
hand, rumination and autobiographical memories were commonly associated with 
abnormal connectivity in the default mode network [221]. One study reported a 
differential pattern in the hippocampal, amygdala, and subgenual prefrontal cortex 
volumes in melancholic versus psychotic depression [222]. Accumulating stud-
ies suggest that youth depression is characterized by alterations in the activity of 
ventromedial frontal regions, the anterior cingulate, and amygdala [223]. Indeed, 
amygdala connectivity has been found as differential in MDD in adults and youth 
according to a recent meta-analysis [224]. Also, connectivity within the amygdala 
circuitry (amygdala intrinsic connectivity) was suggested as a clinical marker for 
detection of early-onset depression compared to adult-onset depression [225].

An interesting study [226] reported four “biotypes” of depression, which 
were also associated with differences in treatment outcome [226, 227]. Drysdale 
et al. [226] suggest that a comparison of fMRI scans of more than 1100 patients 
of depression and HCs revealed that patients with depression can be divided into 
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four “biotypes” according to connectivity in limbic and fronto-striatal networks 
and different clinical symptoms. For example, type 1 and type 4 are characterized 
as having most severe reduction in the fronto-amygdala connectivity, a circuitry 
involved in the regulation of fear and reappraisal of negative emotional stimuli. 
A decreased connectivity in anterior cingulate and orbitofrontal areas, involved in 
motivation and incentive-salience evaluation were other areas most severe in type 
1 and 2. On the other hand, reward processing, adaptive motor control, and action 
initiation relevant connectivity, which involves the thalamic and fronto-striatal 
pathways, were especially prominent in type 3 and type 4, which are characterized 
by anhedonia and psychomotor retardation.

Although there are quite a bit of common alterations across the different dis-
ease states such as SZ, BD, and MDD, the degree of alteration in these common 
regions may help differentiate disease borders. For example, alterations in bilateral 
orbital frontal cortex (OFC), left OFC extending to putamen, visual, auditory, and 
motor cortices, right supplemental motor area, and bilateral thalami represented a 
gradient such that SZ > BD > MDD [172].

One of the problems associated with differential diagnosis is to distinguish 
between the patients of MDD and patients of BD during the first episode of 
depression [228]. Both of these disorders are associated with alterations in limbic 
regions. Cross-disorder classifications are particularly difficult especially when the 
disorders that need to be distinguished are similar to the case in BD and MDD. 
Accumulating studies investigate neural activity patterns. In an fMRI study, BD 
compared with MDD patients, significantly increased activation was found in 
the fearful condition primarily in the right frontal and parietal regions, and the 
cingulate gyrus [212]. Another fMRI study analyzed the amygdala activation to 
sad > neutral faces and found an increased responsiveness in MDD relative to BD. 
In contrast, responsiveness to happy > neutral faces showed the opposite pattern, 
with higher amygdala activity in BD than in MDD [229]. Other findings that may 
serve for differentiation is anterior cingulate gyrus activation [212], insula and 
amygdala resting-state functional connectivity in [230].

Based on cortical, thalamic, and striatal regions, is it possible to differentiate 
between BD and MDD? In this regard, the lack of studies with large sample sizes 
may be compensated by meta-analysis. For example, meta-analysis results show 
that increased activity in the thalamus and basal ganglia and decreased engage-
ment of ventrolateral prefrontal cortical regions was associated with BD where 
as a hypoactivation of the sensorimotor cortices was seen in MDD [231]. Also, 
BD could be distinguished from MDD on the basis of multivariate patterns based 
on gray matter differences [163]. In line with this, a recent meta-analysis [232] 
reported the features of gray matter in MD and BD by VBM studies, composed of 
4101 individuals with MDD and 2407 individuals with BD. This study suggests 
that there are distinct and common patterns of gray matter volumes when these 
two conditions were compared. Especially, volume reductions in bilateral insula, 
anterior cingulate cortex, and medial prefrontal cortex were common for both 
MDD and BD. On the other hand, the volumetric reductions in certain regions 
such as right dorsolateral prefrontal cortex and left hippocampus were prominent 
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in MDD. Other recent meta-analysis showed that the rostral middle frontal cortex 
was thinner in BD compared to MDD [233] and here is a common pattern of pitui-
tary gland enlargement moderated by age and sex in both BD and MDD [136].

Machine learning methodologies such as support vector machine is one way to 
integrate multivariate data and being increasingly used to identify neural biomark-
ers to predict remission to pharmacotherapy in late-life depression [234], predict-
ing antidepressant response in major depression [235], besides to other utilizations 
such as differentiation of generalized anxiety disorder from MD [236]. Also, one 
study [219] using machine learning approach suggests that gray matter density 
allowed prediction of treatment response. Accordingly, remission was predicted by 
greater gray matter density in the right rostral anterior cingulate cortex, left poste-
rior cingulate cortex, left middle frontal gyrus, and right occipital cortex.

Support vector machine (SVM) studies investigating MD using functional 
neuroimaging data have been conducted [237–240]. In the first of these, Fu and 
colleagues reported a significant pattern of discrimination between patients with 
MD and healthy controls (HC) based on the neural response as processing of sad 
facial expressions [240]. Similarly, Marquand et al. [239] were able to use subject 
responses to a variable load version of the verbal memory “N-back” task which 
allowed them to discriminate between depression patients and HCs. Although 
functional neuroimaging of working memory represents a statistically signifi-
cant, it remained as clinically moderate for a diagnostic biomarker for depression. 
Despite these findings, for the differentiation of MDD and BPD large studies are 
still missing to a degree that allows definitive conclusions to be drawn.

Predicting Treatment Outcome of MDD by Neuroimaging

Selection of best matching treatment is essential to improve response rates in MD. 
Thus, predictive biomarkers guiding treatment selection is crucial. Many stud-
ies compare the effect of drug treatments. One study reported that antidepressant 
treatment increased resting-state functional connectivity between ACC and the 
subcortical structures such as the medial thalamus and the pallidostriatum in the 
depressed group, but not in the control group [205]. The pattern of hypoconnectiv-
ity between the amygdala and several cortical and subcortical structures changed 
and connectivity increased after the treatment. It has also been suggested that the 
amygdala connectivity becomes normalized after antidepressant treatment [241]. 
The changes in brain connectivity between two groups of depressed patients: 
one treated with venlafaxine and the other with mirtazapine are compared. After 
the treatment, the patients presented increases in connectivity between dmPFC 
and cerebellum, cingulate cortex, parietal cortex, and decreases in connectiv-
ity between the OFC and the right medial cingulate cortex, the middle temporal 
gyrus, the superior occipital gyrus, the right fusiform gyrus, and the inferior tem-
poral gyrus. Also the same paper showed decreases in connectivity between left 
the OFC and the left superior parietal gyrus, the precuneus, and the postcentral 
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gyrus, the left medial temporal gyrus, the cuneus, the calcarine fissure, and the 
angular gyrus [242].

In some studies, connectivity alterations were observed in DMN after the 
treatment [243–245]. Abbott et al. [246] found that patients with MDD present a 
hyperconnectivity pattern in the posterior areas of DMN, PFDLC, and dmCPF, 
which tends to recover after the treatment. Wu et al. [247] showed a mixed pattern 
of hypoconnectivity in the posterior areas of DMN, and hyperconnectivity in the 
most anterior areas of the same network at rest in depressed patients. In the same 
study, hypoconnectivity between PCC and sgACC recovered, but not PCC-dmPFC 
hyperconnectivity. In a study, depressed patients show smaller functional con-
nectivity strength maps (FCS) than healthy subjects in both hippocampi, and the 
opposite pattern in the dmPFC cortexes of both hemispheres. Antidepressant treat-
ment tended to reverse the pattern so that, after treatment, FCS increased between 
both hippocampi and it decreased between dmPFCs. Additionally, the changes in 
dmPFC connectivity correlated positively with the clinical improvement measures 
[62]. In a resting-state fMRI, patients with treatment-resistant depression (TRD) 
had increased right-thalamic fractional amplitude of low-frequency fluctuations 
(fALFF) values compared with patients without TRD. Also, patients with TRD 
showed increased fALFF values in the right inferior frontal gyrus (IFG), inferior 
parietal lobule (IPL) and vermis, compared with patients with non-TRD and HC 
subjects [248].

Nevertheless, to what extent the studies presented so far can guide the treat-
ment selection is dependent on the studies specifically designed to test the pre-
dictive potential of relevant test paradigms associated with above circuitries. 
Regarding this one study assessed the potential of neuroimaging data to be used 
as predictors of antidepressant response. A positive emotion regulation task during 
fMRI has been studied in a case/control study. Results show that neural activa-
tion pattern may be useful to predict the responsiveness to Behavioral activation 
therapy for depression (BATD) which appear to be more effective for patients 
with greater disturbances in brain reward network function [249]. Another study 
used neural and performance predictors during a cognitive control task to predict 
treatment response. Haemodynamic response function modeling activation dur-
ing Commission errors in the rostral and dorsal anterior cingulate, mid-cingulate, 
dorsomedial prefrontal cortex, and lateral orbital frontal cortex predicted treat-
ment response [250]. Spies et al. [251] suggested the DMN activity as a meas-
ure of early antidepressant response. Among the most replicated findings are the 
hyperactivity in ACC and the reduction of hippocampal volume as well as activity 
in medial prefrontal cortices and partially amygdala, which may help determine 
the patients who benefit from specific treatment [66, 252]. For example, persis-
tence of hyperactivity in ACC and greater loss of hippocampal volume are both 
associated with poor treatment response. As reviewed by Phillips et al. [252] the 
most consistent literature findings suggest key areas such as anterior cingulate 
and medial prefrontal cortices and partially amygdala, which may help determine 
the patients who benefit from psychotherapy such as cognitive behavior therapy 
(CBT) compared with pharmacotherapy. Thus, activity in these areas may help 
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predict treatment outcome. Also, the response to serotonergic reuptake inhibitors 
(SRIs) and nonserotonergic antidepressants can be predicted by medial prefrontal 
cortex and pregenual anterior cingulate cortex. Moreover, in late-life depression 
lower fractional anisotropy predicts response to SRI treatment. Increased arterial 
spin labeling measures of cerebral blood flow in the ventral anterior cingulate cor-
tex may be predictive for better response to SRI treatment [252]. One interesting 
progress might aid personalized treatment strategies. For example, insula resting-
state activity may be a predictor of individualized assessment of patient’s response 
to pharmacological or psychological treatment approaches [66].

Conclusion

Current literature shows that neuroimaging data increasingly accumulate but they 
are not mature yet for translation into clinical practice. This is well reflected with 
the inconsistencies across the studies and with the lack of replication studies, 
besides to small sample sizes, lack of sufficient longitudinal studies and the lack of 
multimodal studies [29, 253, 254]. On the other hand, these problems are likely to 
be solved in the light of recent progress such as data-sharing initiatives, multisite 
consortiums, and technical/methodological advancements.

Neuroimaging data-sharing initiatives come with the opportunity of increased 
scale and scope. For example, more than 8000 shared MRI data is available online 
[255]. Moreover, open data for animal neuroimaging will boost the research by 
allowing cross-species studies [256]. In addition to open data, initiatives like “The 
Consortium for Reliability and Reproducibility (CoRR)” will address the prob-
lems of test–retest reliability [257]. Besides, progress in neuroimaging technol-
ogy and associated methodologies will likely contribute to better analysis of brain 
disorders by allowing the analysis of structural/functional networks differentially 
with better spatiotemporal resolution [258–264].

Also, progressive approaches may help overcome methodological limitations 
by allowing the harmonization of neuroimaging data together with other biologi-
cal measures. One elaboration of this is the imaging genetics which combines the 
genetic variables with neuroimaging phenotypes [3]. Although the main focus 
of imaging genetics is to create fundamental knowledge about the neurobiology 
of brain disorders, it may be especially important for the disease risk assessment 
since it typically focuses on the analysis of genetic risk factors and their link with 
neuroimaging phenotypes in healthy individuals.

It is thought that multimodal imaging may help better predictive capacity [260, 
265], and with the advancements in statistics, it will boost neuroimaging. In addi-
tion to “mass-univariate analysis” which is commonly used statistical model for 
the analysis of neuroimaging data processed by a voxel-by-voxel approach [36], 
multivariate analysis relies on the correlation/covariance of activation across brain 
regions [266, 267]. In this regard, support vector machine (SVM) is a machine 
learning-based classification algorithm for multivariate neuroimaging data anal-
ysis. Application of SVM to neuroimaging data can particularly facilitate the 
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identification of biomarkers. Literature suggests that it has potential applications 
in disease subtyping and treatment prediction [86, 119].

In conclusion, the impact of accumulating neuroimaging studies on the clinical 
practice has been very limited. However in the light of current progress described 
so far, the future of neuroimaging for clinical practice is bright especially for 
its potential to fill the current gap of predictive, personalized, and preventative 
psychiatry.
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Abstract
Personalized medicine aims to integrate a number of characteristics such as 
genetic and epigenetic variations, other biomarkers, clinical symptoms, and 
environmental factors in order to predict susceptibility to disease, aid in 
diagnosis, and identify efficacious treatments with maximum likelihood of 
favorable response and minimal chance of adverse effects. The use of person-
alized medicine approaches in psychiatry is underdeveloped, but has a pro-
found potential for improving prevention and treatment. There are a number 
of studies that have found promising associations between a variety of bio-
markers and clinical response to psychopharmacological treatment in various 
psychiatric disorders. These biomarkers include neuroimaging, electrophysi-
ology, peripheral serum, and plasma biomarkers, and variations in genomics, 
epigenetics, proteomics, and metabolomics. Ultimately, the best model for 
precision medicine in complex, multifactorial diseases such as psychiatric ill-
nesses will likely involve integrated methodology that combines information 
from multiple sources including biologic, clinical, and environmental data. 
While much progress has been made in the development of valid biomarkers 
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Introduction

Personalized medicine aims to tailor individualized treatment for each patient 
based on a number of characteristics such as genetic and epigenetic variations, 
other biomarkers, clinical symptoms, and environmental factors. The ultimate goal 
is to predict susceptibility to disease, aid in diagnosis, and identify efficacious 
treatments with maximum likelihood of favorable response and minimal chance 
of adverse effects [1]. Over the past decade, the Food and Drug Administration has 
approved a number of genetically prescreened drugs, labeled as pharmacogenom-
ics, leading to significant advances in patient care in fields such as oncology, rheu-
matology, pulmonary medicine, and gastroenterology [2, 3].

Psychiatric illness is a huge burden to global society and the leading cause of 
years lost to disability [4]. The use of personalized medicine approaches in psy-
chiatry is underdeveloped, but has a profound potential for improving prevention 
and treatment. The number and diversity of available treatments for psychiatric 
disorders alone illustrate the difficulty of matching the best treatment for the indi-
vidual patient. The mechanisms by which psychotropic drugs act are incompletely 
understood and each drug has side effects. When an ineffective drug is prescribed, 
time is wasted for the patient with persistent symptoms and often bothersome side 
effects. Traditionally, psychiatric diagnosis has been based on the mental health 
professional’s interpretation of patient (and family members) reports of behavioral 
signs and symptoms, and objective clinical measures such as biomarkers have not 
yet been incorporated into diagnostic criteria or monitoring of treatment response 
[4]. The development of personalized medicine approaches in psychiatry will be 
realized by the identification of relevant disease biomarkers, which can provide an 
objective measure of biologic function (or dysfunction), response to treatment, and 
disease severity. Biomarkers under investigation for psychiatric disorders include 
peripheral serum or plasma markers, neuroimaging findings, electrophysiology, 
and variations in genomics, epigenetics, proteomics, and metabolomics.

In this chapter, evidence to support the use of biomarkers to guide treatment and 
prevention in psychiatric disorders will be reviewed. The evidence is most robust in 
the area of predicting response to treatment for mood disorders, so much of the chap-
ter will focus on this topic. Schizophrenia and psychotic disorders will only be briefly 
discussed as well as future directions, including biomarker-guided prevention efforts.
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Major Depressive Disorder

Overview of Treatment of Major Depressive Disorder

Major depressive disorder (MDD) is the most prevalent psychiatric disorder, esti-
mated to affect more than 100 million people worldwide. Up to 40% of individuals 
suffering from MDD never seek treatment, and approximately half of suicide vic-
tims visited a primary care provider in the month prior to their death [5]. This dev-
astating disease exhibits considerable genetic heritability [6]. There are currently 
approximately 30 FDA-approved medications for the treatment of MDD that are 
believed to modulate the availability or activity of different neurotransmitter sys-
tems in the brain. These include serotonin, norepinephrine, and dopamine [7]. 
There is no established paradigm for choosing psychotropic medications and treat-
ment is largely chosen based on physician preference and factors such as family or 
personal history of good treatment response, affordability, and side effect profile. 
Remission rates after treatment with a single antidepressant are modest, estimated 
to be roughly 30–50% after 12 weeks. An additional 30–40% of patients fail to 
achieve adequate response after multiple medication trials over 1 year of treatment 
[8]. Another commonly used treatment modality for MDD is evidence-based psy-
chotherapies (i.e., cognitive behavioral therapy (CBT) and interpersonal psycho-
therapy (IPT)), which have demonstrated clinical efficacy in multiple randomized 
controlled clinical trials [7]. There are also three FDA-approved somatic non-
pharmacological treatments for MDD: electroconvulsive therapy (ECT), repetitive 
transcranial magnetic stimulation (rTMS), and vagus nerve stimulation (VNS) [7]. 
However, these modalities are not as commonly used and biomarker-based predic-
tion of response has not been well studied.

Peripheral Serum Markers

Hypothalamic–Pituitary–Adrenal (HPA) Axis
HPA axis hyperactivity is a well-established finding in a significant portion of 
individuals suffering from MDD and has been replicated in dozens of stud-
ies over the last several decades. Patients with MDD have been found to have 
increased cerebrospinal fluid (CSF) concentrations of corticotropin-releasing hor-
mone (CRH), as well as increased levels of cortisol in blood, urine, and CSF [9]. 
Elevated levels of cortisol are observed in up to 70% of patients with MDD after a 
dexamethasone suppression test (DST) [10], evidence of HPA axis hyperactivity. 
Several studies have shown that treatment with selective serotonin reuptake inhibi-
tors (SSRIs) and clinical recovery leads to normalization of HPA axis hyperactiv-
ity [11]. The DST or combined CRH/DST challenge test may have clinical utility 
as a laboratory marker for treatment outcome. MDD patients who were initially 
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non-suppressors who exhibit normalization of the DST response show clinical 
improvement after antidepressant treatment [12]. In multiple studies, persistent 
non-suppression in response to DST after antidepressant treatment predicts poorer 
treatment response [11, 12]. The major confound in these studies is the finding 
that early life trauma in the form of child abuse or neglect is associated with alter-
ations in HPA axis activity [13].

Hypothalamic–Pituitary–Thyroid (HPT) Axis
There is a well-documented relationship between MDD and abnormalities in the 
hypothalamic–pituitary–thyroid (HPT) axis. This has been consistently replicated in 
clinical trials over the last 40 years [14, 15]. Patients with thyroid dysfunction are 
more likely to develop depressive symptoms, and abnormalities in thyroid function 
are observed in a subset of patients with MDD [15]. Plasma concentrations of thy-
roid hormones (T3, T4) are typically normal in depressed patients, however other 
abnormalities have been observed. Patients with MDD have been found to have 
elevated TRH concentrations in the CSF [15, 16]. Another well-replicated finding 
is the presence of higher levels of circulating antithyroid antibodies in the plasma 
of depressed patients compared to nondepressed controls [15–17]. Plasma thyroid-
stimulating hormone (TSH) responses after intravenous administration of thyro-
tropin-releasing hormone (TRH) as part of the TRH stimulation test are blunted in 
approximately 25% and abnormally elevated in approximately 15% of patients with 
MDD [14]. Research studies examining the prognostic utility of the TRH stimu-
lation test in clinical trials have yielded mixed findings [18, 19]. In a study of 95 
depressed patients treated with either nortriptyline (N = 46) or fluoxetine (N = 49) 
for 6 weeks, significant differences were seen in the maximum TSH response 
(ΔmaxTSH) to a TRH stimulation test between patients treated with each medi-
cation; ΔmaxTSH concentrations decreased significantly in fluoxetine responders 
after treatment and increased significantly in nortriptyline responders. Additionally, 
a significant decrease in plasma concentrations of thyroxine (T4) and free thyrox-
ine (FT4) was observed after treatment with both medications in responders, but 
not nonresponders [20]. Several other studies have shown a significant decrease in 
plasma T4 and/or FT4 concentrations after at least 4 weeks of antidepressant treat-
ment with SSRIs or TCAs in treatment responders, but not in nonresponders [21–
23] Although the majority of patients with MDD do not have clinically significant 
thyroid disease, existing literature indicates a relationship between MDD and sub-
clinical thyroid dysfunction. Triiodothyronine (T3) has been definitively shown to 
augment the efficacy of several antidepressants and is commonly used as adjunc-
tive therapy in clinical practice for treatment-resistant patients, many of whom have 
thyroid indices within normal range [15, 16, 24]. While the mechanisms of thyroid 
supplementation in initially nonresponsive patients receiving antidepressant treat-
ment remains unclear, assessment of thyroid function in depressed patients may 
serve as a useful personalized medicine approach to treatment of MDD.

Inflammatory Biomarkers
The association between MDD and inflammation has been consistently repli-
cated in a multitude of clinical studies. One meta-analysis revealed that elevated 
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C-reactive protein (CRP) levels are associated with increased risk of future MDD 
[25]. Another meta-analysis found that treatment with antidepressants resulted in a 
marginally significant decrease in CRP levels, and moreover higher baseline CRP 
concentrations were associated with a greater reduction in depressive symptoms 
[26]. In contrast, Chang et al. found higher baseline CRP levels predicted poorer 
response to 2 weeks of treatment with either venlafaxine or fluoxetine [27]. Several 
recent trials [28, 29] suggest that lower pretreatment levels of CRP (<0.1 mg/L) are 
associated with a good response to SSRIs while individuals with higher pretreat-
ment CRP levels (≥0.1 mg/L) may require combination therapy or the use of agents 
that act on additional neurotransmitter systems. In a clinical trial designed to deter-
mine if tumor necrosis factor (TNF) antagonism would reduce depressive symp-
toms (measured by HAM-D scores) in patients with treatment-resistant depression 
and if higher baseline levels of inflammatory biomarkers would predict treatment 
response, subjects with moderate treatment-resistant depression (as determined by 
the Massachusetts General Hospital Staging method) were randomized to receive 
three infusions of infliximab (baseline, 2 and 6 weeks), a TNF antagonist, or pla-
cebo in a 12-week study. There was no significant difference in HAM-D change 
scores between the two treatment groups over the 12-week period. However, sub-
jects with baseline CRP >5 mg/L treated with infliximab showed significantly 
greater treatment response (≥50% reduction in HAM-D score at any point dur-
ing treatment) as compared to the placebo group. This suggests that although TNF 
antagonism did not have a significant effect in treatment-resistant depression over-
all, it may have efficacy in a subset of patients with elevated baseline inflammatory 
biomarkers [30].

Multiple studies have demonstrated elevated levels of pro-inflammatory 
cytokines in depressed patients compared to controls [31]. In a meta-analysis 
of studies investigating the effect of antidepressant treatment on inflammatory 
cytokines IL-1β, IL-6, and TNF-α, antidepressant treatment lowered levels of 
IL-1β and possibly IL-6, but had no significant effect on TNF-α. Further analysis 
of antidepressant classes revealed that treatment with SSRIs, in particular, signifi-
cantly lowered levels of IL-6 and TNFα [32]. A separate meta-analysis confirmed 
that antidepressant drugs decreased levels of IL-6, and higher baseline IL-6 lev-
els were associated with larger decreases in depressive symptoms [26]. Dahl et al. 
measured plasma levels of cytokines in depressed patients and healthy controls 
at baseline and after 12 weeks of antidepressant treatment. At baseline, MDD 
patients had significantly higher levels of IL-1β, IL-1 receptor antagonist (IL-1Ra), 
IL-5, IL-6, IL-7, IL-8, IL-10, granulocyte colony-stimulating factor (G-CSF), and 
interferon gamma (IFNγ) compared to healthy controls (p = 0.01–0.047). After 
12 weeks of treatment with antidepressant medications and/or psychotherapy, 
plasma levels of seven cytokines (IL-1Ra, IL-6, IL-7, IL-8, IL-10, G-CSF, and 
IFNγ) had decreased significantly in patients meeting criteria for recovery and 
did not differ significantly from levels in healthy controls. Depressive symptoms 
were simultaneously significantly reduced, and cytokine levels did not normalize 
in MDD patients who did not meet criteria for recovery [31].

One study by Danese et al. in 1,000 subjects revealed that maltreated children 
exhibit a significant and graded increase in CRP 20 years later, independent of 
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adult behavior, health, or recent life stressors; this effect was especially robust in 
depressed adults with a history of childhood maltreatment. In a separate study, the 
same group found significant elevations in CRP in 12-year-olds with depression 
and a history of maltreatment compared to depressed only, maltreated only, or age-
matched controls. A study of 7,642 individuals in the UK reported that separation 
from parents in childhood was associated with a significant increase in CRP levels 
at age 44. Slopen et al. found that adverse events prior to age 8 predicted increased 
inflammatory markers, including IL-6 and CRP, at age 10 [13].

In summary, inflammatory markers are more likely to be elevated in depressed 
patients with a history of early life stressors (ELS) such as childhood abuse and/
or neglect. Multiple studies have revealed an increase in inflammatory mark-
ers including CRP and IL-6 in patients who are depressed and have a history of 
exposure to ELS, especially in patients exposed to childhood abuse or maltreat-
ment before age 8. Several studies have revealed persistently elevated levels up to 
20 years later [13].

Protein S100B
Protein S100B is a neurotrophic protein that is used as a biomarker for glial 
alterations and neuroplasticity. Loss of neuroplasticity has been hypothesized to 
contribute to the pathogenesis of mood disorders [33] and several studies have 
found elevated serum levels of S100B in mood disorders, with higher levels seen 
in patients with MDD compared to bipolar disorder [34]. In a combined analy-
sis of three studies in 46 MDD patients, Shroeter et al. found a positive correla-
tion between clinical treatment response (measured by the HAM-D) and increases 
in serum S100B, suggesting that S100B could be a reliable indicator of treatment 
efficacy [34]. A separate study by Shroeter et al. [33] in 20 patients with a mood 
disorder and 12 age-matched healthy controls found that antidepressant treat-
ment reduced serum S100B; the magnitude of the decrease was correlated with 
decreased severity of depressive symptoms (measured by HAM-D) (rho < 0.01); 
depression severity was positively correlated with serum S100B (r(s) = 0.51, 
rho < 0.005) [33]. Higher levels of serum S100B have been found to predict a better 
response to MDD treatment with various classes of antidepressants chosen by clini-
cian based on symptomatology and anticipated side effects, after 4 or 6 weeks [35].

Neuroimaging

Neuroimaging studies show promise in identifying potential biomarkers to aid in 
the prediction of treatment outcomes for MDD. A 2013 systematic review of neu-
ral predictors of response to pharmacotherapy and psychotherapy in subjects with 
MDD who underwent neuroimaging (PET or structural MRI) prior to treatment 
initiation revealed a number of interesting findings [36]. The functional imaging 
meta-analysis included 20 studies from 15 independent samples. Across studies, 
increased baseline activity in the anterior cingulate and medial prefrontal corti-
ces was predictive of a higher likelihood of symptom improvement and increased 
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baseline activation in the insula and striatum was associated with a poor clinical 
response. For the amygdala, there was inconsistency with some reports of increased 
activity and some of decreased activity associated with a positive therapeutic out-
come [36]. The structural imaging (MRI) meta-analysis included nine studies 
from six independent samples and found that a decrease in right hippocampal vol-
ume was a statistically significant predictor of lower likelihood of good treatment 
response [36]. Again a potential confound here is early life trauma, which is associ-
ated with reduced hippocampal volume [13].

Using PET, McGrath et al. investigated predictors of response to escitalopram 
or CBT in 38 subjects with MDD. Right anterior insula hypometabolism was asso-
ciated with remission of symptoms after CBT and poor response to escitalopram, 
whereas insula hypermetabolism was associated with remission of symptoms after 
escitalopram and poor response to CBT [37]. In another PET study, McGrath 
investigated predictors of response to citalopram and/or CBT in a two-phase study. 
Nonresponders to both therapies had significantly higher subcallosal cingulate 
(SCC) metabolism compared to the remitters [38]. A study by Dunlop et al. [39] 
evaluated functional MRI resting-state functional connectivity in 122 treatment-
naive patients with MDD who completed 12 weeks of treatment with either CBT 
or antidepressant medication (escitalopram or venlafaxine). The resting-state func-
tional connectivity of the SCC with three brain regions (left anterior ventrolateral 
prefrontal cortex/insula, the dorsal midbrain, and the left ventromedial prefrontal 
cortex) was differentially associated with outcomes of remission and treatment 
failure to psychotherapeutic and psychopharmacological interventions. Greater 
positive summed functional connectivity with the SCC was associated with remis-
sion to CBT and treatment failure with medication. Negative or absent summed 
functional connectivity with the SCC was associated with remission to medication 
and treatment failure with CBT; resting-state functional connectivity patterns dif-
ferentiating CBT and medication outcomes were consistent for both escitalopram 
and venlafaxine [39].

In a systematic review of 21 studies investigating the use of resting-state fMRI 
to predict antidepressant treatment response, increased functional connectivity 
between the frontal lobe and limbic system was associated with response to anti-
depressant treatment, potentially suggesting greater inhibitory control over neu-
ral circuitry involved in emotional processing. Connectivity in visual recognition 
circuits (including the lingual gyrus, middle occipital gyrus, fusiform gyrus, and 
cuneus) showed potential utility in several studies in distinguishing treatment-
responsive from treatment-resistant MDD patients. Finally, subcallosal cingulate 
gyrus connectivity consistently predicted treatment response to rTMS and was 
also implicated in treatment response to antidepressants [40].

Electrophysiologic Biomarkers

A 2018 meta-analysis by Widge et al. including 76 articles reporting 81 biomark-
ers sought to quantify the reliability of quantitative EEG (QEEG) for response 
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prediction in MDD. The analysis found that no specific QEEG biomarker or spe-
cific treatment showed greater predictive value than the all-studies estimate in a 
meta-regression, suggesting that QEEG is not a reliable clinical measure for pre-
dicting treatment response. However, funnel plot analysis suggested substantial 
publication bias such as lack of out-of-sample validation, underreporting of nega-
tive results, and insufficient direct replication of previous findings [41].

Genetic Predictors

Genetic heritability is thought to account for approximately 40–70% of the risk 
of developing MDD and also appears to play a role in treatment response [6]. 
A genome-wide association study (GWAS) evaluating the role of genetic varia-
tion in antidepressant treatment response found that common genetic variants 
accounted for 42% of individual differences in antidepressant treatment response 
[42]. Another GWAS study including a total of over 1500 subjects with MDD 
found associations with a few single nucleotide polymorphisms (SNPs) and anti-
depressant treatment response; however, no effect withstood correction for multi-
ple testing. Of interest, 46 SNPs were in the same direction and significant before 
correction and they found a significant association of the number of response 
alleles (high versus low) to treatment response. The least favorable outcome was 
observed in patients with comorbid anxiety disorder in combination with a low 
number of response alleles [43].

Studies targeting specific SNPs involved in biologic pathways known to be 
involved in MDD have generally proven more promising. For example, genes 
involved in modulation of the HPA axis theoretically could impact the risk for 
developing MDD and treatment response [44]. O’Connell et al. found that a spe-
cific SNP of the corticotropin-releasing hormone-binding protein (rs28365143) 
was a positive predictor for treatment response to antidepressants, confirming 
a previous report from the Star D sample. Patients homozygous for the G allele 
of rs28365143 had greater remission, response rates, and symptom reduction in 
response to escitalopram and sertraline (SSRIs) compared to A allele carriers. 
There was no association observed between this genotype and treatment response 
to venlafaxine, an SNRI [44]. In a separate study that evaluated genetic variants 
in the corticotropin-releasing hormone-binding protein, African American and 
Hispanic carriers of the T allele of a specific SNP (rs10473984) had significantly 
poorer treatment response to citalopram (SSRI) [45]. Binder et al. identified SNPs 
in the FK506-binding protein 5 (FKBP5), a key component of the glucocorti-
coid receptor complex, that were associated with both a more rapid therapeutic 
response to antidepressant therapy and an increased recurrence of depressive epi-
sodes [46]. These SNPs were associated with increased intracellular FKBP5 pro-
tein and less HPA axis hyperactivity during depressive episodes [46].

Genes encoding for components of the serotonin (5-HT) system have also been 
studied. Serotonin reuptake, regulated by the serotonin transporter (5-HTT), is 
involved in the regulation of serotonergic activity and is thought to be a major site 
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of action for many antidepressant medications. A polymorphism in 5-HTTLPR, 
the promoter region of 5-HTT, influences both risk for developing MDD and 
response to antidepressant therapy. A number of studies, primarily in Caucasians, 
have linked the 5-HTTLPR long allele (l/l) with greater therapeutic response and 
the short allele (s/s) with slower or poorer response to SSRIs [47–50]. However, 
conflicting studies show no significant relationship between these genotypes 
and antidepressant response [6, 51]. The short allele has also been associated 
with greater therapeutic response in several studies in Asian populations, elderly 
patients, and patients being simultaneously treated with lithium or pindolol [48, 
52]. Several clinical trials investigating the role of genetic polymorphisms in sero-
tonin receptors, 5HTR1A and 5HTR2A, have yielded inconsistent results [6, 51, 
53, 54]. Genetic variation in the expression of the cytochrome P450 (CYP450) 
isoenzymes impacts the metabolism of many antidepressants and psychotropic 
medications, as well as other commonly prescribed medications. There are several 
commercially available combinatorial pharmacogenetic tests that classify pheno-
types of hepatic CYP450 metabolism as poor, intermediate, extensive/normal, or 
ultrarapid metabolizers [55]. These could plausibly have clinical utility in guiding 
medication choice and improving treatment course. For example, when determin-
ing the appropriate starting dose for a medication, higher doses would be needed 
for ultrarapid metabolizers, whereas poor metabolizers would be more susceptible 
to adverse effects which would prompt a prescriber to start at a low dose or refrain 
from prescribing that medication [55]. They also claim to predict treatment effi-
cacy, but the database is insufficient at this time to recommend their use. Indeed, 
there are few well-designed clinical trials investigating the efficacy and clinical 
applicability of these pharmacogenetic tests, and further research is clearly needed 
before this testing is integrated into routine clinical practice [55, 56].

Bipolar Affective Disorder

Overview of Treatment of Bipolar Disorder

Bipolar disorder (BD) is a heterogeneous disease with significant variability 
in clinical presentation. Lithium is currently the first-line treatment for BD and, 
based on current evidence, is the treatment most likely to achieve long-term 
relapse prevention [2]. However, lithium is associated with remission in only 
approximately 30% of patients. Additionally, it has a low therapeutic index, and 
many patients are non-adherent due to side effects such as tremor, weight gain, 
nausea, and sedation which likely contributes to suboptimal dosing and lower 
remission rates [57]. Other FDA-approved treatments for mania or bipolar depres-
sion include lamotrigine, olanzapine, valproate, quetiapine, aripiprazole, and risp-
eridone; however, it remains difficult to predict which drug will produce the best 
response in an individual patient [2]. In general, it is estimated that only 50% of 
patients with BD respond to monotherapy with a mood stabilizer, with an addi-
tional benefit of approximately 20% with addition of a second mood stabilizer 
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[58]. Because early intervention and providing an effective treatment early in the 
progression of the disease is important to long-term outcomes, better information 
about tailoring treatment for BD is critical [59, 60]. It is of paramount importance 
to identify biomarkers with predictive value for treatment response to enable early 
and efficacious intervention.

Peripheral Biomarkers

Inflammatory Biomarkers
Several studies have investigated the impact of treatment response on inflamma-
tory biomarkers in BD during manic, depressive, and euthymic states. Kim et al. 
found that IL-6 levels were increased in acute mania and decreased after 6 weeks 
of treatment with lithium, valproate or a combination of both [61]. In a separate 
study, this group also found that levels of IL-12 decreased significantly in bipolar 
patients after 8 weeks of treatment with lithium or valproate [62]. Su et al. eval-
uated the relationship between lithium response and levels of interferon gamma 
(IFN-ɣ) and IL-10 and found no differences in patients medicated with lithium 
compared to unmedicated patients [63]. Guloksuz et al. found increased levels of 
TNF-a and IL-4 in euthymic bipolar patients treated with lithium (N = 15) com-
pared to unmedicated euthymic bipolar patients (N = 16) and healthy controls 
(N = 16); however, no significant differences were found in unmedicated euthymic 
bipolar patients compared to healthy controls [64]. Two studies evaluated the rela-
tionship between treatment response and soluble IL-2 (sIL-2R) and IL-6 (sIL-
6R) receptors with inconsistent results. One study found that patients with rapid 
cycling bipolar disorder exhibited normalization of the sIL-2R and sIL-6R levels 
after 30 days of treatment with lithium [65] while another study found no sig-
nificant change following treatment with valproate for 30 days [66]. Boufidou 
et al. investigated cytokine production in isolated lymphocytes in 40 euthymic 
BD patients on chronic lithium therapy and found a significant reduction in cells 
secreting IL-2, IL-6, IL-10, and IFN-ɣ in patients on lithium compared to healthy 
controls [67].

HPA Axis
A recent meta-analysis [68] of 41 case–control studies investigating HPA axis 
activity in 1069 BD patients and 1836 healthy controls showed that BD patients 
had higher basal cortisol than controls at all time points assessed, and cortisol lev-
els measured over 12 or 24 hours were also significantly higher in bipolar patients 
compared to controls. Another meta-analysis comparing 19 case–control studies 
investigating morning cortisol levels revealed increased morning cortisol levels in 
BD patients compared to controls, with greater morning cortisol levels observed 
in non-manic BD outpatients [69]. As seen in MDD, patients with BD have fre-
quently been found to be non-suppressors in the dexamethasone suppression test 
(DST) or DST/CRH combination test, particularly in the depressed or mixed 
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state [68, 70]. These tests have been proposed as biomarkers to assess HPA axis 
response to treatment in mood disorders.

Thyroid
Thyroid dysfunction has been frequently observed in patients with BD, with one 
study indicating that BD patients are 2.55 times more likely to experience thyroid 
dysfunction compared to healthy controls [71]. Cole et al. studied thyroid function 
in a group of 65 BD patients treated with mood stabilizers (lithium (N = 57, 88%), 
divalproex, combination, or carbamazepine). Lower free thyroxine index (FTI) 
values and higher thyroid-stimulating hormone (TSH) levels were significantly 
associated with a poorer lithium response. Lower TSH combined with higher FTI 
was associated with a substantially more rapid remission of depression [72]. A 
2017 systematic review of 11 studies investigating the relationship between BD 
and thyroid autoimmunity found an increased prevalence of circulating thyroid 
autoantibodies in depressed and mixed BD patients; however, no evidence was 
found to support a relationship between specific autoimmune thyroid diseases and 
BD. Findings from a study in twins with BD suggested that autoimmune thyroidi-
tis is related to the genetic vulnerability to develop BD rather than the pathogen-
esis of the disease itself. These findings suggest that thyroid autoantibodies could 
have potential utility as a biomarker of vulnerability for BD [73].

Brain-Derived Neurotrophic Factor (BDNF)
Lithium may exert its therapeutic action, in part, by upregulating BDNF expres-
sion to achieve mood stabilization, suggested by the finding that serum BDNF 
levels positively correlate with lithium levels [74]. Lithium increases BDNF 
expression in cultured rodent neurons [75], and platelet BDNF mRNA increases 
after 8 weeks of medication treatment for BD (lithium, valproate, or atypical 
antipsychotic) [76]. In one study, chronic administration of mood stabilizers (car-
bamazepine and lamotrigine) in rats increased BDNF mRNA expression and pro-
tein concentrations in the frontal cortex [77]. Increased blood concentrations of 
BDNF have been reported following treatment with antidepressants or mood sta-
bilizers in BD and other mood disorders [78]. A 16-week open trial of quetiapine 
XR for BD indicated that independent of clinical response to treatment, serum 
BDNF concentrations increased in patients with bipolar depression but decreased 
in manic and mixed patients [79]. There is conflicting data concerning changes 
in levels of BDNF associated with different medication treatments for BD with 
some investigators finding changes associated with specific medication treatments 
[80] and others with discordant findings [81–83]. Suwalska et al. reported that 
lithium-treated patients as a group had lower BDNF levels compared to healthy 
controls, and moreover patients that did not respond to lithium had significantly 
lower BDNF levels compared with healthy control subjects [84]. Several studies 
have attempted to correlate peripheral BDNF levels to treatment response in acute 
mania. In one study, a significant increase in plasma BDNF levels was observed 
after 28 days of lithium monotherapy for acute mania, with 87% of responders 
showing an increase in BDNF levels after treatment compared to baseline [85]. 
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Tramontina et al. found that BDNF levels were significantly decreased in acutely 
manic patients when compared to controls; after treatment, however, there was 
no longer a significant difference observed between the two groups. In the BD 
patients, a sharp increase in BDNF was observed after effective treatment of acute 
mania [86]. A systematic review and meta-regression analysis of 3 studies found 
that BDNF levels increase after treatment for acute mania [87].

Overall, the data suggest that BDNF may play an important role in the patho-
physiology of BD and lithium responders may upregulate BDNF in response to 
treatment. BDNF also appears to be a potential marker for mood state, as it is 
generally lower during mood episodes in BD and often normalizes in euthymia. 
There have been conflicting findings, however, and future research should focus 
on BDNF levels over time, individual patient mood state, and treatment response. 
Whether peripheral BDNF concentrations represent an index of CNS BDNF activ-
ity remains unclear.

Neuroimaging

Although the investigation of imaging techniques to predict treatment response in 
BD is in its infancy, there are several promising findings. Using (15)O water PET 
to measure changes in regional cerebral blood flow during an induced sadness 
task, different activity patterns were demonstrated in BD lithium (n = 9) and val-
proate (N = 9) responders with both groups showing changes in premotor cortex, 
dorsal anterior cingulate, and anterior insula, and valproate responders showing a 
larger magnitude of change in most regions. Comparison of the change patterns 
revealed differences in the rostral anterior cingulate and the dorsolateral prefrontal 
cortex between lithium and valproate responders [83]. In a small study (n = 20) 
using fMRI and proton magnetic resonance spectroscopy (H-MRS) to predict lith-
ium treatment outcome in BD subjects, investigators applied a data algorithm that 
showed excellent predictive power in determining a good lithium response [88].

A recent systematic review of 60 studies investigating neuroimaging and 
behavioral predictors of treatment efficacy in unipolar and bipolar patients found 
that good response to pharmacotherapy for depression was predicted by lower 
baseline responsivity in limbic regions coupled with heightened medial and dorsal 
prefrontal responses to emotional stimuli. Alternatively, good treatment response 
to psychotherapy was predicted by heightened baseline limbic and ventral prefron-
tal reactivity to emotional stimuli [89].

Genetic Predictors

GWAS findings suggest a genetic component in the response to specific drugs in 
BD patients. Specifically, several studies suggest that those who respond well to 
lithium are a genetically unique subset of patients. One prospective GWAS (aver-
age follow-up of 12 years) in 247 individuals from 31 families (106 diagnosed 
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with BD) with a history of good lithium response revealed strong evidence for 
linkage with a locus on chromosome 15q14 (ACTC, lod score = 3.46, locus-
specific p-value = 0.000014). Further analyses of these results suggested that 
this locus may be associated with the underlying etiology of BD. A possible 
linkage was also observed for a marker on chromosome 7q11.2 (D7S1816, lod 
score = 2.68, locus-specific p-value = 0.00011), with further analyses suggesting 
that this locus could potentially be useful in predicting response to lithium treat-
ment. [90]. Another study by the same group comparing 136 bipolar patients with 
good lithium response and 163 healthy controls revealed that one polymorphism 
in the PLCG1 gene was observed at a significantly higher frequency in the lith-
ium-responder bipolar group compared to controls (p = 0.033). A follow-up study 
with a Norwegian population confirmed these findings [91]. PLCG1 gene codes 
for a gamma-1 isozyme of phospholipase C, an enzyme that plays an important 
role in the phosphoinositide cycle. This second messenger system is believed to be 
involved in the mechanism of action of lithium in mood stabilization [92].

A GWAS in 294 BD Type 1 patients of Han Chinese descent revealed a strong 
association between good treatment response to lithium and two SNPs located in 
the introns of glutamic acid decarboxylase–like protein 1 (GADL1): rs17026688 
(p = 5.50 × 10−37) and rs17026651 (i = 2.52 × 10−37). These two SNPs had 93% 
sensitivity for predicting lithium response and differentiated between patients with 
a good and poor response [93]. These findings were not replicated in a follow-up 
study in an Indian population [94].

In a recent GWAS on 2586 BD patients, the International Consortium on 
Lithium Genetics [95] assessed response to lithium treatment. A polygenic score 
for schizophrenia (PGS) was constructed using estimates from 36, 989 schizo-
phrenia patients and cross-trait analysis was performed. A high polygenic score 
for schizophrenia was inversely associated (p < 0.05) with a good lithium response 
[96]. This finding concurs with evidence that patients with BD with a family his-
tory of schizophrenia have a poor response to lithium [95].

Circadian rhythm dysfunction has been posited to be involved in the pathogen-
esis of BD. A recent prospective study following 170 BPD patients over a 27-year 
period investigated the influence of polymorphisms in the Rev-erb-alpha gene, an 
important component of the mammalian circadian rhythm cycle, on response to 
lithium treatment. Patients carrying the T allele for the rs2314339 SNP were 3.5 
times more likely to show no improvement from lithium prophylaxis or to experi-
ence worsened symptoms with treatment [97].

Multiple studies have found associations between lithium response and poly-
morphisms in the serotonin transporter gene 5-HTTLPR. Serretti et al. found that 
individuals with the s/s variant of the gene showed a poorer lithium response com-
pared to those with l/s or l/l variant [98]. A follow-up study replicated the find-
ing of better response in the l/s variant but did not reveal a significantly poorer 
response in individuals with the s/s variant [2]. Another study found that the s/s 
genotype variant and s allele were significantly more frequent in patients who did 
not respond to lithium compared to patients with a partial or excellent response to 
lithium [99].
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The Val158Met polymorphism in the COMT gene may have predictive value for 
treatment response to mood stabilizers. Lee et al. conducted a study in a Korean 
population with 144 manic BDI patients and 157 controls and found that the Met/
Met genotype was more frequent in nonresponders to mood stabilizers (lithium, 
valproate, or carbamazepine) than in treatment responders. There were no signifi-
cant differences between BD patients and controls [100].

There has been an association reported between treatment response to valproate 
and the 116C/G polymorphism in the promoter region of the X-box-binding pro-
tein 1 (XBP1). In a sample of 51 BD patients, the G allele was associated with a 
better response to valproate compared to the C allele. An association has also been 
observed between the 116C/G polymorphism and clinical response to lithium [58].

Schizophrenia and Schizoaffective Disorders

Overview of Treatment

Schizophrenia is a devastating disease with enormous variability in presentation 
and treatment response. It is widely believed to be a neurodevelopmental disor-
der with early alterations in neuronal migration leading to absent and aberrant 
connections that alter development of surrounding cerebral regions. Many of the 
causative factors involved in the etiology of schizophrenia likely exist at birth, 
but do not become apparent until late adolescence/early adulthood as a result of 
environmental and genetic factors. This makes identification of biomarkers in 
schizophrenia challenging, as some abnormalities may occur years before disease 
presentation and may no longer be detectable at the time of disease presentation 
[101]. Treatment of schizophrenia largely involves the use of antipsychotic med-
ications. A meta-analysis of 65 trials involving 6493 patients showed that treat-
ment response to antipsychotics was superior compared with placebo, evidenced 
by relapse and readmission rates less than half in the medication groups compared 
to placebo groups. With maintained medication adherence, relapse rates did not 
change after several years of treatment [102]. There are a number of antipsychotic 
drugs, but all block dopamine D2 receptors which are considered to be key to 
antipsychotic efficacy. Various antipsychotics have differing actions on other neu-
rotransmitter receptors/systems and their side effect profiles differ accordingly. 
As with the other treatments discussed in this chapter, there is not an abundance 
of evidence to guide antipsychotic drug choice, and side effect profile and clini-
cian preference weigh heavily in decision-making. As with other medications 
discussed, side effects can be troubling and, in some cases, long-lasting. Positive 
treatment response is associated with long-term functional improvement, and 
being able to efficiently choose the right drug for the right patient can have pro-
found implications. With the exception of clozapine which is clearly effective in 
many patients who have failed treatment with other antipsychotics, all of the other 
agents have equal efficacy [2].
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Peripheral Biomarkers

Inflammatory Markers
Inflammation has long been posited to play a role in the pathophysiology of 
schizophrenia, and several studies have revealed elevated inflammatory markers 
in schizophrenic patients. Multiple studies revealed that CRP concentrations were 
higher in schizophrenic patients when compared to healthy controls, with some 
studies demonstrating higher CRP levels associated with more severe symptoms as 
determined by the Positive and Negative Syndrome Scale (PANSS) [103].

A meta-analysis by Miller et al. included 40 studies investigating levels of vari-
ous cytokines in acutely relapsed schizophrenic (AR) patients and/or patients with 
first episode psychosis (FEP). In AR patients, blood IL-10 levels were significantly 
decreased (p ≤ 0.006) and IL-6, IL-8, TNF-α, IFN-γ, transforming growth factor-β 
(TGF-β), and IL-1RA levels were significantly increased when compared with 
control subjects (p ≤ 0.02 for all). There were no significant differences in blood 
levels of IL-2 or soluble IL-2 receptor (sIL-2R) between AR and control subjects. 
The most replicated finding (5/6 studies) was significantly increased IL-6 in AR 
compared to control subjects. In first episode psychosis patients, blood IL-1β, 
IL-6, IL-12, IFN-γ, TNF-α, TGF-β, and sIL-2R levels were significantly increased 
compared to control subjects (p ≤ 0.003 for all). There was no significant differ-
ence observed in blood IL-2 levels between FEP and control subjects. The most 
replicated finding was for TNF-α, which was increased in FEP subjects in all four 
studies analyzed [104]. The same group also investigated the effect of antipsy-
chotic treatment on cytokine levels in 488 patients after an acute exacerbation of 
schizophrenia. After a mean of 53 days of treatment with antipsychotics (which 
were not standardized in seven (58%) of the studies included in the analysis), there 
was a significant decrease in IL-1β, IL-6, and TGF-β (p ≤ 0.005 for all) and a sig-
nificant increase in sIL-2R (p = 0.04) and IL-12 (p = 0.02) levels [104]. Another 
meta-analysis by Tourjman et al. that included 23 follow-up studies in 762 sub-
jects found an increase of sIL-2 and decrease of IL-1β and IFN-γ levels after treat-
ment with antipsychotics [105]. A longitudinal study in 68 FEP patients found that 
those who did not respond to 12 weeks of antipsychotic treatment had higher pre-
treatment IL-6 and IFN-γ levels compared to patients who did respond [106].

HPA Axis
HPA axis dysfunction may potentially play a role in the pathophysiology of schiz-
ophrenia, but studies have yielded conflicting results. Patients with schizophrenia 
have been found to exhibit elevated basal levels of cortisol [69] and non-suppres-
sion of cortisol in response to a DST compared to controls [103]. However, find-
ings have been inconsistent, with studies showing both hyper- and hypoactivity of 
the HPA axis [107]. Some studies have shown decreases in cortisol after treatment 
with atypical antipsychotics (olanzapine, clozapine, quetiapine) and increases after 
treatment with typical antipsychotics (fluphenazine) [107].
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BDNF
Peripheral BDNF levels could also have potential clinical utility in monitoring 
therapeutic response to antipsychotics in patients with schizophrenia and/or first-
onset psychosis. Significantly decreased CSF BDNF concentrations have been 
reported, as well as in the hippocampus and prefrontal cortex of schizophrenic 
patients compared to controls [103]. A meta-analysis of 16 studies compar-
ing plasma BDNF levels in schizophrenic patients versus healthy controls found 
a moderate reduction in schizophrenic patients [108]. Studies investigating the 
effect of antipsychotic treatment on peripheral BDNF levels in schizophrenia have 
yielded inconsistent results. In the previously mentioned meta-analysis, no signifi-
cant difference in BDNF levels was observed between medicated and medication-
naive schizophrenic patients. One study found a significant correlation between 
clozapine and BDNF levels, with the implication that clozapine may promote 
cognitive enhancement in schizophrenic patients [103]. Laboratory animal stud-
ies revealed that haloperidol and risperidone decreased BDNF mRNA expression 
and protein levels in multiple areas of the brain, including the hippocampus and 
prefrontal cortex. BDNF levels in the rat hippocampus normalized after switching 
from haloperidol treatment to olanzapine [103].

Neuroimaging

There have been relatively few studies of neuroimaging biomarkers in schizo-
phrenia. Kapur et al. [109] studied the response to haloperidol in 21 patients with 
schizophrenia. The responders had significantly higher dopamine D2 receptor 
occupancy, as determined with raclopride and PET, after two weeks of treatment 
(p < 0.009). Using it as a predictor with a 65% cutoff, D2 occupancy provided 
optimal separation: 80% of the responders were above it and 67% of nonrespond-
ers were below (p = 0.04, Fisher’s exact test). A study done in 51 adolescents and 
young adults at clinical high risk (CHR) for psychosis and 47 matched healthy 
controls used resting-state fMRI to systematically characterize functional con-
nectivity (FC) and determine if abnormalities in FC during this period are asso-
ciated with psychosis risk and severity of psychosis. The findings revealed 
between-group differences in whole-brain connectivity patterns of bilateral tem-
poral regions, primarily affecting functional connections to the thalamus, which 
is consistent with well-established FC abnormalities observed in the thalamus and 
temporal regions of schizophrenic patients. In those individuals who went on to 
develop psychosis over the next 3.9 years (N = 12), more severe positive symp-
toms were associated with greater FC abnormalities in the anterior cingulate and 
frontal cortex [110].

Genetic Predictors

Schizophrenia is thought to be one of the most heritable of the psychiatric disor-
ders, with genetics contributing to 50–80% of risk. However, studies to date have 
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demonstrated that schizophrenia is genetically complex with a large polygenic 
component [6]. In a GWAS study of 117 Chinese Han patients with schizophre-
nia, Reynolds et al. [111] investigated the dopamine 3 (D3), D2 and the 5-HT2C 
receptor promoter polymorphisms following 10 weeks of antipsychotic treatment 
with risperidone or chlorpromazine. The D3 receptor polymorphism was signifi-
cantly associated with both improved symptoms and behavioral symptomatology 
on admission. The 5-HT2C receptor polymorphism was associated with treat-
ment improvement but not baseline behavioral symptoms. Another study [112] 
of genetic variation underlying individual differences in response to a variety of 
antipsychotic medications in 738 subjects with schizophrenia found that two 
SNPs mediated the effect of ziprasidone on positive symptoms: rs17390445 on 
chromosome 4p15, with a q-value of slightly less than 0.05 (p = 9.8 Å ~ 10), and 
rs11722719 with a q-value of less than 0.15 (p = 5.4 Å ~ 10). SNP rs7968606 in 
the ANKS1B gene showed a q-value of 0.16 (p = 3.2 Å ~ 10) for mediating the 
effect of olanzapine on negative symptoms. Two SNPs were found to mediate the 
effect of risperidone on negative symptoms: rs17727261 in the CNTNAP5 gene 
with a q-value of 0.13 (p = 5.4 Å ~ 10) and rs17815774 in the TRPM1 gene, with a 
q-value of 0.4 (p = 3.3 Å ~ 10) [112].

Zhang et al. [113] scrutinized a dopamine D2 receptor (DRD2) locus in a 
large-scale GWAS from the Psychiatric Genomics Consortium [114] to investi-
gate whether the rs2514218 SNP could predict antipsychotic response in a cohort 
of 100 FEP patients, half treated with risperidone and half with aripiprazole for 
12 weeks. Linear mixed model analysis showed that homozygotes for the risk (C) 
allele had a significantly greater reduction in positive symptoms during 12 weeks 
of treatment compared with the T allele carriers (p = 0.044). Ikeda et al. [115] also 
showed that an SNP in DRD2 was a significant predictor of the response to risp-
eridone along with an SNP in TaqIA and two SNPs in AKT1.

Multiple studies have found a significant association between the BDNF 
Val66Met polymorphism and antipsychotic treatment response, showing a higher 
frequency of the Val/Val homozygous genotype in patients with good clinical 
response to antipsychotic treatment (clozapine or olanzapine) compared to nonre-
sponders. However, subsequent studies failed to confirm the association between 
the BDNF Val66Met polymorphism and treatment response to clozapine [103].

Electrophysiologic Biomarkers

Mismatch negativity (MMN) is an event-related potential response, passively 
evoked when a sequence of repetitive standard auditory stimuli are interrupted by 
deviations in pitch or duration and represents an automatic, preconscious process 
of detecting a mismatch between auditory sensory memory and deviant stimuli. In 
dozens of trials over the last 20 years, reduced MMN amplitude has consistently 
been found in schizophrenic patients compared to healthy controls [116–119]. A 
meta-analysis of 32 studies found that the effect sizes of MMN reduction were 
significantly correlated with duration of illness, suggesting that this may be a use-
ful index of progression of neuropathologic changes in schizophrenia. In a study 



J. Lydiard and C. B. Nemeroff216

by Lee et al. of 25 patients with schizophrenia, 21 first-degree relatives and 29 
healthy controls, MMN was a stronger predictor of functional outcomes in schizo-
phrenia than neurocognition or theory of mind [117]. A similar study found that 
higher MMN activity in frontocentral regions of schizophrenic patients was cor-
related with better social perception, work, and independent living. [116]. While 
MMN is one of the most promising biomarkers for tracking response to thera-
peutic interventions in schizophrenia, it has yet to be used to study response to 
specific medication. [118]. Targeting early auditory perceptual processing in 
schizophrenic patients with MMN deficits in an effort to decrease the deficit has 
been hypothesized to improve cognitive and psychosocial functioning. Targeted 
cognitive training (TCT) uses neuroplasticity-based computerized cognitive tasks 
with the ultimate goal of inducing plastic changes within the neural substrates of 
low-level information processing, which in turn leads to improvement in higher 
order cognitive operations [120]. One study of 55 clinically stable schizophrenic 
patients found that subjects randomly assigned to 50 hours of TCT showed signifi-
cant improvements in verbal working memory (p < 0.05), verbal learning, verbal 
memory, and global cognition (p < 0.01). [121]. Multiple clinical trials have dem-
onstrated that changes in MMN are detectable in early stages of cognitive training, 
predict generalized improvements in higher order cognitive domains, and cor-
respond to objective changes of cortical plasticity [118]. While these trials have 
shown promise at a group level, individual responses to TCT are variable and it is 
important to identify which patients are most likely to benefit as it is very resource 
and time-consuming [120]. Several trials have demonstrated that a larger baseline 
MMN predicted greater response to TCT, [101, 122] and in one smaller trial with 
13 schizophrenic patients, it predicted greater response to a 3-month social skills 
training program [123]. This suggests that higher baseline MMN could be used to 
identify patients who are more likely to respond to TCT and social skills training.

Conclusions/Future Directions

Although the field of precision medicine for psychiatry is in its infancy, there are 
a number of studies that have found promising associations between a variety of 
biomarkers and clinical response to psychopharmacological treatment. These bio-
markers include neuroimaging, electrophysiology, peripheral serum measures of 
HPA activity and inflammation, single nucleotide polymorphisms, and others.

Although some neuroimaging studies have shown promise in response predic-
tion, the findings have not been overwhelmingly consistent. This fact, combined 
with the expense and limited accessibility to neuroimaging (especially of PET) 
in many front-line settings has limited the clinical utility of neuroimaging as a 
biomarker.

In recent years, DNA sequencing has become substantially more efficient and 
affordable, with the cost of DNA sequencing of a single human subject reduced 
from $300 million in 2001 to $1000 in 2014 [124]. Extensive GWAS investiga-
tion has revealed genetic variants linked with the risk for a number of psychiatric 
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disorders. However, the contribution of individual gene variants appears to be 
small, and in many cases, follow-up studies have failed to consistently repli-
cate the initial findings. One potential area for improvement is the expansion to 
include transcriptomics (the study of all expressed messenger RNA (mRNA)) and 
proteomics (study of expressed proteins). It is estimated that 98% of the human 
genome is not translated into protein, and multiple epigenetic changes (DNA 
methylation, histone modification, alternative splicing, RNA editing, and nontran-
scriptional gene silencing via microRNAs) occur as DNA is transcribed into RNA, 
which is subsequently translated into proteins. The ability to analyze all of these 
processes would immensely improve the knowledge base and could enhance the 
ability to make informed treatment decisions [6].

Another promising area is combinatorial pharmacogenetic testing, which has 
been attracting more attention in recent years with over 30 tools commercially 
available [55]. However, the clinical applicability of these tests is questionable as 
the companies that market them often do not report the specific genetic variants 
that are included in the tests and fail to disclose how the pharmacogenetic algo-
rithms integrate and weigh important genetic variants [55]. In addition, the liter-
ature investigating the clinical efficacy is limited by small sample size and lack 
of scientific rigor with the majority of studies sponsored by the companies that 
market the tests or institutions with a commercial stake in the tests used [56]. As 
such, there is currently insufficient evidence to justify the widespread clinical use 
of these tests and further investigation is warranted with blinded, randomized con-
trolled trials in larger samples.

Although biomarkers have promise in guiding future treatment of psychiatric 
disorders, one single biomarker is unlikely to definitively determine the most ideal 
treatment option but rather a combination of different biomarkers should be con-
sidered. The International Study to Predict Optimized Treatment in Depression 
(iSPOT-D) [125] is a large ongoing trial that aims to identify genetic, behavioral, 
and biological predictors of treatment response to commonly used antidepressants 
(escitalopram, venlafaxine-XR, sertraline) in order to ultimately develop a treat-
ment model that incorporates a variety of predictors and moderators. These data 
are still being analyzed but have already provided an abundance of valuable data.

Biomarkers can have some predictive value with regard to treatment response, 
but it is important to consider the role of these biomarkers combined with behavio-
ral and physiologic data captured in a naturalistic setting. Mobile health (mHealth) 
is a growing field that utilizes multiple tools and resources such as mobile and 
wireless communication devices to deliver and improve healthcare services, out-
comes, and research. This technology aims to incorporate remotely acquired 
patient data (self-report mood scales, exposure to stressful environmental trig-
gers, etc.) with biomarker data to enhance clinical outcomes. This field is rap-
idly expanding to also collect physiologic data using mobile biosensor devices 
to assess measures such as autonomic nervous system functioning, electrodermal 
activity, ECG, and breath alcohol or carbon monoxide levels [126].

Ultimately, the best model for precision medicine in complex, multifactorial 
diseases such as psychiatric illnesses will likely involve integrated methodology 
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that combines information from multiple sources including biologic, clinical, and 
environmental data. While much progress has been made in the development of 
valid biomarkers in psychiatric disorders, there is much work to be done in deter-
mining their clinical utility.
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Abstract
Brain disorders and mental diseases, in particular, are common and considered 
as a top global health challenge for the twenty-first century. Interestingly, women 
suffer more frequently from mental disorders than men. Moreover, women may 
respond to psychotropic drugs differently than men, and, through their lifespan, 
they endure sex-orientated social stressors. In this chapter, we present how women 
may differ in the development and manifestation of mental health issues and how 
they differ from men in pharmacokinetics and pharmacodynamics. We discuss 
issues in clinical trials regarding women participation, issues in the use of psycho-
tropic medications in pregnancy, and challenges that psychiatry faces as a result of 
the wider use of contraceptives, of childbearing at older age, and of menopause. 
Such issues, among others, demand further women-oriented psychiatric research 
that can improve the care for women during the course of their lives. Indeed, 
despite all these known sex differences, psychiatry for both men and women 
patients uses the same approach. Thereby, a modified paradigm for women’s psy-
chiatry, which takes into account all these differences, emerges as a necessity, and 
psychiatric research should take more vigorously into account sex differences.
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Introduction

Brain disorders and mental diseases, in particular, are common and considered as 
a top global health challenge for the twenty-first century [1]. In the United States 
of America, mental disorders are recognized as the most costly category of dis-
eases and one of the leading causes of disability [2, 3]. At the same time, it is 
estimated that 30% of women and 23% of men in the European Union suffer from 
neuropsychiatric disorders [1]. It cannot go unnoticed that women suffer more 
frequently from mental disorders than men. The World Health Organization rec-
ognizes sex as a crucial factor in determining the prevalence and severity of men-
tal health disorders [4]. Women are more prone to suffer from certain diseases, 
they may respond to psychotropic drugs differently than men, and, through their 
lifespan, they endure sex-orientated social stressors. In fact, men and women 
exhibit a differential behavioral response to stress, with the traditional flight or 
fight response being mostly male. Actually, recent research suggests that differ-
ent biological mechanisms may have a role in how both sexes respond to stress 
[5–7]. Many neural and behavioral functions are affected, including, among oth-
ers, cognitive function, pain and opioid sensitivity, depressive symptoms such as 
irritability, insomnia, appetite, and general physical well-being [8, 9]. Despite all 
these known differences, the psychiatric approach for both men and women uses 
the same methodology. However, a modified paradigm for women in psychiatry, 
that takes into account all these differences, emerges as a necessity. In this chap-
ter, we briefly present differences among genders concerning the fields of clinical 
psychopathology, biology, psychopharmacology, and social interactions that clini-
cians should bear in mind when treating women and investigators should take into 
consideration when performing research. Furthermore, we highlight key areas that 
can be addressed in order to meet the needs of women suffering from mental dis-
orders, and we identify key areas for future research.

Women and Mental Health in the Social Context

It is generally accepted that society has a great impact on its members and their 
mental health. One of the clearest social divisions is quite often between sexes. 
Sex and gender define our life choices, influence access to resources, characterize 
the way we relate to others and define society’s expectations, along with the ones 
toward ourselves. Consequently, sex and gender affect our way of thinking and 
acting and, therefore, our emotions. Even in modern societies that gender extends 
beyond the strict male/female distinction, sex and gender are important in far 
too many aspects of life, but mental health needs of LGBT individuals (which is 
another emerging and important aspect of modern psychiatry) is beyond the scope 
of this chapter.
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Sex and gender differences in mental health can be explained, to some extent, 
by social, cultural, and economic status [10, 11]. Understanding gendered social 
practices that frequently impair women’s (but sometimes also men’s) mental 
health is of great importance when trying to understand and treat mental diseases. 
The industrial revolution has caused tremendous changes in the structure of mod-
ern society and, therefore, to the women’s status. Nowadays women work outside 
the house and they earn their own money. This is of great importance, as they 
can be independent and satisfy their own needs. This independency extends in all 
fields of personal activity and life’s choices. Women in developed, and in some 
developing countries, are now free to get educated, participate in the social and 
the political life, they have the liberty to choose whether to marry or stay single, 
whether to give birth to children, whether to get divorced or not. All these possibil-
ities were usually not possible for women in the past centuries, as there were cer-
tain notions and traditions, concerning the structure of society and everyday life. 
In that given reality, several values and beliefs had been formed, which affirmed 
the basis of the so-called “masculine superiority”. Given the change that has 
occurred nowadays, still both men and women try to adjust, find new roles, and 
determine themselves through different roles, but this process is not easy. There 
are certain values and attitudes ingrained in the social unconscious—the collective 
unconscious—[12], which still support thesis as: “women are inferior to men,” or 
“women ought to get married, stay home, and raise their children,” “women ought 
to obey their husbands”. These “instructions of life,” which are the most solid and 
the hardest to change, still exist in many parts of the world and exert their power, 
even if the reality has changed. Thus, in our time we are struggling to combine 
new gender roles, needs and possibilities, along with old beliefs, archetypes, and 
ideals. This situation is confusing, frustrates both men and women and can harm 
women’s mental health. 

Dominant conceptions of masculinity that associated men with characteristics 
of assertiveness, competitiveness, and independence [13–15] still have their place, 
even if these qualities are present in women, as well. Women have their own sala-
ries, but on the other hand, they are underpaid, even in the same jobs that require 
the same training and experience with men. Women experience this difference as 
devaluation of their skills [16, 17]. Not rarely, income is also divided unequally 
within the family, with women receiving less and spending most of it on their chil-
dren while several studies attest to the negative effects of low income on mental 
health [18]. Moreover, serving multiple roles, being a mother and a worker in a 
competitive economy, is quite demanding. In traditional societies, women are still 
regarded as responsible for childcare and housework, even if they work long hours, 
and equally contribute financially, as their partners [19–22]. These multiple tasks 
and requests have been proposed to raise women’s levels of depressive and anx-
ious symptoms [23–29] but when the partner contributes to these tasks, the level of 
women’s symptoms of depression and anxiety resemble those among men, which 
are lower. In addition, high levels of distress may rise in women by unpredictable 
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childcare situations [30–32], and usually, women feel more distress than men, 
when spending time away from their young children [33]. Because of these mul-
tiple social demands, women often experience intense internal conflicts and chal-
lenges which contribute to their higher distress in combining these roles [34].

Another social factor that interferes with women’s psychology is the model of 
a lean female body. The rising prevalence of obesity in the past three decades is 
a factor that may be related to gender differences in mental health, as women are 
encouraged to maintain a lean body, in order to be acceptable and desirable among 
peers. These gendered expectations for an “appropriate” body weight may have an 
impact on women’s mental health. Obesity has been found to be related to depres-
sion, among white women [35], well-educated persons, or those who are dieting 
[36]. Marijnissen et al. have found a connection between visceral fat and the risk 
of mood disorders in people 50–70 years of age, especially women [37]. This 
social pressure relating to obesity may lead women to further internalize pejorative 
feelings, thereby leading to mental health decline [38].

Furthermore, although work is rewarding for both men and women, there seems 
to be an overall cost for women: work outside the home detracts from time spent 
with family, which explains why married mothers have greater internalizing prob-
lems than married fathers [39]. On the other hand, the quality of the marriage is an 
important factor, as well, since there is a two-way dynamic process between mari-
tal conflicts and depressive symptoms [40]: “depressive symptoms lead to more 
marital conflict, which, in turn, lead to more depressive symptoms over time.” In 
fact, marital status has long attracted the attention of sociologists because of the 
primacy of the bonds in marriage and family. In this context, it is important to bear 
in mind that women are more frequently the primary victims of domestic violence, 
a risk factor for mental health problems [11]. Despite those issues, married people, 
generally, manifest better mental health than non-married persons, but this could 
be due to selection processes in which persons with more mental health problems 
are less likely to be married [41]. However, due to the fact that women outlive 
men, most married women will experience widowhood, but the consequences of 
bereavement on mental health are quite varied [42]. When the spouse passes away, 
women may have to face numerous stressors, other than the loss of the partner 
per se. The need for relocation, assuming new roles, along with financial problems 
may emerge and put women in distress [43]. Additionally, prolonged caregiving 
for the spouse facing a serious illness appears to have a lasting negative impact 
on the survivor’s mental health [44]. Interestingly enough, at the same time, long-
term caregiving fosters anticipation of the loss, which in turn may be helpful for 
restorative activities, especially for persons of higher education [45].

Sex Differences in Psychopathology

Current diagnostic classification systems ignore the patient’s gender, when pro-
posing diagnostic criteria for mental illnesses. This is so, even though sex differ-
ences in mental disorders are well known. In particular, regarding mood disorders, 
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women experience major depression at roughly twice the rate of males until 
late middle age, when they transition to menopause. Women seeking depression 
treatment report greater symptom severity, and more frequently gastrointestinal 
symptoms, hypersomnia, somatization, crying, anger, hostility, and interpersonal 
difficulties [46–48]. They are more likely than men to have a comorbid anxiety 
disorder, bulimia nervosa, or somatoform disorder and more frequently report past 
suicide attempts [49]. Men, on the other hand, are more likely to report comor-
bid alcohol and substance abuse [48]. Other studies support the observation that 
women are more likely to experience disturbances of sleep, appetite, and energy 
during depression, as well as more likely to experience “atypical” depression, with 
increased appetite, increased weight, and hypersomnia [50]. Atypical depression is 
also associated with younger age of onset, more comorbidity with social anxiety 
and specific phobias, as well as more severity, disability and suicide attempts [49]. 
In addition, 3–8% of women of reproductive age meet the criteria for premenstrual 
dysphoric disorder, while the percentage of reproductive women who experience 
premenstrual syndrome rises to 20% [51, 52].

On the other hand, bipolar disorder (BD), a complex disorder with extreme 
fluctuations in mood, from manic highs to depressive lows, affects men and 
women equally [53]. Although the lifetime incidence of BD is approximately 1:1 
in men and women, men experience more frequently manic episodes and unipolar 
mania [54]. Bipolar disorder type-II, which is characterized by prolonged hypoma-
nia with frequent depressive episodes, and hypomania seem to have an increased 
prevalence in women, whereas men have significantly better general function-
ing [54]. Women with BD often report increased rates of rapid cycling, recurrent 
depressive polarity, and a depressive or mixed onset, while mania is more preva-
lent in men at the first onset of the disease [54–60]. Researchers have provided 
evidence supporting the use of antidepressants, benzodiazepines, electroconvul-
sive therapy and psychotherapy in women with BD [55, 61]. On the other hand, 
men are more often treated with lithium [61], but sex differences in the clinical 
response are not evident [58]. Women with BD, when treated with lithium, have 
increased rates of hypothyroidism and are at increased risk of migraine; rates of 
metabolic syndrome appear to be equal between sexes [54, 62].

Moreover, post-traumatic stress disorder is a psychiatric disorder that may 
emerge after experiencing a traumatic event involving threat to life or physi-
cal integrity [53]. It is characterized by intrusive memories and nightmares of 
the trauma, avoidance of trauma reminders, dysregulation in mood and cognition 
along with hyperarousal in the hypothalamic–pituitary axis [63]. There are several 
known risk factors for PTSD, including previous psychiatric or trauma history, 
family psychiatric history, age at trauma onset, and most importantly, the female 
gender [64–66]. Longitudinally, the sex difference on PTSD is highest between the 
ages of 21 and 25, with men and women reporting their highest rates of PTSD in 
their 40 s and 50 s, respectively [67]. Blanco et al. in 2018 after studying a sample 
of >34,000 participants, reported that lifetime prevalence for PTSD was found to 
be 9.48% in women and 5.97% in men, and that women experienced childhood 
maltreatment and assaultive violence more often than men [68]. An enlightening 
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finding of this study was that the difference in reactivity to trauma explained more 
than 60% of the differential PTSD risk in women and men [68]. Women appear 
to respond better to PTSD treatment; previous studies reported a better treatment 
outcome and better maintenance after exposure, as well as behavioral therapies 
[69–71]. Wade et al. also performed a meta-analysis of 48 studies, which con-
firmed that women display a better treatment response to behavioral interven-
tions, whereas sex differences in response to pharmacological treatment were not 
detected [72].

Regarding psychotic disorders, men take a greater burden as the incidence of 
schizophrenia is slightly more prevalent in men (1.4:1, male: female ratio) [49, 
73, 74]. However, women experience a second peak of disease onset around 
45–49 years, which could to be attributed to the decline of ovarian hormones 
due to menopause [74, 75]. Sex differences have also been reported concerning 
the disease progression and its prognosis, since men show less responsiveness 
to antipsychotic medication, and longer, more frequent hospitalizations [76, 77]. 
Thorup et al., after examining a sample of 578 patients with a first-episode psy-
chosis, found males to have significantly higher levels of negative symptoms than 
females, at all times of follow-up. Poor compliance and substance abuse were 
more common among male patients and maybe this is another contributory fac-
tor. Women, on the other hand, were much more likely to live with children, to be 
compliant with medication and to maintain recovery at a 5-year follow-up [78]. 
Indeed, women have better social prognoses, including retainment of marriages, 
interpersonal relationships, and employment [74, 79, 80]. Men with psychotic 
disorders also exhibit lower self-esteem, self-dislike and mental clouding, greater 
substance abuse, social isolation, withdrawal, and death by suicide than women 
[81–86].

An important sex difference has been reported regarding suicidal behavior, with 
an overrepresentation of females in nonfatal suicidal behavior and a preponder-
ance of males in completed suicide, also known as the “gender paradox of suicidal 
behavior” [87]. Specifically, males take their own lives at nearly four times the rate 
of females and comprise approximately 80% of all suicides, even though female 
suicide attempt rates are estimated to be three to four times higher than men’s [88].

Women in Clinical Trials

Unfortunately, sex differences in psychiatry are not accompanied by sex-differ-
entiated approaches, neither when clinical and preclinical research is conducted, 
nor when psychiatric drugs are prescribed. It is true that there is also relatively lit-
tle knowledge on potential sex differences in the pharmacotherapy of mental dis-
eases. A plausible explanation could lie on the fact that, until the 1990s, women 
were underrepresented in clinical trials for new drugs because the menstrual cycle 
was treated as a confounding factor, and women of childbearing age were excluded 
because of fear for potential harm to the fetus [89–91]. In 1990, the National 
Institutes of Health and the U.S. Food and Drug Administration (and later the 
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European Medicines Agency) enacted guidelines for the inclusion of women in clin-
ical trials [92]. However, psychiatric research on sex differences is still hindered by 
tools that were not designed to detect sex differences. In fact, it is surprising that so 
little research has been devoted to the sex-dependent performance of widely used 
rating scales and that so little adaptation has been performed to correctly identify 
sex differences in the performance of psychiatric rating scales. For example, regard-
ing one of the most widely used rating scales in depression studies, the Hamilton 
Depression Rating Scale, it is astonishing that so little research has been performed 
on its sex-dependent performance and its ability to detect the aforementioned dif-
ferences [93, 94]. Similarly, the Beck’s Depression scale has conflicting results 
about its ability to detect sex differences [95], and to the best of our knowledge, 
the Montgomery–Asberg Depression Rating Scale, which is also widely used in 
drug trials, has not been studied at all in relation to sex. Inclusion criteria in clinical 
trials often require specific rating scale scores, which are common for both sexes. 
In that case, it could be that men and women are recruited on the assumption that 
they suffer from the same severity, as they have the same score on the rating scale, 
whereas in reality severity of the disease may be different between the sexes and the 
scales are not correctly scoring it because they could be insensitive to sex-specific 
symptoms. Moreover, a rating scale insensitive to sex differences could attenuate 
the response to a specific treatment that might be more beneficial for men or for 
women. Therefore, it was recently pointed out that, if clinical researchers are using 
tools and designs that ignore, attenuate, and correct for potential sex differences, it 
might be the case that we are missing the discovery of sex-dependent or sex-specific 
treatments by not conducting sex-aware research [93, 96]. Turning a blind eye to 
sex differences in drug development may have consequences for the patients.

For many years, preclinical studies used mostly, or exclusively, one-sex (male) 
rodents [97]. This fact has created a knowledge void that unfortunately migrated 
into clinical studies. In this way, drugs are reaching with safety and efficacy 
profiles that contain very little information about potential sex differences. For 
example, pharmacovigilance revealed that severe side effects of zolpidem were 
more frequent in women than men [98]. Indeed, zolpidem was the first psycho-
tropic drug the US Food and Drug Administration recommended to have a differ-
ent dosing regimen in men versus women [99]. This could be the beginning of 
approaching differences in treatment efficacy and safety in men and women, and 
a broader use of treatment protocols separated by sex may help in this direction 
[100]. Allopregnanolone is another interesting example, highlighting the poten-
tial of sex-specific interventions in psychiatry. Allopregnanolone is the predomi-
nant metabolite of progesterone, and preclinical evidence provided proof that rapid 
changes in levels of allopregnanolone confer dramatic behavioral changes, and 
may trigger postpartum depression [101–103]. Recently, brexanolone was licensed 
as a novel therapeutic drug specifically for postpartum depression, following suc-
cessful completion of clinical trials [104–106]. It is important to mention that 
conflicting results have been reported with regard to potential sex differences in 
drug response, and the clinical significance of many sex differences in pharma-
cokinetics and pharmacodynamics is unclear [107, 108]. On the other hand, a 
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dearth of experimental and clinical evidence indicates that such differences actu-
ally do exist. Indeed, there is increasing evidence that sex is an important biologi-
cal variable modulating efficacy of psychotropic medications and there are many 
arguments in favor of including both sexes in preclinical and clinical assessment 
of novel pharmaceuticals [109]. In any case, developing a branch of psychophar-
macology focused on sex differences will lead us to structure the evidence and 
link preclinical researchers to clinical professionals, so these data are eventually 
ingrained in everyday medical knowledge and practice.

Sex Differences in Pharmacokinetics 
and Pharmacodynamics

Sex differences in pharmacokinetics and pharmacodynamics have been repeatedly 
studied [108, 110–116]. Acquiring strong data concerning sex differences in these 
areas would facilitate sex-oriented treatments involving sex-specific drugs and 
dose adjustments. Unfortunately, regarding pharmacokinetics, results so far are not 
always consistent. Generally, women exhibit both lower secretion of gastric acid 
and slower transit times from the stomach and intestine [117], which results in 
increased oral absorption and bioavailability. On the other hand, delayed intestinal 
transit in females delays absorption and drug peak levels. Hormonal variations due 
to the menstrual cycle affect gastrointestinal function, and estrogens may inhibit 
gastric acid and gastrointestinal mobility [117]. Moreover, women generally weigh 
less than men; they have a lower intravascular blood volume, lower organ blood 
flow, and less muscle [114]. Furthermore, women have a higher percentage of 
body fat [115]. This is important because drugs acting in the brain are highly lipo-
philic [118]. These parameters may all interfere with the higher volume of distri-
bution in women [108]. Moreover, there are substantial differences, both among 
individuals and between sexes, in the metabolism of drugs, resulting from genetic 
polymorphisms, diseases, hormonal factors, concomitant medications, diet, and 
other epigenetic factors [119, 120]. The female hormonal milieu is thought to play 
a crucial role in this context. Similar antidepressants may be affected differentially 
by sex, depending on the affinity of each chemical molecule for P450 isozymes 
[121–124]. Gonadotropin hormone (GH), which controls directly the expres-
sion and activity of the CYP enzyme, has a different secretion profile in men and 
women [125]. Regarding Phase II drug metabolism, it is generally accepted that 
conjugation reactions are less efficient in women than in men [110, 111, 121]. 
Clearance of antidepressants depends on the rate of blood flow into the liver and 
kidney, and women are known to have a smaller liver and a lower organ blood 
flow rate than men. Renal glomerular filtration is consistently lower in women 
than in men [121]. Lately, the efflux transport proteins attract a lot of interest. The 
drug-efflux pump P-glycoprotein, which serves as barrier for the brain and for 
the gastrointestinal tract, helps to eliminate drugs from the brain was also found 
lower in women [114]. Furthermore, gonadal hormones have been shown to down-
regulate P-glycoprotein expression, but enhance drug absorption, via inhibition 
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of P-glycoprotein function in the gastrointestinal tract [125]. In summary, drug 
pharmacokinetics are not similar in both sexes, and depending on the drug prop-
erties, more or less pronounced sex differences can be observed. As Kokras et al. 
noted [108], a key finding from the reviewed literature is that, generally, women, 
when dosed in a similar way as men, should be expected to have higher exposure 
to CNS-acting drugs. This may impact significantly in sex differences observed in 
treatment response and frequency of adverse effects.

Regarding sex differences in pharmacodynamics and despite significant 
research, no clear evidence has emerged on whether there are clinically signifi-
cant sex-related differences. For example, many studies have not detected sex dif-
ferences in the efficacy of antidepressants [126–135], but others have shown that 
males have a significantly greater therapeutic response, when treated with tricyclic 
antidepressants [46, 136, 137]. Numerous studies find premenopausal women to 
respond better than men to selective serotonin reuptake inhibitors [127, 136, 138–
141]. In different studies, females under SSRI treatment had 15%, 23%, and 40% 
greater improvement than males [136, 139, 140], which constitutes a significant 
variability in the sex-differential response [112]. Men responded significantly better 
to imipramine than premenopausal females, but premenopausal women responded 
better to fluvoxamine than postmenopausal women and men [142, 143]. Berlanga 
and Flores-Ramos reported that women were more likely to respond to citalopram 
than to reboxetine, whereas men had similar response rates to both drugs [140]. 
Women have been reported to respond better to sertraline for the treatment of 
behavioral disturbances in Alzheimer’s disease than do men [144]. With regard to 
adverse effects, females have a 1.5–1.7-fold greater risk of developing an adverse 
drug reaction than male patients [145]. Women are at risk for drug-induced long 
QT syndrome, with two-thirds of all cases of drug-induced torsades de pointes 
occurring in females [146, 147]. Women with dysthymia were reported to have a 
greater number of symptoms in discontinuation syndrome with paroxetine than did 
men [148]. Women were also more likely to develop hyperprolactinemia than men 
[149]. Moreover, premenopausal women are more likely to report nausea, as an 
adverse event, and men dyspepsia, sexual dysfunction, and urinary frequency [136].

Moreover, the effective dosage to elicit an adverse drug reaction is likely 
not the same for males and females. Studies have shown that male patients may 
require higher amounts of antipsychotic medication [150, 151]. On the other 
hand, women show greater improvement in psychotic symptoms and more severe 
adverse side effects with typical antipsychotic agents than do men [152, 153]. It 
is generally accepted that women are more susceptible to weight gain, diabetes, 
metabolic syndrome, and specific cardiovascular risks, when treated with antipsy-
chotics compared with men [154, 155]. Atypical antipsychotics can raise prolac-
tin levels, resulting in more pronounced symptoms in women than men, including 
galactorrhea, atrophic changes in the urethra and vaginal mucosa, reduced vagi-
nal lubrication, dyspareunia, decreased libido, ovarian dysfunction, infertility, oli-
gomenorrhea, and amenorrhea [156]. In recent years, epidemiological, clinical, 
and biological evidence has drawn the attention on the influence of sex and gender 
on Alzheimer’s disease (AD) [157]. Nevertheless, not enough attention has been 
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paid to their impact on treatment outcomes, and there is generally a considerable 
lack of data regarding sex differences in the efficacy, safety, and tolerability of 
medications for AD [157].

Another area of conflicting evidence regarding sex differences is the patient’s 
adherence to treatment. Indeed, a significant parameter which determines the drug 
efficacy and does not include the “drug-human body” interaction per se is the 
adherence to treatment. Adherence is defined as compliance with dosage and regi-
men as prescribed for a duration considered sufficiently adequate for therapeutic 
response [112]. A historical cohort study of 310,994 individuals who filled anti-
depressant prescriptions during a 4-year period found adherence was significantly 
higher for males aged 20–40 years than for females of that age, but this relation-
ship reversed later in life for those aged 50–70 years [158]. A historic cohort study 
of three Italian local health units of 88,755 patients with a prescription for antide-
pressants found that female sex was a predictor of better adherence [159]. On the 
other hand, a sample of 3684 patients with long-term prescription of antidepres-
sants found compliance rates across sexes were similar, with 21.4% compliance 
for males and 22.4% compliance for females [160]. More clinical research comes 
as a necessity, in order to obtain more coherent results.

Contraceptives and Mental Health

Oral contraceptives (OCs) have become the most commonly prescribed medi-
cation in women of reproductive age [161]. It is estimated that 80% of sexually 
active women in the United States use hormonal contraception to prevent preg-
nancy, most typically OCs [162]. OCs contain synthetic analogues of estrogen 
and progesterone that centrally disrupt the hypothalamic–pituitary–ovarian axis, 
acting locally on reproductive organs and modifying the female hormonal milieu 
[163]. As a significant part of the population uses these drugs, necessity indicated 
that psychiatry should investigate their impact on women’s mental health. Current 
research suggests that contraceptives are unlikely to cause or aggravate a mental 
illness. On the other hand, it has been found in human studies that the use of hor-
monal contraception seams to protect against depressive symptoms. For example, 
Toffol et al. in Finland found that hormonal contraceptive use reduced the levels 
of depressive symptoms [164]. Also, in 2013 in the United States, Keyes et al. 
after examining 6.654 sexually active non-pregnant women found that hormonal 
contraception may reduce levels of depressive symptoms among young women 
[165]. Cheslack-Postava et al. examined the association between contraceptive use 
(any current use, duration, and type) and Major Depressive Disorder, Generalized 
Anxiety Disorder and Panic Disorder in a nationally representative sample of 
1105 women in the USA. They found evidence for an inverse association between 
reported contraceptives use and Panic Disorder [166]. Other researchers have 
reported consistent evidence of no association, positive or negative, between hor-
monal contraceptive use and depressive symptoms [167, 168]. As far as suicidality 
is concerned, some studies found no increase in suicide risk for contraceptive use 
[169, 170], while others argue in favor of an increase in violent deaths, including 



235

suicide, among oral contraceptive users compared with non- users [171]. Schaffir 
et al. reviewed studies from the past 30 years that focused on contraceptives and 
mood. They concluded that it is difficult to identify which contraceptives users are 
at risk for adverse mood effects and prompted clinicians to recognize that such 
effects are infrequent and contraceptives may be prescribed with confidence [172]. 
As for the cognitive function of women under contraceptives, Warren et al. in 
2013, after reviewing 22 studies, found that verbal memory may be enhanced by 
contraceptive use and that visuospatial ability may be impacted either positively or 
negatively depending on the androgenicity of the progestin in the OC in question; 
results, which were consistent with other studies as well [163, 173, 174].

Childbearing at Older Age

During the last decades, there have been significant changes in the age women 
decide to give birth. Birth rates in developed countries are declining in younger 
and increase in older women [175]. Indeed, from 1970 to 2014, the average age 
of first-time mothers in the United States has increased from 21 to 26 years [176, 
177] and the same trend is also observed in Europe [178, 179]. As maternal age 
has risen, gestation in women over 35 years old is considered to be a worldwide 
phenomenon [180]. Indeed, the percentage of first births among women over 
35 years increased nearly eight times in the last 40 years [181], and 1 out of 12 
first births are to women over 35 years old in comparison to just 1 out of 100 in 
1970 [182, 183]. This new phenomenon has been attributed to several socioeco-
nomic factors, as mentioned previously [184]. Nowadays, women are prompted 
not only to get educated but to obtain more advanced degrees, as well. These 
ambitions cause the lengthening of the educational period and require years spent 
in studying rather than in starting a family. These goals—women getting edu-
cated and financially independent—were not so common just a few decades ago 
in most societies. However, achieving academic and vocational objectives takes 
years to accomplish and coincides with the most fertile period of women’s lives 
[185]. These changes pose challenges not only to obstetric medicine but also 
to psychiatry, as pregnancy and the perinatal period are periods of high risk for 
women’s mental health and are nowadays observed in a different, from the point 
of aging, population. So, the new mother-model usually describes mothers who 
are older, more educated, more financially independent, and sometimes less avail-
able to their children than before. This phenomenon raises several questions about 
its impact on people’s lives and mental health, which are largely unaddressed by 
modern psychiatry.

Use of Psychotropics During Pregnancy

It is known that dynamic changes in the female physiology during pregnancy 
affect several pharmacokinetic parameters [108, 186]. Pregnancy decelerates 
women’s gastric emptying, as well as small bowel and colonic transit time of the 
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drug [187]. The maternal plasma volume increases, the protein-binding capac-
ity of the drugs undergoes changes as albumin levels are lowered, and the ratio 
of muscle to adipose tissue is decreased. All these changes may lead to lower 
peak plasma concentrations but the volume of distribution and the free fraction 
of drugs may increase [187–190]. As gestation progresses, the renal blood flow, 
the glomerular filtration rate, and the hepatic blood flow are increased, leading 
to high drug extraction ratios [187, 188, 190]. Sex hormones induce CYP3A4, 
CYP2A6, CYP2D6 and inhibit CYP1A2 and CYP2C19, thus significantly altering 
the metabolism of many psychotropics. Such changes require dose adjustments 
of drugs but this field is still not well researched. During pregnancy, fetal expo-
sure depends on the drug dose, the maternal absorption, distribution and elimina-
tion, the placental transfer and the fetal distribution, and elimination of the drug 
[187, 190]. Most psychotropic drugs are highly lipophilic, cross the placental 
barrier, reach and distribute to the fetal compartment with varying transfer rates. 
Therefore, they can cause teratogenic effects, neonatal toxicity, withdrawal syn-
dromes, or long-term neurobehavioral effects [188–191]. After delivery, the previ-
ous equilibrium between the fetus and its mother via the placenta does not apply 
to the neonate. For this reason, high concentrations of a particular drug in the fetus 
may result in significantly prolonged effects postnatally [190, 192]. For example, 
in pregnancy, increased metabolism reduces the levels of many antidepressants, 
such as sertraline, citalopram, fluoxetine, paroxetine, venlafaxine, and thus their 
overall availability [193]. However, some antidepressants have active metabo-
lites. Fetal exposure to an active metabolite may be unpredictably increased, due 
to the increased metabolism of the parent drug in pregnancy. This holds true for 
sertraline, citalopram, fluoxetine, and Buproprion [187, 194, 195]. Moreover, after 
delivery, the rapid normalization of previously modified factors may lead to high 
drug maternal plasma concentrations, especially if the dose administered during 
pregnancy was increased and is not readily monitored and modified during the 
postpartum period [187].

The administration of an antidepressant with short or long elimination half-life 
will determine whether it is more likely to cause fetal withdrawal symptoms or 
toxicity [196]. Other notable examples include mood stabilizers (lithium, valp-
roic acid, carbamazepine, lamotrigine), which cross the placenta [197]. Already in 
early stages of pregnancy, the lithium clearance increases, because of the increased 
renal function. In the postpartum period, lithium clearance rapidly returns to base-
line values, so a dose adjustment is of significant importance [198, 199]. During 
pregnancy lamotrigine clearance increases and after delivery its clearance quickly 
reverts to the prepregnancy levels, but lamotrigine is extensively transferred to the 
fetus and after birth, the newborn clears the drug at a slow rate, thus careful dose 
adjustments are required [197, 200–202]. Finally, benzodiazepines pass through 
the placenta through diffusion, which is not constant across pregnancy. Indeed, in 
late pregnancy, changes in the placental circulation, size, permeability, and lipid 
content lead to an increased diffusion in comparison to early pregnancy. In addi-
tion, some benzodiazepines have long half-lives, and long-term administration 
may lead to drug accumulation in the maternal and fetal compartment. In fact, the 
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fetal levels of benzodiazepines may be even higher than maternal levels, due to the 
rapid maternal drug distribution [203–205]. Regarding antipsychotics, olanzapine 
and haloperidol have the highest placental passage, risperidone and then quetia-
pine, with the latter having the lowest passage ratio of all [206–208].

Women and Menopause

The direct relationship between psychiatric symptoms and hormonal changes, 
such as estrogen decrease, has not been clearly understood yet, although signifi-
cant research highlights the connection. Perhaps stress, educational level, ethnic-
ity, socioeconomic factors, and partner status may influence and modulate the 
prevalence and clinical course of both menopause and psychiatric symptoms, thus 
making difficult to identify the exact mechanisms [209]. Interestingly enough, 
in a qualitative study of the transition to menopause, Winterich and Umberson 
[210] found that most women did not view menopause as a major event; rather, 
they identified other midlife events as more stressful and consequential. Indeed, 
Rossi [211] found that more than 60% of postmenopausal American women 
described menopause as “only relief.” Thus, even though women do not neces-
sarily regard menopause as a major negative life event, scholars in psychiatry, 
endocrinology, and related fields do find connections between the menopausal 
transition and mental health. In fact, in a recent review, Freeman [212] reported 
that most studies found the prevalence of depression to be higher in women under-
going the menopausal transition than during premenopause. Similarly, de Kruif 
et al. in a meta-analysis found that perimenopausal women are particularly vul-
nerable to develop depressive symptoms and to show higher symptom severity, 
when compared to the premenopausal women [213]. Weber et al. in their review 
also reported an increased vulnerability to cognitive decline and an increased risk 
for depression and this was also confirmed in longitudinal studies [214, 215]. As 
for possible explanations, risk factors for the development of depression during 
the menopause transition include the presence of vasomotor symptoms, a per-
sonal history of depression (particularly depression that is related to pregnancy 
or hormonal changes through the menstrual cycle), surgical menopause, adverse 
life events, and negative attitudes to menopause and aging [215]. Indeed, prior his-
tory of depression critically influences the risk for depression during menopausal 
transition. Women with a prior history of depression are far more likely to experi-
ence depression during the transition [212]. Moreover, vasomotor symptoms were 
positively related to depressive symptoms during menopausal transition, and sev-
eral lines of research support the close link between somatic, psychological, and 
psychopathological symptoms of menopause [213, 216–219]. In summary, most 
studies give results that are in accordance with the thesis that menopausal women 
are vulnerable to depressive symptoms and a bio-psycho-sociocultural model of 
the processes, which might lead to a depressive disorder in midlife, might be the 
most plausible explanation [220]. Moreover, Llaneza et al. [209] claimed that bio-
psycho-social and partner factors may have a significant influence on middle-aged 
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women’s sexuality and depressive disorders. Moreover, postmenopausal women 
form a subpopulation that is increasing during the last decades. This is because 
life expectancy increases globally and the mean life expectancy nowadays is 
over 75 years in developed countries [221]. Consequently, women will generally 
spend the last third of their lifetime in menopause. However, declined estrogens 
put women at risk, as is in the case of increased vulnerability to psychotic dis-
orders after menopause [222]. Psychiatric research, so far, has given little atten-
tion to mental health issues in the, nowadays prolonged, period of life spent in 
menopause.

Conclusion: Toward a Sex-Aware Psychiatry

In everyday practice, mental health professionals may encounter sex-specific situ-
ations which affect exclusively women, as is the case with perinatal mental health 
and menopause. Nevertheless, evidence-based sex-specific interventions are 
scarcely available when addressing mental health problems that may affect both 
sexes. Indeed, there is guidance for the perinatal period [223] but evidence from 
translational research and limited clinical research that addresses women’s psy-
chiatry and does not refer to pregnancy or breastfeeding has yet to reach broad 
recognition and adoption. Even for perimenopause and postmenopausal women, 
psychiatric research is still struggling to provide solid evidence for best practice. 
As a result, it is rarely appreciated the variation of drug efficacy and safety accord-
ing to sex, even when pharmacokinetic or pharmacodynamic sex differences are 
known [224, 225]. Increasing awareness is required to implement change toward a 
more sex-aware psychopharmacology and psychiatry [224]. Indeed, in the context 
of a new paradigm for women’s psychiatry, there are multiple needs that should 
be covered. Some were described in this chapter, but without doubt more needs 
exist, especially when considering significant differences between developed and 
developing societies and economies. By adopting a more sex-aware psychiatric 
practice, both sexes can benefit by interventions better tailored to their specific 
needs. Clinical research should catch-up with emerging evidence form preclinical 
research in the field of sex differences [93], in order to develop evidence-based 
best practices regarding sex differences in psychiatry.
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Abstract
Mood disorders include all types of depression and bipolar disorder, and 
mood disorders are sometimes called affective disorders. We will discuss 
newly developing two issues in affective disorders in children and adoles-
cents. Those are the new diagnostic challenges using neuroimaging tech-
niques in affective disorders and the introduction of disruptive mood 
dysregulation disorder (DMDD). During the 1980s, mental health profes-
sionals began to recognize symptoms of mood disorders in children and 
adolescents, as well as adults. However, children and adolescents do not 
necessarily have or exhibit the same symptoms as adults. It is more diffi-
cult to diagnose mood disorders in children, especially because children are 
not always able to express how they feel. Child mental health profession-
als believe that mood disorders in children and adolescents remain one of 
the most underdiagnosed mental health problems. We are currently trying to 
introduce the new diagnostic technique—machine learning in children and 
adolescents with MDD. We will discuss the current progress in the clinical 
application of machine learning for MDD. After that, we would also discuss 
a new challenging diagnosis—DMDD. We are still suffering from a lack of 
evidence when trying to treat the patients with DMDD. In addition, there are 
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some debates about the diagnostic validity of DMDD. We will explain the 
current situation of DMDD studies and the future directions in the study of 
DMDD.

Keywords
Mood disorder · Bipolar disorder · Machine learning · Artificial 
intelligence · Disruptive mood dysregulation disorder · Treatment strategies

Machine Learning as a Study Technique for Major 
Depressive Disorder in Children and Adolescents

Significance of Study on Major Depressive Disorder in Child 
and Adolescent Population

Major depressive disorder (MDD) in childhood and adolescence is known as one 
of the most disabling psychiatric disorders worldwide, placing large burdens on 
patients and their families. MDD in adolescence is common. The annual incidence 
rate under the age of 13 is 1–2%, while over the age of 13 is 3–7%. In general, 
the ratio of occurrences between male and female appears approximately the 
same in prepubertal children, but MDD occurs more commonly in women after 
adolescence, where the gender ratio varied between 1:2 and 1:3 [1]. According to 
Diagnostic and Statistical Manual of Mental Disorders, fifth edition (DSM-5), a 
patient with MDD presents depressive mood, loss of pleasure (anhedonia) or appe-
tite (anorexia), sleep deprivation, a slowing down and a reduction of movement, 
agitation, chronic fatigue, loss of energy, feelings of worthlessness or excessive 
guilty, diminished concentration, or suicidal thoughts. While the major symptoms 
of MDD are shared among children and adolescents, there is also a unique dif-
ference between these two groups and adult patient groups. Irritable mood as a 
symptom of MDD is more prevalent among children and adolescents than depres-
sive mood, itself. This suggests that MDD rather than simple changes in weight in 
children and adolescents should be considered when the failure of expected weight 
gain occurs [2]. In addition, mood reactivity and fluctuation are more common 
than consistent depressed mood in child and adolescent patients with MDD. The 
child and adolescent patients complain of various and ambiguous somatic symp-
toms and these symptoms are often accompanied by other comorbid psychiatric 
disorders. Therefore, the complexity of symptoms places an obstacle in accurately 
diagnosing both child and adolescent patients with MDD. In particular, a major 
depressive episode as the first episode of bipolar disorder may appear, and dur-
ing this period, there is a higher risk of developing manic switching after standard 
antidepressant medication is prescribed. This requires clinicians to be more cau-
tious in diagnosing MDD. Suicidal thoughts or self-mutilation are often reported 
from children and adolescents with MDD. Furthermore, the relapse and recur-
rence rates are high which gives rise to a higher continuum in adulthood. However, 
child and adolescent patients are less responsive to the standard pharmacologi-
cal treatment compared to adult patients. Pharmacological treatments, such as an 
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antidepressant medication that can be used with consideration of age, are limited. 
As an example, the antidepressants currently approved by the FDA for adolescents 
are fluoxetine and escitalopram—this makes the treatment of pediatric depres-
sion more difficult. Therefore, the importance of an early, accurate diagnosis and 
proper treatment is emphasized in child and adolescent MDD [3].

Limitations of the Current Diagnostic System in MDD

Up to date, clinical assessment in MDD is operated based on the diagnostic classifi-
cation systems DSM-5. The DSM-5 narrows down its scope to the major symptoms, 
which leads to functional impairments within a certain period of time. However, this 
symptom-based approach may result in diagnostic discrepancy among clinicians 
since MDD contains heterogeneous, multifaceted factors that have various biologi-
cal and psychosocial etiologies. Furthermore, an early diagnosis with clinical signs 
requires professionals who have expertise in highly specialized mental health ser-
vices such as psychiatrists and psychologists [4]. Therefore, using more objective 
and reliable diagnostic tools, such as neuroimaging, genetic, immunologic, and neu-
ropsychological assessments, can improve identifying biomarkers. Identifying a bio-
marker is critical not only because it helps diagnose the disorder earlier, but it also 
increases the probability of identifying subtypes of MDD, containing heterogene-
ous features to predict treatment responses and allows the application of more spe-
cific treatments for individuals. Of the above techniques, non-invasive neuroimaging 
studies allow observation of brain structures and functions in patients with depres-
sion, which has received much attention from researchers in the field of psychiatry. 
Along with this, machine learning techniques have been adopted for accurate diag-
nosis and predict patient’s response to a treatment. Classifiers found through pattern 
recognition enable psychiatrists to find the best fit model for a patient while consid-
ering individual differences. This technique goes beyond identifying the structural 
and functional differences across a healthy control and patients.

Neuroimaging Studies in MDD

Neuroimaging studies have two components in a macroscopic view: struc-
tural and functional scans. Various studies have been performed and reported 
employing the machine learning technique to predict the diagnosis of MDD. In 
structural brain imaging studies comparing MDD patients and healthy controls, 
two types of sequences are used. T1-weighted image is used to more accurately 
observe gray matter. This is possible because T1-weighted images contrast gray 
and white matter structures. More specifically, in T1-weighted images, gray mat-
ter is expressed with a darker color, while white matter is white. On the contrary, 
T2-weighted images express gray matter as white and white matter as gray. T1 
images are acquired for a shorter period of time than T2 images. The primary 
focus using T1-weighted image was previously on volumetric comparisons in 
regions of interest, such as cortical thickness. However, scans of patients with  
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some other psychiatric disorders, such as schizophrenia, autism spectrum disorder, 
and Alzheimer’s disease, have shown that the differences in patients and healthy 
controls are not only from volumes but also in geometric characteristics (e.g., 
depth of a sulcus) [5]. Similarly, considering the various and complex etiologies 
of MDD, neuroanatomical abnormalities in MDD are likely to be accompanied 
by several changes in volume and shape rather than by simple abnormalities of 
the structure [6]. T2-weighted image focused on white matters’ hyperintensity is 
the other imaging technique of structural study, which is used especially in late 
life depression since it demonstrates changes in white matter in ischemic or pre-
ischemic periods. Diffusion tensor imaging (DTI) also has been used as a method 
of investigating structures. DTI visualizes and measures the diffusion of water 
in brain tissue and is a useful method for detecting white matter abnormalities. 
Meanwhile, functional studies can be performed using functional MRI (fMRI), 
and these have already been used to predict diagnosis of depression, which con-
tain various methods such as task-related fMRI. Task-related fMRI is a method of 
observing the responses in the brain while patients perform a task, while resting 
state fMRI is a method to observe functional connectivity in brain during the task-
free resting state. An analysis on studies using machine learning in major depres-
sion in 2018, estimated that there have been approximately 20 structural imaging 
studies, 20 task-related fMRI studies, 20 resting state fMRI studies, and 10 other 
DTI studies [7].

Development of Machine Learning Techniques and Application 
to Neuroimaging Study in Children and Adolescents with MDD

The artificial intelligence (AI) was first introduced by Dr. John McCarthy 
at Dartmouth University during the Dartmouth Summer Research Project 
Conference in 1956. With a classical view, AI only refers to a human-like intel-
ligent being whereas AI nowadays achieves more than human-like cognition and 
perception. Machine learning is a specific approach AI adopts to find out algo-
rithms of an underlying function and best fit statistical model. Machine learn-
ing means that a computer can learn how to perform a task through algorithms 
independently, without humans entering specific parameters for decision-making 
into the computer. In machine learning, humans are still involved in the process 
extracting features from given data for the machine to learn. Machine learning 
includes some methods to create a predictive model from data to accurately pre-
dict new data. There are three types of learning methods; supervised learning, 
semi-supervised learning, and unsupervised learning. In supervised learning, when 
data sets are given to a computer to label data, the label is also given classifiers. In 
unsupervised learning, the labels are not given. Laid between these two categories, 
semi-supervised learning refers to a learning technique when some data is given 
with interpretation and others are given data only. A goal of machine learning is to 
define the accurate characteristics of given data sets and define the variety of algo-
rithmic techniques involved. One of the most commonly used techniques is the 
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support vector machine technique in the supervised learning model and it is used 
for the classification and regression analysis of given data. Support vector machine 
technique is a type of multivariate pattern analysis technique which learns by com-
puters alone on how to classify complex, high-dimensional data sets and general-
izes and categorizes data sets that have not yet been labeled. In general, supportive 
vector machine includes two stages; the first stage is for the computer system to 
learn and train well-classified data labeled by a human, while the second stage is 
to adopt new data sets with this learned system and then reclassify the data sets 
[4, 8]. Apart from the support vector machine technique, other algorithms such as 
Gaussian process classifier, linear discriminant analysis, and decision tree areas 
are variously used as well.

While traditional machine learning techniques focus on the ability to pro-
cess raw data, deep learning techniques rely on the ability to learn very com-
plex functions by enabling simple expressions to be converted into more abstract 
expressions by forming nonlinear modules. Deep learning, which is a branch of 
machine learning, executes more improved performance in recent studies. Deep 
learning is an unsupervised learning model characterized by utilizing the given 
data itself as input data. In other words, it’s not training the characteristics in 
the ways a human would, but learning the important features in the data itself 
through the machine, which is called end-to-end machine learning. Deep learn-
ing reduces the errors that result from human interventions in the process. Deep 
learning minimizes human intervention so that computers can analyze data and 
draw optimal conclusions without much of human knowledge, but it requires a lot 
of data, and high-quality data is important for accurate analysis. Thus, it’s more 
important to understand how to obtain high-quality data for AI than simply which 
algorithm to choose.

The studies on machine learning for diagnosis of mental disorders have been 
conducted and shared for more than 10 years. Indicators generally used to assess 
these models are accuracy, sensitivity, and specificity. Indicators are highly accu-
rate as they have consistently been reported from the late 60s to the mid-90s and 
that the sensitivity and specificity are each reported in the 70s to late 80s [9]. 
While existing studies demonstrated how excellent machine learning technique 
is throughout many different fields, there are some concerns in applying these 
machine learning theories to clinical practice. Models should be widely applicable, 
but complexities in individual patients hinder the generalization of data sets. Thus, 
machine learning has not yet been linked to clinical usage. Another main reason 
why the machine learning method in depression is not easy to apply is the hetero-
geneity in data acquisition such as MRI acquisition variables, and post-processing 
methods. Consequently, there are challenges in generalizing the results from dif-
ferent experimental parameters.

Commonly, real-life data are high-dimensional (i.e., even each sample includes 
a large number of characteristics) and paradoxically each sample is limited in its 
size. Therefore, it’s problematic to assume a generalizable learning model. The 
small sample size is a common problem that most studies of depression reported 
so far. Predictive models made from a single data set shows good results, but their 
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reliability is significantly reduced in predictive models made from two or more 
different data sets. Recently, multi-cited studies have been conducted by many 
research institutes to compensate for these problems. Some problems, how-
ever, still existed because the utility of the data is somewhat depreciated due to 
the absence of criteria on data collection [8]. The study of depression through 
machine learning will be improved if standards on neuroimaging data collection 
in MDD are created and quality data is continuously accumulated through multi-
center cooperation.

Future Directions in the Application of Machine  
Learning for Pediatric Mood Disorder

In summary, as a large number of patients experience a major depressive episode 
from childhood and adolescence, proper treatment targeting these periods is an 
important factor. The treatment during childhood and adolescence will also help 
determine the prognosis. Thus, longitudinal research on MDD will provide the basis 
of the treatment [10]. MDD studies through machine learning techniques will accel-
erate current research, especially on identifying biomarkers of depression. Along with 
it, pathogenesis will help understand the underlying mechanisms of MDD. Early, but 
the elaborate diagnosis will be possible, avoiding a symptom-oriented diagnosis.

Further, the improvement of diagnosis will enable psychiatrists to predict 
appropriate treatments for depression subtypes and their prognosis. In fact, the 
current treatment of depression takes one of several already proven treatments. For 
instance, in order to select an antidepressant, a psychiatrist waits to see patient’s 
reactions to the antidepressant and modifies a prescription (e.g., adding different 
types of drugs, or nonpharmacological psychotherapy) or tries a new medication 
until the patient gets better. This whole process requires clinicians’ experience and 
the duration of the treatment is expanded. It is expected that if treatment infor-
mation on depression is further accumulated through machine learning, there is 
greater potential to improve prescriptions and the accuracy of treatment methods 
for each depression subtype. The end result of this improvement would mean that 
individual suffering would be reduced along with the incidence of treatment-resist-
ant depression.

Disruptive Mood Dysregulation Disorder (DMDD)—A New 
Diagnostic Challenge

History of Disruptive Mood Dysregulation Disorder (DMDD) 
Since the Diagnosis of SMD

There is a diagnostic issue in mood dysregulation that the diagnosis is done 
within the context of pediatric bipolar spectrum disorder. In the past, pediatric 
onset mania was conceptualized as severe non-episodic irritability. The broader 



Understanding Mood Disorders in Children 257

conceptualization of severe non-episodic irritability as a form of mania within 
pediatric bipolar spectrum disorder has caused the exponential (over 40-times) 
increase in bipolar disorder diagnosis for less than a decade [11]. Leibenluft 
et al. suggested severe mood dysregulation (SMD) criteria for patients who have 
a chronic, non-episodic illness that does not include the hallmark symptoms of 
mania, but shares the narrower phenotypes of bipolar disorder symptoms such 
as severe irritability and hyperarousal [12]. The key concerns in SMD studies 
were whether symptoms in SMD predicted the development of bipolar disorder. 
Chronic irritability in SMD has been known as a distinct construct when compared 
with episodic irritability. There were some longitudinal studies tracking the long-
term consequences of SMD, and those studies showed that youth with SMD are at 
high risk for depressive disorders, but not for bipolar disorder. In contrast, bipo-
lar disorder, not otherwise specified, requires identifiable, episodic mood cycles in 
children that have been associated with increased risk of narrow phenotype bipolar 
disorder. Accordingly, episodic irritability is more predictive of full-blown bipolar 
disorder than non-episodic, chronic irritability.

Irritability is a quite common reason for a referral to child and adolescent 
psychiatry department. However, there is no consensus for assessment tool for 
irritability as a gold standard measure yet [13]. Irritability can be understood 
as having a low threshold for experiencing anger in response to frustration. 
Irritability can fall into mood symptoms such as anxiety, depression, mania, and 
emotional dysregulation. It can also be classified as behavior symptoms such as 
hyperactivity, aggression, impulsiveness, suicidal behavior and attention deficit. 
It is a quite sensitive, but not specific symptom. When there is a lack of skills 
in managing irritability, irritability can be accompanied by temper outbursts. 
When evaluating the temper outbursts for the diagnosis of DMDD, the triggers, 
duration frequency, intensity of temper outbursts, the behavioral characteristics 
during the outbursts, methods to resolve the outbursts, the outbursts in different 
settings (home, school, and other), and the mood between outbursts should be 
extensively investigated.

Similarities and Differences of DMDD from SMD

The diagnosis of DMDD originated from SMD [12]. The definition of DMDD 
was branched out from the definition of a broad phenotype of juvenile mania. 
Conceptually, broad phenotype of juvenile mania was based on pediatric bipolar 
disorder. Regarding DMDD and SMD, however, significant changes were made 
in DSM-5 [2]. For example, the SMD was revised and renamed as DMDD with 
following changes: (1) The criterion of hyperarousal as defined by at least three 
of the following six symptoms (insomnia, agitation, distractibility, racing thoughts 
or flight of ideas, pressured speech, and intrusiveness) was removed in DMDD. 
(2) In the definition of abnormal mood, sadness was also removed. (3) The crite-
rion of low intelligence (IQ < 80) from the exclusionary criteria was eliminated. 
(4) The age of onset was lowered from 12 to 10 years old. With the modifications, 
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many with SMD would not have DMDD diagnosis. Such differences are not triv-
ial and could affect the clinical profiles of SMD and DMDD. In the Great Smoky 
Mountains Study, only 38.9% of youth with SMD also met the criteria for DMDD 
[14]. These results show that the application of SMD study results on DMDD 
patients has some essential limitations. As the “hyperarousal” criteria exist for 
SMD, but not for DMDD, treatments that are known to effectively decrease hyper-
arousal symptoms may not be more effective in DMDD than in SMD.

In case of comorbidity, despite the lack of direct comparison between the 
two clinical entities, DMDD most often co-occurs with depressive disorders and 
oppositional defiant disorder (ODD), but less with attention deficit hyperactiv-
ity disorder (ADHD) compared to SMD [15]. However, the rate of comorbidity 
between DMDD and externalizing disorders is high, especially between DMDD 
and ADHD.

Criticism for DMDD Diagnosis

The majority of youth with DMDD already meet criteria for another DSM disor-
der. It is quite uncommon to find patients who fall only in DMDD criteria. There 
is also a concern about the overlap between DMDD and ODD. DSM-5 specifically 
indicates that patients who meet the criteria for both DMDD and ODD should be 
given the diagnosis of DMDD, and not ODD. In the Longitudinal Assessment of 
Manic Symptoms study (known as LAMS study), more than half (58%) of the 
participants with ODD met DMDD criteria, while almost all youth with DMDD 
met the criteria for ODD, making it hard to differentiate DMDD from ODD. In 
addition, the patients with ODD who met DMDD criteria did not differ from the 
patients with ODD, but without DMDD, in terms of symptoms severity, comorbid-
ity, or functional impairment [15].

For these reasons, there are some debates about the diagnostic validity of 
DMDD. Currently, some researchers think that DMDD may be a modifier of 
ODD, when considering that nearly all youth with DMDD meet the criteria for 
ODD and that irritability in the DMDD appears to be a distinct domain from the 
other symptoms of ODD [13]. These thoughts were reflected in the International 
Classification of Disease, 11th revision (ICD-11) and DMDD is now coded under 
ODD with the diagnostic code and name: 6C90.0Z, ODD with chronic irritability–
anger, unspecified [16].

Treatment of DMDD

To date, there have been very limited DMDD treatments due to its novelty. The 
treatment of DMDD is composed of two main axes: pharmacological intervention 
and psychotherapeutic intervention.
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Pharmacological Treatment
As severe, non-episodic irritability is conceptualized as a phenotype of unipolar 
depression, the risk for mania would be low. Non-episodic irritability also shows 
high comorbidity with other pediatric psychiatric disorders such as ADHD, anxi-
ety disorder, and ODD. Antidepressants such as selective serotonin reuptake 
inhibitors can be a reasonable treatment option. When considering the high rate of 
comorbidity, we can also consider using the CNS stimulants and antimanic agents 
such as lithium and valproate. No pharmacological studies of youth with DMDD 
have been conclusive with results yet. Although symptoms of SMD appear quite 
similar to DMDD, it is not identical with DMDD and whether treatment options 
for SMD would work for DMDD management is unknown.

Various medications such as antidepressants, mood stabilizers, psychostimu-
lants, antipsychotics, and alpha-2-agonists can be used for treatment for temper 
tantrum and chronic inter-outbursts irritability. However, clinical evidence of 
DMDD medication is insufficient. Therapists also need to pay attention to the 
possibility of polypharmacy in patients. There are high rates of comorbidities 
and medications and treatment should be given to target comorbid disorders. In 
addition, the use of medication selections for targeting each symptom without 
considering the overall diagnosis could contribute to high rates of polypharmacy. 
Accordingly, psychiatrists should avoid using polypharmacy in this young age 
group.

There are some completed and ongoing pharmacological trials in SMD and 
DMDD youths. Dickstein et al. led a placebo-controlled randomized trial in 
youths with SMD to test the benefit of lithium over placebo, but failed to show 
significant between-group (patients and control) differences [17]. Krieger et al. 
reported the results of risperidone on 21 youths with SMD in an open-label trial. 
They reported clinically significant improvements shown as the reduction of the 
Aberrant Behavior Checklist-irritability subscale score [18]. There are also other 
currently ongoing studies specifically targeted for DMDD patients rather than 
SMD [19]. The results from those studies will soon be available.

Psychotherapeutic Treatment
As irritability has nonspecific symptoms and occurs in many pediatric psychiat-
ric disorders, it is necessary to evaluate contextual meanings of irritability rather 
than seeking the existence of non-episodic irritability for the diagnosis of DMDD. 
Evaluation of irritability and aggression in different settings, such as home, 
school, and extracurricular activities, and precipitating factors for the irritability 
and aggression are needed. The multidimensional, integrative approach includ-
ing liaison with the school and involvement of all available community resources 
would be in demand for optimal treatment results. In addition, evidence-based 
parent training interventions and other psychotherapeutic interventions should be 
always considered in the treatment of DMDD. The parenting training for DMDD 
patients comes from evidence-based treatments for pediatric behavioral problems 
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with managing antecedents for temper outbursts and training parents for emotion 
regulation coaching skills. Children patient group should learn how to identify 
effect, control negative influences, and solve the problems, sequentially.

Future Directions in the Study of DMDD

Non-episodic irritability is now conceptualized as a feature of unipolar depres-
sion rather than bipolar disorder. However, irritability itself is a rather nonspecific 
symptom and can occur in a wide range of psychopathologies. It is hard to assess 
irritability adequately and classify the more elaborate characteristics of irritabil-
ity in young patients for clinical purposes. Therefore, a systematic assessment tool 
is required for diagnosing irritability in children and adolescents using their own 
words.

Currently, the results of pharmacological intervention of DMDD come from 
SMD, not DMDD. Recruiting more DMDD patient subjects is necessary. In 
addition, treatments have been primarily focused on the control of irritability or 
aggression. Accordingly, the only randomized, placebo-controlled trial of SMD 
is about the use of lithium over placebo. In addition, CNS stimulant has been 
administered as a treatment of DMDD. When psychiatrists focus on irritabil-
ity or persistent aggression, they tend to use the combination of CNS stimulant 
and antipsychotics. However, psychiatrists should consider the fact that DMDD 
belongs to unipolar depressive disorder group in DSM-5 diagnosis criteria. Then, 
another related question raised is whether using an antidepressant would be safe. 
Evaluation of the clinical efficacy and long-term results of antidepressants in 
DMDD should be followed.
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Abstract
This article gives an overview of the concept and brain mechanisms of Internet 
game and smartphone addiction and the applicability of precision medicine and 
smart healthcare system. Internet game and smartphone addiction are catego-
rized as behavioral addictions, which share similar phenomenology and neu-
robiological underpinnings with substance addictions. Neuroimaging studies 
revealed the alteration in the functional activity and structure of individuals 
with Internet game and smartphone addiction, which also can be potent bio-
markers. Precision medicine is defined as treatments targeted to the individual 
patients on the basis of genetic, biomarker, phenotypic or psychosocial char-
acteristics. Recent advances in high-throughput technology and bioinformatics 
have enabled us to integrate these big data with behavioral data collected from 
smartphones or other wearable devices. Data collected via smart devices can 
be transferred to medical institute and integrated in order to diagnose current 
status precisely and to provide optimal intervention. The feedbacks of interven-
tion are sent back to the medical provider via self-reports or objective measures 
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to evaluate the appropriateness of the intervention. In conclusion, Internet game 
and smartphone addiction can be diagnosed precisely using high-throughput 
technology and optimally managed via smart healthcare system.

Keywords
Internet gaming disorder · Smartphone addiction · Neuroimaging · Precision 
medicine · Smart healthcare system

The Evolution and Conceptualization of Internet Game 
and Smartphone Addiction

Playing game has been a popular and pleasurable leisure activity which provides 
enjoyment and relaxation to everyday life. The penetration rate of gamers among the 
general population rose from 58% in 2013 to 66% in 2018 in the United States and 
from 57.2% in 2014 to 67.9% in 2015 in South Korea [1, 2]. The dark side of gam-
ing has also been highlighted in psychological and psychiatric research area in the 
1980s, approximately 10 years after the release of the first commercial video game 
in the early 1970s [3]. Soper and Miller reported “video game addiction”, which is 
characterized as compulsive involvement, a lack of interest in other activities, asso-
ciation and friendship circles mainly with other video game addicts, and physical 
and mental symptoms when attempting to stop the behavior and was similar to other 
behavioral addictions [4]. After the 2000s, articles on online video games have been 
published extensively, especially in association with the introduction of the mas-
sive multiplayer online role-playing games (MMORPGs) such as World of Warcraft 
and Starcraft. MMORPGs are played by hundreds or thousands of players around 
the world simultaneously. Players interact and gather under a guild or other form of 
communities via the Internet. They participate in a variety of quests which increase 
in complexity, reward, and time involvement that typically operate on a random-ratio 
reinforcement schedule [5]. These features of MMORPGs satisfy the socialization 
need and provide a sense of achievement and competitiveness, which can be a strong 
drive to play online games. In addition, the virtual world is continued to exist even 
if players are offline, which makes it hard to stay offline. Some gamers feel it very 
hard to be offline and are very irritable and aggressive when game is interrupted by 
any reasons, which seems like “withdrawal”. According to O’Brien and Holden’s 
definition of “addiction”, a phenomenon that manifests tolerance, withdrawal symp-
toms, and dependence, accompanied by social problems [6, 7], these features can be 
considered as cardinal features of behavioral addiction.

Nomenclature of this phenomenon was very heterogeneous for decades; video 
game addiction [4], Internet addiction [8], compulsive Internet use [9], prob-
lematic online gaming [10], mentioned only a few. Since most Internet overuse 
is due to excessive gaming, online game addiction is often considered as Internet 
addiction. In addition, the conceptualization of this phenomenon was heterogene-
ous among researchers. Some adopted definition from pathological gambling of 
the Diagnostic and Statistical Manual of Mental Disorders, 4th edition (DSM-IV) 
[6, 11], while others adopted from substance dependence criteria or combined 
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these two criteria [12]. Accordingly, official bodies such as American Psychiatric 
Association and other scholars have suggested the need for the unification and 
consensus for the assessment of Internet game addiction, and finally, this concep-
tualization was listed on the Diagnostic and Statistical Manual of Mental Disorder, 
5th edition (DSM-5) as “Internet gaming disorder (IGD)” on section III as con-
dition for further study [13]. In 2018, gaming disorder was added to the addic-
tive disorder section in the final draft of the 11th revision of the International 
Classification of Disease (ICD-11) by the World Health Organization [14]. 
Description of DSM-5 IGD and ICD-11 gaming disorder is given in Table 1. The 
inclusion of gaming disorder into ICD-11 can be a double-edged sword; if used 
wisely, it increases the capacity and treatment of disordered gamers, but there are 
also concerns that casual gamers can be stigmatized.

Recent spread of smartphone has explosively increased the number of smart-
phone gamers. In 2014, only 19.1% of gamers played only by personal comput-
ers (PCs) while 56.9% played only by their smartphones, and remaining 24% 
played by both devices [15]. In addition, the evolution of smartphone games has 
changed classical demographics and characteristics of online gamers. According 
to a Korean national survey conducted in 2015, 86.5% of the forties, 85.4% of the 
fifties, and 88.8% of female smartphone users reported they had experiences of 

Table 1  Description of Internet gaming disorder and gaming disorder

Proposed criteria of Internet gaming disorder 
(DSM-5)

Description of gaming disorder (ICD-11)

Persistent and recurrent use of the Internet to 
engage in games, leading to clinically signifi-
cant impairment or distress as indicated by 5 
or more of the following in a 12 month period:
    1. Preoccupation with Internet games
    2.  Withdrawal symptoms when Internet 

gaming is taken away
    3.  Tolerance: the need to spend increasing 

amounts of time engaged in Internet games
    4.  Unsuccessful attempts to control partici-

pation in Internet games
    5.  Loss of interests in previous hobbies and 

entertainment as a result of, and with the 
exception of, Internet games

    6.  Continued excessive use of Internet 
games despite knowledge of psychosocial 
problems

    7.  Has deceiving family members, thera-
pists, or others regarding the amount of 
Internet gaming

    8.  Use of Internet games to escape or relieve 
negative moods

    9.  Has jeopardized or lost a significant 
relationship, job, or education or career 
opportunity because of participation in 
Internet games

Gaming disorder is characterized by a pattern 
of persistent or recurrent gaming behavior 
(“digital gaming” or “video gaming”), which 
may be online (i.e., over the Internet) or 
offline, manifested by:
    1.  Impaired control over gaming (e.g., onset, 

frequency, intensity, duration, termina-
tion, context)

    2.  Increasing priority given to gaming to the 
extent that gaming takes precedence over 
other life interests and daily activities

    3.  Continuation or escalation of gam-
ing despite the occurrence of negative 
consequences

The behavior pattern is of sufficient severity 
to result in significant impairment in personal, 
family, social, educational, occupational, or 
other important areas of functioning. The pat-
tern of gaming behavior may be continuous or 
episodic and recurrent. The gaming behavior 
and other features are normally evident over 
a period of at least 12 months in order for a 
diagnosis to be assigned, although the required 
duration may be shortened if all diagnostic 
requirements are met and symptoms are severe
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playing online games [15]. Thus, it is necessary to contemplate the role of smart-
phone on gaming disorder and the possibility of smartphone addiction as a sepa-
rate diseases entity.

Despite the social networking advantages and work productivity enhanced by 
smartphone use, a growing number of literatures have reported the dark side of 
smartphone as well. Problematic smartphone use is associated with health prob-
lems such as dry eye and musculoskeletal deformity [16], hazardous situations 
such as texting while driving [17], accidents and injuries [18], decreased academic 
performance [19], and psychological problems such as anxiety, depression, and 
poor sleep patterns [20, 21]. Accordingly, a conceptualization that encompasses 
excessive and uncontrolled use of smartphone, loss of control over smartphone 
use, and negative consequences associated with these maladaptive behavioral pat-
terns is considered among researchers and is nomenclated as “smartphone addic-
tion” or “problematic mobile phone use (PMPU)” [22, 23]. In 2008, Billieux, van 
der Linden, and Rochart have devised Problematic Mobile Use Questionnaire 
(PMPUQ), targeting (1) dangerous/prohibited use, (2) financial problems, and 
(3) dependence-related symptoms [23]. In 2013, Kwon and colleagues firstly pro-
posed Smartphone Addiction Scale (SAS), which is a 33-item, 6-point Likert scale 
based on Korean Internet addiction scale (K-scale) motivated by Young Internet 
Addiction Test (YIAT) [22]. SAS is composed of six factors, daily-life distur-
bance, positive anticipation, withdrawal, cyberspace-oriented relationship, over-
use, and tolerance, PMPUQ, SAS and its short version (SAS-SV) are widely used 
to assess smartphone addiction around the world.

The Korean government also conducted annual national survey to assess at- and 
high-risk of “smartphone addiction”. According to the national study, smartphone 
addiction is defined as (1) increased salience toward smartphone as a consequence 
of excessive smartphone use and (2) loss of control over smartphone use, and is 
composed of three domains: (1) self-control failure; (2) salience; and (3) serious 
negative consequences in physical, psychological and social aspects [24]. The 
prevalence of at- and high-risk of smartphone addiction in South Korea is dramati-
cally rose from 8.4% in 2011 to 18.6% in 2017 (Fig. 1). The proportion of highly 
dependent smartphone users in European countries ranged from 1% in Poland to 
3.9% in Belgium when assessed by PMPUQ [25].

The contents consumed by smartphones may influence smartphone addiction. 
According to Korean national survey, messengers and games were most frequently 
used smartphone contents, followed by searching news and listening music [24]. 
Interestingly, individuals with smartphone addiction and normal smartphone users 

Fig. 1  Prevalence of 
smartphone addiction in 
South Korea by year (%), 
adopted from survey on 
smartphone overdependence 
2017 [24]
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were different in their game and music contents usage (Fig. 2). Fernandez and 
colleagues also reported that problematic mobile phone use was associated with 
engaging in social networking, playing video games, shopping and viewing TV 
shows, downloading contents, and messaging [25].

There still exist debates on admitting smartphone addiction as a separate dis-
ease entity and lack in scientific evidence related to diagnostic assessment and 
clinical course. Panova and Carbonell reported that they could not found suffi-
cient support from the addictive perspective to confirm the disease entity of smart-
phone addiction at this time, and proposed to label as problematic or maladaptive 
smartphone use [26]. However, about half of the smartphone users felt it helpful 
to receive counseling service and preventive education on smartphone addiction 
and 40.3 and 37.2% of the smartphone users responded they would like to con-
sult with counseling services and receive preventive education, respectively, if 
they have problems in the future [24]. Thus, more empirical studies with unyield-
ing evidence are necessary to figure out neurobiological underpinnings and draw a 
consensus on the conceptualization of smartphone addiction.

Brain Mechanisms of Internet Gaming Disorder 
and Smartphone Addiction

Over the last few years, enormous articles have been published to elucidate the 
brain mechanisms of IGD. Neurocognitive studies have observed that individuals 
with IGD showed impulsivity, tendency of making risky decision and enhanced 
reactivity to gaming cues [27–29]. Recent advances in brain imaging techniques 
facilitated the elucidation of morbid brain. Neuroimaging research is a worldwide 
used noninvasive technique to study neurobiological correlates of psychiatric con-
ditions and has a potential to fill the gap between molecular basis of psychiatric 
disorders and their clinical manifestations [30–32].

Task-based functional magnetic resonance imaging (fMRI) studies have investi-
gated neurobiological correlates associated with neurocognitive deficits observed in 
IGD. In cognitive control tasks (i.e., a Go/No-Go task), which measures impulsiv-
ity and response inhibition, IGD showed decreased activity of the supplementary 
motor area during no-go trials with no differences in behavioral performance [33]. 
Another study revealed that IGD showed hyperactivation of superior and middle 
frontal gyrus during no-go trials [34]. In a guessing task paradigm, which required 

Fig. 2  Major contents used 
by smartphone (%), adopted 
from survey on smartphone 
overdependence 2017 [24]
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participants to bet on different outcomes and assess brain response to win or loss 
condition to evaluate reward sensitivity, individuals with IGD showed hyperactivity 
on left orbitofrontal cortex (OFC) in win condition with hypoactivation on ante-
rior cingulate cortex (ACC) in loss condition [35]. Another guessing task-related 
fMRI study showed hyperactivation in left superior frontal gyrus in win condition 
and hypoactivation in posterior cingulate cortex (PCC) in IGD compared to healthy 
control [36]. It seems that individuals with IGD are much more sensitive to rewards 
while less sensitive to loss. In cue-reactivity paradigms, which measures brain 
response to stimuli that are designed to induce carving for gaming, individuals 
with IGD showed hyperactivation of OFC, dorsolateral prefrontal cortex (DLPFC), 
medial frontal cortex (MFC), precuneus, parahippocampus, ACC, PCC, nucleus 
accumbens (NAc), and caudate nucleus while they saw gaming pictures [37, 38].  
In addition, cue-induced activity of left DLPFC was decreased after 6 weeks of 
bupropion treatment in IGD [39]. Differences between IGD and healthy control 
were observed when processing swear words which express strong emotion and 
induce strong physiological responses; adolescents with IGD showed reduced 
activation in the right OFC which is related to cognitive control, and in the dor-
sal ACC, which was related to social rejection during swear word condition [40]. 
These findings suggested that individuals with IGD differed from healthy com-
parisons in the functioning of several brain regions involved in cognitive control, 
reward sensitivity and cur reactivity even when they were behaviorally intact.

Resting-state fMRI (rsfMRI) is a popular approach in clinical studies since the 
images can be obtained during 5–6 min of passive fMRI scan, measuring default 
status [30]. A systematic review of rsfMRI studies on IGD has summarized that 
the most relevant abnormalities were localized in the superior temporal gyrus 
(STG), which is responsible for the processing of visuo-auditory information, 
medial frontal regions (ACC, supplementary motor area), which is associated with 
self-control and impulsivity, limbic and parietal regions [41–43]. Another meta-
analysis reported that individuals with IGD showed a significant activation in the 
bilateral medial frontal gyrus, left cingulate gyrus, left medial temporal gyrus, and 
fusiform gyrus, implicating the role of dysfunctional prefrontal lobe in the neuro-
biological mechanisms of IGD [44]. A rsfMRI study based on topological network 
revealed that brains of IGD showed higher global efficiency and lower local effi-
ciency compared to healthy controls, suggesting shifting toward the random topo-
logical architecture, as exhibited in other pathological states [45]. These findings 
suggested that individuals with IGD shares some neurobiological features with 
substance addiction such as functional deficit in frontal and limbic regions, as well 
as possesses its unique features such as abnormalities in STG.

Structural MRI studies have demonstrated that IGD is associated with struc-
tural alteration in the brain. Decrease in gray matter volume of the bilateral ACC, 
precuneus, SMA, superior parietal cortex, left DLPFC, left insula and bilateral 
cerebellum, decrease in the gray matter density in the bilateral inferior frontal 
gyrus, cingulate gyrus, insula, right precuneus and hippocampus and in the white 
matter density in the inferior frontal gyrus, insula, amygdala, and anterior cingu-
late were observed among individuals with IGD [46, 47]. Adolescents with IGD 
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showed increased cortical thickness in the left precentral cortex, precuneus, mid-
dle frontal cortex, inferior temporal, and middle temporal cortices while decreased 
in the left lateral OFC, insula, lingual gyrus, right postcentral gyrus, entorhinal 
cortex, and inferior parietal cortex [48]. Structural alteration in the prefrontal cor-
tex, specifically left DLPFC, mediated the relationship between prolonged gam-
ing and depressed mood [49]. These brain imaging parameters can be served as 
biomarkers to distinguish individuals with IGD from without. Park and colleagues 
searched for a link between symptom-based categorization and computation-based 
classification by using neuroanatomical biomarkers in the diagnosis of IGD and 
demonstrated the discrimination of disordered and non-gamers with accuracy 
exceeding 98% [50]. These findings are very fruitful in that structural brain altera-
tions may serve as potential neurobiomarkers to diagnose IGD.

However, the majority of neuroimaging study sample involved male adoles-
cents and only a small number of participants were included in each study. Thus, 
further studies with larger sample and prospective design and with application of 
high-throughput computational methods are necessary to elucidate more stable 
biomarkers of IGD.

Currently, the brain mechanisms of smartphone addiction have yet been studied 
extensively. Researches have been focused on whether smartphone use, especially 
media multitasking via smartphone, would interrupt important cognitive function 
such as attention and memory. Lee and colleagues reported that individuals with 
higher smartphone addiction scale scored significantly lower on self-regulatory 
learning and learning flow scales [51]. In an attention-demanding task, receiving 
mobile phone notification alone significantly disrupted performance even when 
participants did not directly interact with a mobile device during the task, simi-
lar in magnitude to active phone usage [52]. In a working memory task paradigm, 
frequent media multitaskers exhibited lower working memory performance and 
long-term memory functioning [53]. However, empirical researches regarding 
the impact of smartphones on cognition are still very limited though it seems that 
smartphones have the potential to affect a wide range of cognitive domains.

Some neuroimaging studies regarding smartphone addiction have been pub-
lished recently. Frequent media multitaskers exhibited relatively increased activity 
in right frontal area, suggesting that increased daily multitasking leads to greater 
difficulty in recruiting cognitive control resources [54]. Hu and colleagues demon-
strated that individuals with smartphone addiction assessed by the Mobile Phone 
Addiction Tendency Scale (MPATS) had significantly lower white matter integ-
rity in the superior longitudinal fasciculus, superior corona radiate, internal and 
external capsule, sagittal stratum, fornix/stria terminalis, and midbrain structures 
[55]. A rsfMRI study demonstrated that adolescents with smartphone addiction 
assessed by the Smartphone Addiction Proneness Scale (SAPS) had significantly 
lower functional connectivity between the right OFC and NAc, and between the 
left OFC and midcingulate cortex (MCC) compared to healthy control, and the 
OFC-NAc connectivity was negatively correlated with withdrawal symptoms [56]. 
These findings implicated the alteration in the frontostriatal circuit in the smart-
phone addiction. A task-based fMRI study reported that excessive smartphone 
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users showed neural deactivation in the DLPFC and dorsal ACC during the facial 
emotional processing task, which was aimed to assess social interaction [57]. This 
finding implicated that excessive smartphone users seemed to fail on cognitive 
control during emotional processing and provided an important neural basis for 
smartphone addiction. However, neuroimaging studies as well as neurocognitive 
studies on smartphone addiction are very scarce at this time and further studies are 
necessary to overcome inevitable debates on the conceptualization of smartphone 
addiction.

Precision Medicine in Addiction Psychiatry

Precision medicine is defined as treatments targeted to the needs of individual 
patients on the basis of genetic, biomarker, phenotypic, or psychosocial charac-
teristics that distinguish a patient from other patients with similar clinical pres-
entations [58]. This concept is familiar since clinicians have been tackled on 
personalizing or individualizing medical intervention which was attuned to 
patients’ unique characteristics. Thanks to the brilliant advances in genetics, neu-
roimaging, bioinformatics, and other related technologies, the scope of precision 
medicine includes predicting susceptibility, labeling unique phenotypic profile, 
and offering personalized treatment options with maximal therapeutic effects and 
minimal adverse events. The scope of the precision medicine has extended from 
genetic disorders and cancers to psychiatric illnesses [59].

Despite advances in addiction psychiatry, there still reside major issues to be 
tackled. First, though addictive disorders are considered as a chronic mental dis-
order with relapsing nature, some individuals recover from them spontaneously 
without intervention. It seems that some important predicting factors of addictive 
disorders are hidden. Second, addictive disorders are frequently comorbid with 
other psychiatric and physical illness which have much influence on the course of 
addictive disorders. Third, though risk factors and vulnerabilities have been stud-
ied extensively, they are often recognized at very late stage of disease or retrospec-
tively. Fourth is the lack of effective synchronization of the range of interventions 
to a patient’s individual characteristics. Fifth, only limited effective treatment 
options are available. Is precision medicine an effective solution for these issues? 
The answer seems to be “Yes”. Precision medicine already has provided some 
hints to these issues. In alcohol use disorder (AUD), the selection of anti-craving 
agents can be aided by the Mu-opioid receptor gene (OPRM1) polymorphism 
[60]. The combination of susceptible genetic polymorphisms of ADH1B*47Arg 
and ALDH2*Glu can predict the risk of AUD 91 times more than the combina-
tion of protective polymorphisms of ADH1B*47His and ALDH2*Lys [61]. Novel 
biomarkers that would differentiate patients with similar clinical presentations 
are vigorously identified via genomics, proteomics, and other multi-omics tech-
nologies [62–65]. Neuroimaging studies seem to have the potential to complement 
standard clinical measures and to optimize relapse prediction. Moeller and Paulus 
suggested that individuals who relapsed had enhanced activation to drug-related 
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cues and rewards, weakened functional connectivity of corticolimbic and corticos-
triatal regions, and reduced gray and white matter volume and connectivity in pre-
frontal regions by doing extensive literature review [66]. The cue-reactive patterns 
of ventral striatum had a predictive value for the treatment response to naltrexone 
in AUD [67]. Electrical health records (EHR) can be used as a potential source 
for precision medicine since they have superiority in extracting phenomenologi-
cal information. Three-item alcohol use disorder identification test consumption 
measure (AUDIT-C) extracted from longitudinal EHR data had a good validity 
in detecting harmful alcohol use [68]. The application of machine learning tech-
niques can aid to select treatment option. Connor and colleagues demonstrated the 
predictive factors of abstinence among those who underwent 12-week cognitive 
behavioral therapy program by using Bayesian and decision-tree classifiers, two 
major machine learning techniques, 77% and 73%, respectively [69]. This poses 
an important clinical implication that matching patients’ characteristics with opti-
mal treatment option would increase the treatment efficacy.

It seems that precision medicine is useful when tackling to IGD and smart-
phone addiction. Not like to substance addiction, the brain and physicals of indi-
viduals with Internet game and smartphone addiction are not damaged by direct 
effect of substance. However, studies on behavioral addiction have demonstrated 
that addictive behaviors are associated with structural and functional alteration of 
brain. Behavioral data of Internet game and smartphone addiction, such as dura-
tion and frequency of gaming or smartphone use, the type of game or application, 
and other valuable information, is very important as the duration and amount of 
alcohol use is important for AUD. Under the permission of the users, behavioral 
data can be recorded from devices and transferred to the database, and the data can 
be a powerful source for the precision medicine in the Internet game and smart-
phone addiction.

Application of Smart Healthcare System to Internet Game 
and Smartphone Addiction

Smart healthcare refers to delivering ubiquitously available healthcare services 
using wired and wireless networking technology of the smart and digital technol-
ogy [70]. Smart healthcare system aims to deliver quality care to patients while 
reducing the healthcare cost and providing “on-time” medical services. This ser-
vice includes not only monitoring patients’ condition but also offering primary 
healthcare to normal individuals.

Previously, several attempts have been made for the intervention of addictive 
disorders using smart healthcare. Computerized intervention targeting alcohol and 
tobacco use disorder was proven to be effective with relatively low cost and was 
suggested as a cost-effective and highly accessible means of treating uncompli-
cated substance use and related problems [71]. Text messaging tailored to smok-
ing habits and barriers to quitting has successfully supported smoking cessation 
[72, 73]. Recent advances of smartphone technologies have enabled to support 
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addictive disorders using smartphone applications. A smartphone application that 
helps smoking cessation with short messages and interactive tools, “the Real e 
Quit mobile application (REQ-Mobile)”, was proven to be feasible for deliver-
ing cessation support [74]. The Addiction-Comprehensive Health Enhancement 
Support System (A-CHESS) is a smartphone application designed to improve con-
tinuing care or AUD by offering emotional and instrumental support at almost any 
time and place [75]. In particular, A-CHESS contained both static content (i.e., 
audio-guided relaxation) and interactive features, which collected real-time loca-
tion data (i.e., a bar he or she used to frequent) and provided a timely notifica-
tion of high-risk situation and an alert asking the patient if he or she wanted to be 
there. A-CHESS was successful in reducing risky drinking days [76]. These results 
suggest that smartphones would serve as a promising platform for delivering smart 
healthcare services for the Internet game and smartphone addiction as well.

Wearable devices also have been used in addictive disorders. Wearable bio-
sensors that continuously monitor human physiological response to environmen-
tal exposure provide useful information on the behavior. The Secure Continuous 
Remote Alcohol Monitor (SCRAM) and the Giner WrisTAS, a bracelet worn 
around the ankle and wrist, respectively, can detect transdermal alcohol vapor 
electrochemically and estimate the drinking schedules [77–79]. These biosen-
sors were proven to be useful in recovery program, especially contingency man-
agement of AUD [80, 81]. As mentioned above, behavioral data that is obtained 
from gaming devices and smartphones can be a source of therapeutic intervention 
for Internet game and smartphone addiction. Wearable devices such as smart-
watch and activity tracker can gather physiological information such as pulse rate, 
breathing rate, and location information by global positioning systems (GIS) or 
geographic information systems (GIS). Thus, wearable device would be able to 
detect physiological signs of excessive involvement in online gaming and smart-
phone use, or track individuals in a high-risk location, and send alarming mes-
sages or intervene promptly. Further combination with Bluetooth techniques 
would facilitate automatic data transfer from wearable devices to or web database 
and offer more relevant management.

The “DETOX” project has launched since 2011 and set its goal to develop 
smart healthcare system through the investigation of the brain mechanisms of 
Internet game and smartphone addiction. The “Smart Healthcare Platform for 
Internet Addiction” is designed to collect data through mobile application and 
wearable devices, and to construct big database that is able to store not only 
behavioral data collected from smart device but also psychological data, neuro-
imaging, genomic data, and biosensor data. These data are sent to healthcare pro-
viders, and optimal medical feedback is sent back to each user and is analyzed 
to predict risk and detect abnormality, which harbor a huge value in healthcare. 
Behavioral intervention can be performed through this platform as well. Figure 3 
shows the overview of the Smart Healthcare Platform for Internet Addiction.

A mobile application that can collect data on type of applications that the indi-
vidual mostly access, usage time, amount of central processing unit (CPU) usage, 
network traffic, global positioning system (GPS) usage, total battery usage, and 
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other valuable information was developed to unveil risk and protective factors of the 
Internet game and smartphone addiction. Data collected by this application is ana-
lyzed via artificial intelligence (AI)-based methods and to process and explore novel 
predictive factors. Some smartphone usage patterns that are effective to assess and 
predict smartphone addiction are derived from the usage data collected from smart-
phones via tensor factorization methods [82]. Six important predictors and patterns 
of the Internet game addiction were found via decision-tree model: gaming cost 
(50%), average weekday gaming time (23%), offline Internet gaming community 
meeting attendance (13%), average weekend and holiday gaming time (7%), marital 
status (4%), and self-perceptions of addiction to Internet game use (3%) [83].

Effective and optimal intervention for the Internet game and smartphone addic-
tion using smart healthcare system is under development. Since Internet and 
smartphone are indispensable to our life, it is unrealistic to set a goal as “total 
abstinence” from the usage of the Internet and smartphones. The theoretical basis 
for this intervention is self-determination theory proposed by Ryan and Deci 
[84]. According to self-determination theory, people have three basic psychologi-
cal needs: (1) competence: a self-perception of efficacy, (2) relatedness: need to 
experience connection with others, and (3) autonomy: sense that one’s actions 
and experiences are volitional. This model is suitable for e-health system that pro-
vides the knowledge and skills to repair and new alternatives for social connec-
tion [85]. In the “Smart Healthcare Platform for Internet Addiction”, the aim is to 
control excessive and uncontrolled smartphone usage by users themselves, improv-
ing sense of control and self-efficacy. Individuals who want to participate in this 

Fig. 3  Overview of the smart healthcare platform for Internet addiction
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program and allow transporting their smartphone usage data can view their usage 
patterns on the web or application and set a usage limitation. If their usage exceeds 
their limit, an alert or message is sent. Then the users may be able to decide 
whether they stop to use smartphones or games or not. Static contents that contain 
general information about Internet game and smartphone addiction, self-screening 
tools, and information on relaxation or alternative behaviors will be provided as 
well. Figure 4 is a flow of smart healthcare system for smartphone addiction. First, 
we devised a database and collected data from cohort, a tool to assess Internet 
and smartphone addiction by their mobile phones, and build a diagnostic system. 
These data are visualized for healthcare providers to overview the patients’ char-
acteristics and to design intervention methods. The visualized data is also available 
for the patients to monitor themselves. Longitudinal accumulation of data would 
make it possible to visualize the course of the Internet and smartphone addiction 
and assess the efficacy of detection and intervention methods. And relapse of the 
behavioral addiction can be tracked via the smart healthcare system.

Conclusion

Here we overviewed the evolution and conceptualization of Internet gaming dis-
order (IGD) and smartphone addiction. During the last few years, excessive online 
gaming and smartphone usage have brought social concerns and enormous articles 

Fig. 4  Flow of smart healthcare system
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have been published on these issues. Though debates exist, IGD is now listed 
on DSM-5 as a condition for further study and ICD-11. Numerous neuroimag-
ing studies have been performed to elucidate the brain mechanisms of IGD and 
smartphone addiction. It seems that brains of IGD and smartphone addiction are 
different from those of normal gamers and users. Further studies with larger sam-
ple and prospective design would be necessary to validate previous findings. Then 
we overviewed the applicability of precision medicine in addiction psychiatry. It 
seems that many unsolved issues can be successfully tackled by precision medi-
cine. Smart healthcare system would be one of the effective approaches that is tai-
lored to individuals’ need and offer optimized treatment options.

References

 1. Penetration rate of gamers among the general population in the United States from 2013 to 
2018. https://www.statista.com/statistics/748835/us-gamers-penetration-rate/.

 2. Game users survey report 2016. Korea Creative Content Agency. 2016. http://www.kocca.kr/
cop/bbs/view/B0000147/1831102.do?menuNo=200904.

 3. D Griffiths M, J Kuss D, L King D. Video game addiction: past, present and future. Curr 
Psychiatry Rev. 2012;8(4):308–18.

 4. Soper WB, Miller MJ. Junk-time junkies: an emerging addiction among students. Sch Couns. 
1983;31(1):40–3.

 5. Yee N. The demographics, motivations, and derived experiences of users of massively 
multi-user online graphical environments. Presence: Teleoperators Virtual Environ. 
2006;15(3):309–29.

 6. Holden C. ‘Behavioral’ addictions: do they exist? American Association for the 
Advancement of Science; 2001.

 7. O’brien C. Addiction and dependence in DSM‐V. Addiction. 2011;106(5):866–7.
 8. Young KS. Internet addiction: The emergence of a new clinical disorder. Cyberpsychol & 

Behav. 1998;1(3):237–44.
 9. Van Rooij AJ, Schoenmakers TM, Van de Eijnden RJ, Van de Mheen D. Compulsive 

internet use: the role of online gaming and other internet applications. J Adolesc Health. 
2010;47(1):51–7.

 10. Király O, Nagygyörgy K, Griffiths MD, Demetrovics Z. Problematic online gaming. Behav 
Addict: Elsevier; 2014. p. 61–97.

 11. Lemmens JS, Valkenburg PM, Peter J. Development and validation of a game addiction scale 
for adolescents. Media Psychol. 2009;12(1):77–95.

 12. Tejeiro Salguero RA, Morán RMB. Measuring problem video game playing in adolescents. 
Addiction. 2002;97(12):1601–6.

 13. American Psychiatric Association. Diagnostic and statistical manual of mental disorders 
(DSM-5®). American Psychiatric Association Publishing; 2013.

 14. World Health Organization. ICD-11 for mortality and morbidity statistics DRAFT. 2018. 
https://icd.who.int/browse11/l-m/en#/http%3a%2f%2fid.who.int%2ficd%2fentity
%2f1448597234.

 15. Kwon M, Nam K, Seo B. A survey on internet overdependence; 2015. Ministry of Science: 
ICT, and Future Planning, Korea; 2016.

 16. İNal EE, Demİrcİ k, Çetİntürk A, Akgönül M, Savaş S. Effects of smartphone overuse on 
hand function, pinch strength, and the median nerve. Muscle & Nerve. 2015;52(2):183–8.

 17. Cazzulino F, Burke RV, Muller V, Arbogast H, Upperman JS. Cell phones and young drivers: 
a systematic review regarding the association between psychological factors and prevention. 
Traffic Inj Prev. 2014;15(3):234–42.

https://www.statista.com/statistics/748835/us-gamers-penetration-rate/
http://www.kocca.kr/cop/bbs/view/B0000147/1831102.do?menuNo=200904
http://www.kocca.kr/cop/bbs/view/B0000147/1831102.do?menuNo=200904
https://icd.who.int/browse11/l-m/en#/http%3a%2f%2fid.who.int%2ficd%2fentity%2f1448597234
https://icd.who.int/browse11/l-m/en#/http%3a%2f%2fid.who.int%2ficd%2fentity%2f1448597234


S.-H. Paik and D.-J. Kim276

 18. Kim H-J, Min J-Y, Kim H-J, Min K-B. Accident risk associated with smartphone addiction: a 
study on university students in Korea. J Behav Addict. 2017;6(4):699–707.

 19. Hawi NS, Samaha M. To excel or not to excel: strong evidence on the adverse effect of 
smartphone addiction on academic performance. Comput Educ. 2016;98:81–9.

 20. Boumosleh JM, Jaalouk D. Depression, anxiety, and smartphone addiction in university stu-
dents-a cross sectional study. PLoS ONE. 2017;12(8):e0182239.

 21. Demirci K, Akgönül M, Akpinar A. Relationship of smartphone use severity with sleep qual-
ity, depression, and anxiety in university students. J Behav Addict. 2015;4(2):85–92.

 22. Kwon M, Lee J-Y, Won W-Y, Park J-W, Min J-A, Hahn C, et al. Development and validation 
of a smartphone addiction scale (SAS). PLoS ONE. 2013;8(2):e56936.

 23. Billieux J, Van der Linden M, Rochat L. The role of impulsivity in actual and prob-
lematic use of the mobile phone. Appl Cogn Psychol: Off J Soc Appl Res Mem Cogn. 
2008;22(9):1195–210.

 24. Ministry of Science and ICT NISA. A survey on smartphone overdependence 2017. 2018.
 25. Lopez-Fernandez O, Kuss DJ, Romo L, Morvan Y, Kern L, Graziani P, et al. Self-reported 

dependence on mobile phones in young adults: a European cross-cultural empirical survey. J 
Behav Addict. 2017;6(2):168–77.

 26. Panova T, Carbonell X. Is smartphone addiction really an addiction? J Behav Addict. 
2018:1–8.

 27. Zhang Y, Ndasauka Y, Hou J, Chen J, Wang Y, Han L, et al. Cue-induced behavioral and neu-
ral changes among excessive internet gamers and possible application of cue exposure ther-
apy to internet gaming disorder. Front Psychol. 2016;7:675.

 28. Yao Y-W, Chen P-R, Li S, Wang L-J, Zhang J-T, Yip SW, et al. Decision-making for 
risky gains and losses among college students with Internet gaming disorder. PLoS ONE. 
2015;10(1):e0116471.

 29. Choi J-S, Park SM, Roh M-S, Lee J-Y, Park C-B, Hwang JY, et al. Dysfunctional inhibitory 
control and impulsivity in internet addiction. Psychiatry Res. 2014;215(2):424–8.

 30. Walton E, Turner JA, Ehrlich S. Neuroimaging as a potential biomarker to optimize psychiat-
ric research and treatment. Int Rev Psychiatry. 2013;25(5):619–31.

 31. Bullmore E. The future of functional MRI in clinical medicine. Neuroimage. 
2012;62(2):1267–71.

 32. Mitterschiffthaler MT, Ettinger U, Mehta MA, Mataix-Cols D, Williams SC. Applications of 
functional magnetic resonance imaging in psychiatry. J Magn Reson Imaging: Off J Int Soc 
Magn Reson Med. 2006;23(6):851–61.

 33. Chen CY, Huang MF, Yen JY, Chen CS, Liu GC, Yen CF, et al. Brain correlates of response 
inhibition in internet gaming disorder. Psychiatry Clin Neurosci. 2015;69(4):201–9.

 34. Ding W-n, Sun J-h, Sun Y-w, Chen X, Zhou Y, Zhuang Z-g, et al. Trait impulsivity and 
impaired prefrontal impulse inhibition function in adolescents with internet gaming addiction 
revealed by a Go/No-Go fMRI study. Behav Brain Funct. 2014;10(1):20.

 35. Dong G, Huang J, Du X. Enhanced reward sensitivity and decreased loss sensitivity in 
Internet addicts: an fMRI study during a guessing task. J Psychiatr Res. 2011;45(11):1525–9.

 36. Dong G, Hu Y, Lin X. Reward/punishment sensitivities among internet addicts: Implications 
for their addictive behaviors. Prog Neuropsychopharmacol Biol Psychiatry. 2013;46:139–45.

 37. Ko C-H, Liu G-C, Hsiao S, Yen J-Y, Yang M-J, Lin W-C, et al. Brain activities associated 
with gaming urge of online gaming addiction. J Psychiatr Res. 2009;43(7):739–47.

 38. Ko CH, Liu GC, Yen JY, Chen CY, Yen CF, Chen CS. Brain correlates of craving for online 
gaming under cue exposure in subjects with Internet gaming addiction and in remitted sub-
jects. Addict Biol. 2013;18(3):559–69.

 39. Han DH, Hwang JW, Renshaw PF. Bupropion sustained release treatment decreases craving for 
video games and cue-induced brain activity in patients with Internet video game addiction. 2011.

 40. Chun J, Choi J, Cho H, Lee S, Kim D. Dysfunction of the frontolimbic region during swear 
word processing in young adolescents with Internet gaming disorder. Transl Psychiatry. 
2015;5(8):e624.



Smart Healthcare Systems and Precision Medicine 277

 41. Sepede G, Tavino M, Santacroce R, Fiori F, Salerno RM, Di Giannantonio M. Functional 
magnetic resonance imaging of internet addiction in young adults. World J Radiol. 
2016;8(2):210.

 42. Kim H, Kim YK, Gwak AR, Lim J-A, Lee J-Y, Jung HY, et al. Resting-state regional homo-
geneity as a biological marker for patients with Internet gaming disorder: a comparison with 
patients with alcohol use disorder and healthy controls. Prog Neuropsychopharmacol Biol 
Psychiatry. 2015;60:104–11.

 43. Dong G, Huang J, Du X. Alterations in regional homogeneity of resting-state brain activity 
in internet gaming addicts. Behav Brain Funct. 2012;8(1):41.

 44. Meng Y, Deng W, Wang H, Guo W, Li T. The prefrontal dysfunction in individuals with 
Internet gaming disorder: a meta-analysis of functional magnetic resonance imaging studies. 
Addict Biol. 2015;20(4):799–808.

 45. Park Ch, Chun JW, Cho H, Jung YC, Choi J, Kim DJ. Is the I nternet gaming-addicted brain 
close to be in a pathological state? Addict Biol. 2017;22(1):196–205.

 46. Wang H, Jin C, Yuan K, Shakir TM, Mao C, Niu X, et al. The alteration of gray matter 
volume and cognitive control in adolescents with internet gaming disorder. Front Behav 
Neurosci. 2015;9:64.

 47. Lin X, Dong G, Wang Q, Du X. Abnormal gray matter and white matter volume in ‘Internet 
gaming addicts’. Addict Behav. 2015;40:137–43.

 48. Yuan K, Cheng P, Dong T, Bi Y, Xing L, Yu D, et al. Cortical thickness abnormalities in late 
adolescence with online gaming addiction. PLoS ONE. 2013;8(1):e53055.

 49. Choi J, Cho H, Kim J-Y, Jung DJ, Ahn KJ, Kang H-B, et al. Structural alterations in the 
prefrontal cortex mediate the relationship between internet gaming disorder and depressed 
mood. Sci Rep. 2017;7(1):1245.

 50. Park C-h, Chun J-W, Cho H, Kim D-J. Discriminating pathological and non-pathological 
internet gamers using sparse neuroanatomical features. Front Psychiatry. 2018;9:291.

 51. Lee J, Cho B, Kim Y, Noh J. Smartphone addiction in university students and its implication 
for learning. Emerging issues in smart learning. Springer; 2015. p. 297–305.

 52. Stothart C, Mitchum A, Yehnert C. The attentional cost of receiving a cell phone notification. 
J Exp Psychol Hum Percept Perform. 2015;41(4):893.

 53. Uncapher MR, Thieu MK, Wagner AD. Media multitasking and memory: differences in 
working memory and long-term memory. Psychon Bull Rev. 2016;23(2):483–90.

 54. Moisala M, Salmela V, Hietajärvi L, Salo E, Carlson S, Salonen O, et al. Media multitasking 
is associated with distractibility and increased prefrontal activity in adolescents and young 
adults. NeuroImage. 2016;134:113–21.

 55. Hu Y, Long X, Lyu H, Zhou Y, Chen J. Alterations in white matter integrity in young adults 
with smartphone dependence. Front Hum Neurosci. 2017;11:532.

 56. Chun J-W, Choi J, Cho H, Choi M-R, Ahn K-J, Choi J-S, et al. Role of frontostriatal connec-
tivity in adolescents with excessive smartphone use. Front Psychiatry. 2018;9:437.

 57. Chun J-W, Choi J, Kim J-Y, Cho H, Ahn K-J, Nam J-H, et al. Altered brain activity and the 
effect of personality traits in excessive smartphone use during facial emotion processing. Sci 
Rep. 2017;7(1):12156.

 58. Jameson JL, Longo DL. Precision medicine—personalized, problematic, and promising. 
Obstet Gynecol Surv. 2015;70(10):612–4.

 59. Insel TR. The NIMH research domain criteria (RDoC) project: precision medicine for psy-
chiatry. Am J Psychiatry. 2014;171(4):395–7.

 60. Chamorro AJ, Marcos M, Mirón-Canelo JA, Pastor I, González-Sarmiento R, Laso FJ. 
Association of µ-opioid receptor (OPRM1) gene polymorphism with response to nal-
trexone in alcohol dependence: a systematic review and meta-analysis. Addict Biol. 
2012;17(3):505–12.

 61. Kim D-J, Choi I-G, Park BL, Lee B-C, Ham B-J, Yoon S, et al. Major genetic components 
underlying alcoholism in Korean population. Hum Mol Genet. 2007;17(6):854–8.



S.-H. Paik and D.-J. Kim278

 62. Farris SP, Pietrzykowski AZ, Miles MF, O’Brien MA, Sanna PP, Zakhari S, et al. Applying 
the new genomics to alcohol dependence. Alcohol. 2015;49(8):825–36.

 63. Agrawal A, Bierut LJ. Identifying genetic variation for alcohol dependence. Alcohol Res 
Curr Rev. 2012;34(3):274.

 64. Gorini G, Harris RA, Mayfield RD. Proteomic approaches and identification of novel thera-
peutic targets for alcoholism. Neuropsychopharmacology. 2014;39(1):104.

 65. Mostafa H, Amin AM, Teh C-H, Murugaiyah V, Arif NH, Ibrahim B. Metabolic phenotyp-
ing of urine for discriminating alcohol-dependent from social drinkers and alcohol-naive sub-
jects. Drug Alcohol Depend. 2016;169:80–4.

 66. Moeller SJ, Paulus MP. Toward biomarkers of the addicted human brain: Using neu-
roimaging to predict relapse and sustained abstinence in substance use disorder. Prog 
Neuropsychopharmacol Biol Psychiatry. 2018;80:143–54.

 67. Schacht JP, Anton RF, Myrick H. Functional neuroimaging studies of alcohol cue reactivity: 
a quantitative meta-analysis and systematic review. Addict Biol. 2013;18(1):121–33.

 68. Justice AC, McGinnis KA, Tate JP, Xu K, Becker WC, Zhao H, et al. Validating harmful 
alcohol use as a phenotype for genetic discovery using phosphatidylethanol and a polymor-
phism in ADH 1B. Alcohol: Clin Exp Res. 2017;41(5):998–1003.

 69. Connor J, Symons M, Feeney G, Young RM, Wiles J. The application of machine learning 
techniques as an adjunct to clinical decision making in alcohol dependence treatment. Subst 
Use Misuse. 2007;42(14):2193–206.

 70. Sivagami S, Revathy D, Nithyabharathi L. Smart health care system implemented using IoT. 
Int J Contemp Res Comput Sci Technol. 2016;2(3).

 71. Rooke S, Thorsteinsson E, Karpin A, Copeland J, Allsop D. Computer-delivered interven-
tions for alcohol and tobacco use: a meta-analysis. Addiction. 2010;105(8):1381–90.

 72. Free C, Knight R, Robertson S, Whittaker R, Edwards P, Zhou W, et al. Smoking cessation 
support delivered via mobile phone text messaging (txt2stop): a single-blind, randomised 
trial. The Lancet. 2011;378(9785):49–55.

 73. Rodgers A, Corbett T, Bramley D, Riddell T, Wills M, Lin R-B, et al. Do u smoke after txt? 
Results of a randomised trial of smoking cessation using mobile phone text messaging. Tob 
Control. 2005;14(4):255–61.

 74. Buller DB, Borland R, Bettinghaus EP, Shane JH, Zimmerman DE. Randomized trial of a 
smartphone mobile application compared to text messaging to support smoking cessation. 
Telemed E-Health. 2014;20(3):206–14.

 75. Gustafson DH, Shaw BR, Isham A, Baker T, Boyle MG, Levy M. Explicating an evidence-
based, theoretically informed, mobile technology-based system to improve outcomes for 
people in recovery for alcohol dependence. Subst Use Misuse. 2011;46(1):96–111.

 76. Gustafson DH, McTavish FM, Chih M-Y, Atwood AK, Johnson RA, Boyle MG, et al. A 
smartphone application to support recovery from alcoholism: a randomized clinical trial. 
JAMA Psychiatry. 2014;71(5):566–72.

 77. Greenfield TK, Bond J, Kerr WC. Biomonitoring for improving alcohol consumption sur-
veys: the new gold standard? Alcohol Res Curr Rev. 2014;36(1):39.

 78. Sakai JT, Mikulich-Gilbertson SK, Long RJ, Crowley TJ. Validity of transdermal alcohol 
monitoring: fixed and self-regulated dosing. Alcohol: Clin Exp Res. 2006;30(1):26–33.

 79. Swift R. Transdermal alcohol measurement for estimation of blood alcohol concentration. 
Alcohol: Clin Exp Res. 2000;24(4):422–3.

 80. Barnett NP, Celio MA, Tidey JW, Murphy JG, Colby SM, Swift RM. A preliminary rand-
omized controlled trial of contingency management for alcohol use reduction using a trans-
dermal alcohol sensor. Addiction. 2017;112(6):1025–35.

 81. Barnett NP, Tidey J, Murphy JG, Swift R, Colby SM. Contingency management for alco-
hol use reduction: a pilot study using a transdermal alcohol sensor. Drug Alcohol Depend. 
2011;118(2–3):391–9.

 82. Choi J, Rho MJ, Kim Y, Yook IH, Yu H, Kim D-J, et al. Smartphone dependence classifica-
tion using tensor factorization. PLoS ONE. 2017;12(6):e0177629.



Smart Healthcare Systems and Precision Medicine 279

 83. Rho MJ, Jeong J-E, Chun J-W, Cho H, Jung DJ, Choi IY, et al. Predictors and patterns of 
problematic Internet game use using a decision tree model. J Behav Addict. 2016;5(3):500–9.

 84. Ryan RM, Deci EL. Self-determination theory and the facilitation of intrinsic motivation, 
social development, and well-being. Am Psychol. 2000;55(1):68.

 85. Pingree S, Hawkins R, Baker T, DuBenske L, Roberts LJ, Gustafson DH. The value 
of theory for enhancing and understanding e-health interventions. Am J Prev Med. 
2010;38(1):103–9.



Ongoing Paradigm Shifts



283

Abstract
Animal research in psychiatry suffers from a poor translational value. It is the 
same for all other disciplines. Our purpose in this chapter is therefore to high-
light all the parameters that can lead to a non-reproducibility of interlaboratory 
experiments as well as intralaboratory. This is to point out the experimental 
parameters that are likely to lead to bias. Parameters are essentially: breeding 
conditions, animal strains, housing, handling, illumination, weather conditions, 
age, and the actual experimental conditions. Controlling these parameters is not 
enough if there is no consensus of the scientific community to implement them 
in a standardized way. However, it is possible to improve the translational con-
cept by taking stock of what has been operational without forgetting to stand-
ardize as much as possible the essential parameters of behavioral research. Now 
there are calls to take a different approach to animal experimentation, by ask-
ing not what was controlled in an experiment, but what was ignored. This new 
school of thinking has been termed “therioepistemology”; the study of how 
knowledge is gained from animal research. The focus is on what’s been ignored 
in an animal data set, why it’s been ignored, and how it affects the model or 
experiment.
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Introduction

Interindividual differences have always been an important factor of variability in 
biology, and their systematic study has often contributed to the clarification of 
mechanisms of action. In the field of behavioral pharmacology, the desire to act 
in a controlled manner on this source of variation has been at the origin of a new 
discipline, behavioral psychopharmacology.

The animal models in psychiatry after being developed have been shunned for a 
few years, in particular because the new animal research drugs have become rare. 
It is important to understand the pitfalls encountered in using such models.

“If there were no animals, human nature would be even more incomprehensi-
ble,” wrote Buffon in the “Discourse on the Nature of Animals.” This great natural-
ist only had in mind the biological nature of man and did not even suspect all that 
the study of animals has begun to reveal to us about the human psyche [1]. Animal 
psychology, by revealing to us the fundamental psychological processes common 
to man and animal, has become capable of enlightening us on certain obscure sides 
of the human mind. But such investigations are fraught with pitfalls, in particular:

The anthropomorphic illusion is to project on the animal our human ways of 
seeing.

The zoomorphic illusion can lead to the blind and abusive extrapolation of an 
animal study to human behaviors whose determinism is inextricable.

The tautological reasoning that can lead to the proof of a pathological animal 
behavior based on the fact that this behavior is sensitive to a therapy considered 
effective in the human disorder. In practice, modeling is therefore based on a nec-
essarily reductionist compromise. Indeed, an animal model is an experimental 
simulation in which a simple system represents another system, complex and less 
immediately accessible to knowledge. Ideally, an animal model in psychopharma-
cology should be similar to the human psychiatric disorder both at:

Behaviors induced, i.e., CREATIVE VALIDITY or FACE VALIDITY,
The etiology and neurobiological mechanisms underlying the disorder, i.e., 

THEORETICAL VALIDITY or CONSTRUCT VALIDITY,
Only the treatment response that has been clinically effective, i.e., 

PREDICTIVE VALIDITY.
Theoretically, the ideal would be to take as a model, a test that meets all three 

criteria of validity, but, at present, there is no animal model of psychiatric disease, 
with both a predictive potential and explanatory. Indeed, the fundamental com-
munication deficit between humans and animals makes the stakes of their behav-
iors difficult, even impossible to elucidate, and leads to the anthropomorphic drift 
which consists in depicting and labeling behaviors deemed abnormal or aberrant, 
using a cognitive and emotional jargon made for human disorders.

In addition, animal models are used to study a heterogeneous theory of 
the pathogenesis of the human disorder, but most often only explore a symp-
tom, sometimes not very specific, of a complex syndrome, particularly in 
psychopharmacology.
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Finally, some effective treatments on the model are not necessarily in human 
clinic.

However, behavioral models in psychopharmacology remain the best tools for 
studying psychiatric disorders. Indeed, if a model is sufficient to mimic a major 
symptom of a psychiatric disease, it might be interesting to explore the phyloge-
netic bases common to the disorder in humans and the adaptive response of the 
animal to aversive situations [2]. In addition, treatment may help to understand the 
disease. In a behavioral test, the experimenter proposes, in general, to measure cer-
tain parameters of the animal’s response to a given experimental situation. It delin-
eates the framework of possible studies. Take the case of the conditioned avoidance 
response which is the tool of choice of many psychopharmacologists; however, the 
parameters of the experiment should not be only those of the apparatus.

The purpose of this chapter is to identify different parameters to give animal 
models increased reliability and especially to increase their reproducibility from 
one research laboratory to another. After about 50 years of use of animal models in 
psychiatry, it is necessary to better understand why the search for new drugs stag-
nates. Indeed, it is necessary to control all the steps and all the environments in 
which the animals are placed. It is necessary to propose new tracks or new methods 
of experimentation, if we want to obtain reliable and reproducible models. Indeed, 
there are unfortunately examples where the modification of the experimental 
parameters has led the pharmaceutical industry to expensive development failures. 
The shift in thinking has developed over the past decade, as pharmaceutical com-
panies noticed that every drug that fails in human trials worked on animals in the 
laboratory. That led to pharmaceutical companies disinvesting in internal animal 
research and development, and passing on the costs to startup and academic labs.

Breeding Conditions

In addition to the genetic fund, it is suggested other epigenetic factors such as 
intrauterine position. Indeed, the presence of several fetuses in the same uterus 
allows the sex hormones, male and female, secreted by some to spread to all oth-
ers [3]. The relative position of male and female fetuses in the uterus in relation 
to the genus of the adjacent fetus may affect the degree of behavioral organization 
[4]. It is the prenatal exposure to different physiological titers of hormones that is 
able to modulate the process of early organization of the brain systems that will 
underlie motivated exploration behavior during adolescence. The age of weaning 
is another epigenetic factor that influences the future behavioral organization and 
the adult phenotype [5]. The dopaminergic system is maturing during the prewean-
ing and postweaning periods [6], and the age of weaning can affect this system and 
the response to dopaminergic substances [7]. Multiple epidemiological studies in 
humans and the results of numerous experiments in animals show that individu-
als born to mothers under-nuanced during pregnancy or malnourished during the 
early stages of postnatal life have a high risk of developing obesity, diabetes, and 
cardiovascular diseases. Prenatal malnutrition also has deleterious effects on brain 
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function in adults, resulting in cognitive deficits and responses to altered stressors. 
These observations lead to the hypothesis of “fetal programming” according to 
which aversive environmental stimuli during development, including undernutrition 
and stress, cause permanent physiological changes in the newborn that predispose 
him to developing newborns metabolic diseases and psychiatric disorders such as 
depression or anxiety in adulthood. However, the cellular and molecular mecha-
nisms that underlie this pathological susceptibility remain poorly understood.

One team attempted to define the possible correlation between the process of 
neuronal plasticity and the metabolic and behavioral alterations induced by prena-
tal malnutrition [8]. Specifically, this team is investigating whether the prolifera-
tion and/or survival of newly created neurons in the hippocampus of adult animals 
(neurogenesis) are altered by undernutrition during development and gain an over-
all understanding of the malnutrition impact on the susceptibility of the CNS to 
develop diseases, from its molecular aspects to behavioral changes. Elucidation of 
the molecular mechanisms underlying long-term alterations induced by prenatal 
malnutrition can have important consequences in the establishment of preventive 
strategies, based on nutrition, brain damage associated with diabetes and aging 
(cognitive deficits, anxiety, depression, etc.), or even neurodegenerative disorders 
such as Alzheimer’s disease.

In the same vein, it was discussed evidence supporting the idea that increased 
susceptibility to the expression of anxiety behaviors in humans, primates, and 
rodents may result from abnormal development [9]. There are differences in anxi-
ety behaviors and anxiety levels among individuals that appear to persist through-
out life [10, 11] and reflect fundamental differences in organization. Brain is 
influenced by individual genetic factors and the environment to which they have 
been subjected during their lifetime. Animal studies confirm the powerful effects 
of the quality of maternal care on emotional behavior and brain function through-
out life, especially among primates. Indeed, the replacement of the mother in the 
rhesus monkey by an inanimate manikin induces long-term deficiencies in coping 
capacity and social interactions and is associated with an increased risk of devel-
oping behaviors related to anxiety such as grooming and swaying movements [12, 
13]. In rats, maternal separation for several hours per day during the early postna-
tal period increases the frequency of anxiety behaviors and hormonal responsive-
ness to stress in adults [14].

The supposed molecular mechanisms are derived from studies on knock-
out (KO) subjects, particularly in mice. It is hypothesized that a mutation in the 
5-HT1A receptor may increase anxiety behavior [15, 16] and suppresses the 
expression of this receptor until the age of 4 weeks is sufficient to produce these 
disorders in the adult. These findings underscore the importance of serotonin in 
establishing normal patterns of anxiety modulation during postnatal development. 
The crucial period for the expression of the KO mouse phenotype is between the 
third and fourth week during which synaptic genesis and dendritic growth are very 
important in the forebrain, especially in the CA1 region of the hippocampus. This 
role is crucial for the regulation of innate anxious and abnormal behavior in KO 
mice for the 5-HT1A receptor [17, 18].
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These conditions can be related to those in humans for post-traumatic stress 
disorder (PTSD), which occurs in approximately 15% of individuals who experi-
ence or witness a traumatic experience such as rape, murder or a military fight. 
One of the most compelling findings regarding PTSD is a trend toward a decrease 
in the volume of the hippocampus, a medial temporal lobe structure of the brain 
responsible for associative memory [19]. It is easily damaged by stress hormones 
[20, 21], and it is thought that the decrease in its size in patients with PTSD is 
a direct consequence of the state of chronic stress induced by stress trauma [22, 
23]. It is possible that the small size of hippocampus may increase an individual’s 
susceptibility to environmental stress. Thus, the conditions for rearing and separat-
ing offspring from their mothers can be considered as a relevant model of PTSD. 
However, the human child is subject to multiple separations that are more or less 
traumatic, without inducing a PTSD. Thus, there is matter for reflection in order to 
build new research schemas concerning the origin of the PTSD.

Strain

The psychopharmacologist most often uses different strains by a behavioral trait 
to study the role of this behavior in the determinism of the effects of a drug or 
the specificity of the substance on the behavior studied. Such experiments, to be 
useful, presuppose the more intimate knowledge of the nature of the differences 
between strains. Strain differences are essential when practicing behavioral psy-
chopharmacology. Even on spontaneous locomotor activity, there are differences 
between the results on strains [24]: in this study on the effects of antidepressants 
(Ads) in several strains of mice, classifies the controls of the four strains studied 
in three groups according to their spontaneous basal locomotor activity. Thus, the 
strain C57BL/6J has the most important locomotor activity of the four strains, the 
strain DBA/2J, the weakest and the SWISS and NMRI strains, an intermediate and 
neighboring activity. Indeed, while all other strains have a similar spontaneous 
locomotor activity, the NMRI strain seems more active. In comparison with labo-
ratory strains such as BALB/c and C57/BL6, the wild strain Mus musculus exhib-
its lower spontaneous locomotor activity and greater avoidance for open spaces, 
but there are no differences between strains concerning motivated exploration. 
These wild mice have a particular behavioral risk assessment strategy. Indeed, they 
take extra precautions before entering a potentially hazardous area but explore all 
areas after assessing them as non-risky [25].

In comparison with Swiss strain mice, male wild mice show greater exploratory 
activities and overall preference for open arms in elevated plus maze EPM [26]. In 
addition, during a new exposure to the test, the wild mice further explore the open 
arms and further evaluate the risk while mice of the Swiss strain take refuge in the 
closed arms. Wild mice can therefore be described as weakly reactive [27]. On the 
other hand, in a single session, wild-type female mice also show a preferential pro-
file of open arms but exploratory and locomotor activities identical to females of 
the SWISS strain. The exploration patterns of wild-type mice have similarities with 
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those of some strains whose behavior is usually studied, such as the BALB/c strain. 
However, it was added that wild mice exhibit unusual behaviors such as successful or 
unsuccessful jumps from EPM, frozen spontaneous freezing attitudes (significantly 
higher in females than males), and upper arms showing a profile not only low anxiety 
but also an important motivation for the exhaust and high responsiveness [26].

It should be noted here that we have also observed some of these “extreme” 
behaviors, unusual in the Swiss strain that we usually use, in non-consanguine-
ous strains, including freezing in the strain BALB/c and jumps and exploration of 
closed arms with the DBA/2J and C57BL/6J strains, respectively, in the control 
animals but also under the effect of certain treatments. Unfortunately, we did not 
have the necessary equipment to measure the ethological elements; we could not 
exploit them but we realized the interest of this approach which not only reduces 
the false positive and negative results but also increases the sensitivity of the mod-
els to new anxiolytics.

It is difficult to compare the results of studies involving different strains in 
the EPM as we have seen in the literature synthesis given the many experimental 
schemes that exist. The possibility that the SWISS strain we have been using for a 
long time and with which we have gathered all the results we rely on could have 
“derived” has led us to compare several noninbred strains with each other. On the 
other hand, we sought to establish a direct comparison between strains known to 
have extreme behaviors (inbred strains) and more conventional strains (non-con-
sanguineous strains) [27].

Thus, in front of any experiment involving the evaluation of the behavior of the 
animal, more specifically if one wishes to develop an anxiolytic, an antidepressant, 
a mood stabilizer, or an antipsychotic, it will be advisable to choose species and 
strain with precaution. Literature reports many examples in which it is impossible 
to reproduce a result, because the change of animal strain and/or animal breeding 
causes great disparities in results. Regarding the strains, it may be necessary to go 
further with neurotransmitter assays (5-HT, NA, DA) in different brain areas such 
as amygdala, hippocampus, cortex, and hypothalamus (Table 1).

In another paper of our team [28], we have shown the importance of vari-
ability in the response of antidepressants to forced swimming test (FST) or tail 
suspension test (TST) according to the strain of mouse used. The Swiss mice 
are the most sensitive to highlight the antidepressants with serotonergic or 
noradrenergic activity on the FST while the strain C57BL/6JRj is more sensi-
tive to highlight the dopaminergic activity of antidepressants. On the other hand, 
on the TST all the antidepressants studied decreased the immobility in Swiss 
and C57BL/6JRj mice. These behavioral differences on various strains of mice 
are likely to refine the screening of new antidepressants for the pharmaceuti-
cal industry. On the other hand, the use of DBA/2 inbred mice may be limited, 
as an absence of  antidepressant-like response was observed in the FST. The lack 
of sensitivity to antidepressant treatment in DBA/2 strains could be due to high 
DA, NA, and 5-HT whole brain concentrations [24]. We obtained similar results 
but with different strains on the tail suspension test (TST) [29] which allowed us 
to build the  decision tree for antidepressant screening [28]. It is surprising to note 
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that the literature is teeming with contradictory results concerning the  efficacy 
of the  predictive tests of the antidepressant or anxiolytic activity only because 
the selected strain is not taken into account. There is a worsening success rate in 
human trials—currently, one in nine drugs entering human trials will succeed—
combined with an explosion of interest in reproducibility. The choice of strains 
must become a reasoned phenomenon in terms of clinical applications and not 
only for the behavioral psychopharmacologist in order to obtain positive results.

Housing

This is one of the most difficult settings to control although regulated. In fact, ani-
mal housing premises must have ventilation or air treatment system that is appro-
priate to the requirements of the species being housed. Ventilation must provide 
clean air and must regulate temperature and humidity, reduce odors, toxic gas 
content, dust level, and the presence of pathogenic microorganisms. The air in the 
premises must be renewed frequently, avoiding harmful drafts. It is forbidden to 
smoke in the premises where there are animals. The temperature, relative humid-
ity, pressure, and hourly renewal of the animal accommodation premises must be 
controlled to ensure that they are in good health. In rooms without windows, it is 
necessary to provide controlled artificial lighting to meet the biological and behav-
ioral requirements of the animals. Animal housing and experimental rooms should 
be isolated from sources of high noise, ultrasound, and vibration to avoid animal 
behavior and physiological disturbances. In the context of the development of psy-
chotropic products and especially anxiolytics, the conditions of accommodation 
are a crucial point. First of all, these are accommodations after the birth, which are 
difficult to control by the experimenter who bought them most often from animal 
suppliers, given the difficulty of conducting such farms in research laboratories.

Table 1  Examples 
of different mice 
strains currently use in 
psychopharmacology

INBRED MICE OUTBRED MICE

Aged C57BL/6JRj NMRI
BALB/cAnNRj SWISS
BALB/cByJRj
BALB/cJRj
C3H
C57BL/6JRj
C57BL/6NRj
CBA
DBA/1
DBA/2
FVB
SJL
129/Sv
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Housing is important to prevent animals from getting sick, but also so that they 
are the least anxious possible, as they are accustomed to for at least a week at the 
places where the experimentation is carried out. Rodents used in behavioral psy-
chopharmacology are stored in cages with small dimensions that are far from their 
natural habitat [30]. These living conditions are not optimal for their cerebral devel-
opment and therefore their behavior. These are the constraints that must be under-
stood in order to have an unbiased reading of rodent behaviors used in biomedical 
research. There is a need for researchers to better study the behavior of naive ani-
mals deprived of their freedom. For example, the observation of behavioral disor-
ders resulting from detention in captivity often provides a wealth of unexpected 
information about the nature and formation of the behavioral chain in question.

Handling

Another problem related to experimentation that is often underestimated is that of 
handling. It has often been found within the same research laboratory that results 
involving behavior tests such as anxiety tests as well as depression tests may show 
different results from one day to the next. The external parameters were the same: 
temperature, illumination, and atmospheric pressure; only the experimenter was 
different. In looking at the problem it was found that the handling of the animals 
was noticeably different. Handling small animals such as rats can lead to sev-
eral adverse effects [31]. It has been found within the same laboratory that some 
results that seemed aberrant could be due to a change of experimenter. This is clin-
ically comparable to white coat syndrome. Animals may feel fear or discomfort 
depending on the intake of different experimenters. Methods have been developed 
to minimize the negative effects of handling; however, habituation methods are 
eminently variable and often ineffective.

Minimizing disturbance of study animals is a major consideration in ethologi-
cal and ecological research design. It is certainly one of the most difficult param-
eters to control in a research team, a fortiori from one laboratory to another. 
Standardized methods are proposed in the literature but they are not controlled and 
therefore not used [32, 33].

Illumination

Illumination conditions play a fundamental role in behavioral research, especially 
for anxiety models. Unfortunately, in the experimental conditions, it is rarely taken 
into account. This is why the example of results obtained in our laboratory is 
developed in this chapter.

Thus in the light/dark paradigm (BW test), the witnesses from the other rooms 
that the housing room spend less time in the dark compartment without the motor 
component are affected. This behavior is observed to a similar extent to that of 
animals treated with diazepam. The aversive conditions of the test thus seem to 
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favor, in the control animals, whatever the illumination conditions imposed before 
the test, a less anxious behavior. The anxiolytic efficacy of diazepam, demon-
strated in comparison with the group treated with diazepam from the animal facil-
ity, also appears to be preserved despite the manipulation of the circadian rhythm 
except in animals subjected to conditions of permanent darkness. In animals from 
this room, diazepam shows an anxiety-like profile probably evidenced by the acute 
lighting conditions inflicted on animals affected by chronic lack of light, in com-
parison with witnesses who are on the contrary less anxious. Regarding the motor 
component of this observation, the test conditions could also exacerbate a disrup-
tion of masked locomotor activity in the actimetry test [34].

In the elevated plus maze (EPM), on the one hand, the manipulation of the cir-
cadian rhythm does not affect the anxiolytic effects of diazepam illustrated by the 
increase of the parameters in the open arms (inputs and time), on the other hand, 
this effect is more important for inputs than for time. Our results corroborate those 
that are conventionally observed with benzodiazepines for which this model has 
been widely validated [35]. In addition, it is interesting to note that diazepam sig-
nificantly increases closed-arm inputs without affecting the time spent in these 
arms, regardless of the illumination conditions imposed on the mice before the 
test. This effect could illustrate the disinhibitory component of diazepam, more 
than a true anxiolytic effect.

The conditions of in the light/dark paradigm therefore seem to affect the behav-
ior of the controls more than that of animals treated with diazepam, and light is 
the predominant aversive factor in this test, where the stress it causes in animals 
that have been deprived of them could modify the anxiolytic response to diazepam 
conventionally observed [36].

Weather Conditions

These are parameters never mentioned in the results of behavioral pharmacol-
ogy. We found significant differences in our results as a function of atmospheric 
pressure. We often had to give up experimenting when there was a storm so the 
results were disturbed. Very few data able are available on the subject. Yet, it was 
observed that the thermoregulation of animals is disturbed under the influence in 
particular noradrenergic neurotransmission induces negative effects on perfor-
mance [37]. It would be interesting to measure the central temperature of the ani-
mals in order to verify their presence and their thermoregulation is disturbed in 
case of sudden changes in atmospheric pressure.

Age

It is usual to choose animals for experimentation in a range of fairly narrow weight 
for mice 20 to 23 g by example. The animals are bought with a weight of 15–16 g, 
under their brain maturity, they are kept for a week in an air-conditioned room 
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outside the experimentation room, so that they rest and that their brain becomes 
mature. Generally, these are 3 weeks old mice that have this weight of 15 g; how-
ever, it is possible that mouse suppliers change their diet. So 15 g mice can be 
born only for 15 days and already weigh 15 g but cerebral maturation is far from 
over. This is how we did for months, not able to get results with the elevated plus 
maze. Both controls and treated mice spent as much time in the open arms as in 
the closed arms. It was therefore impossible under these conditions to use this test. 
It took us several months and a visit to our supplier to understand that the food of 
mice had changed and that the 15 g mice were only 15 days old [38].

However when weight and age are controlled, it is possible to make an excel-
lent translational research. This has been the case in studying antidepressants in 
mice of different ages. We were able to demonstrate that, as in humans, older mice 
responded better to tricyclic antidepressants than to specific serotonin inhibitors 
(SSRIs) [39, 40].

Experimental Conditions

These are still conditions that are only very rarely described in published articles. 
We have tried to contribute to improvement and regularity by reducing the phe-
nomena of neophobia [41]. It is necessary to reduce the anxiety of the animals 
to have reproducible results. To do this, we must avoid cleaning the experimental 
equipment with products whose smell is repulsive to animals. In addition, before 
each manipulation, animals move and cause soiling to make the environment more 
familiar to the animals that will be used for the experiment itself [42].

Conclusion

Elucidating the historical and conceptual foundations of our contemporary vision 
of animal models is an important step in understanding what psychiatric pathology 
is. The elusive nature of this experience, as well as, the immense diversity of its 
physiological and behavioral manifestations, are interweaving with other forms of 
psychopathology and its existential dimension, for the Human. It could be an ideo-
logical quest if it were not primarily a major economic issue in developed coun-
tries that could benefit from active research activity in both the public and private 
sectors.

Nobody knows what an animal is. We spend our time with people we do not 
know, yet they are not transparent. What’s different is the approach to how labo-
ratory animals are treated, both in rearing and during experimentation, and how 
these factors are accounted for during analysis. This movement essentially calls 
for a shift from viewing animals as tools to seeing them as patients. A new dis-
cipline is born therioepistemology: the study of how knowledge is we feel that 
gained from animal research [43]. Therioepistemology formalizes two related 
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shifts in thinking that are sufficiently tectonic to count as a paradigm shift. First, 
the shift from asking “what have we controlled?” to asking “what have we chosen 
to ignore, and at what cost?” And second, the shift from viewing research animals 
as little furry test tubes to viewing them as animal patients. Ultimately, by formal-
izing therioepistemology as a discipline, we can begin to discuss best practices 
that will improve the reproducibility and translatability of animal-based research, 
with concomitant benefits in terms of human health and animal well-being. 
We have tried to emphasize the need for a detailed analysis by the psychophar-
macologist of environmental interactions or more exactly experimental condi-
tions—behavior, for the understanding of the effects of a drug on behavior, and the 
relative inadequacy of the explanations of the type of interference of the drug with 
intermediate variables such as emotion, conditionality, etc. The major obstacle, 
however, remains the lack of knowledge about the relationships between behaviors 
and their biochemical support, and even more so between the action of drugs on 
behavior and their interference with neurochemical mechanisms. We believe that 
we can contribute by using specific agonists or antagonists of receptors of known 
drugs thus specifying the potential mechanism of action of psychotropic drugs.

It also seems to us that animal behaviorists do not use human results enough 
because of lack of psychiatric knowledge or inadequate collaboration with cli-
nicians. For example, at a presentation in a psychiatry conference, we learned 
that men respond better than women to tricyclic antidepressants; while women 
responded better than men to the specific inhibitors of serotonin reuptake. 
From these results, we conducted in mice using the forced swimming test 
experiments that confirmed the results obtained in humans [46] mechanism of 
behavioral action [44, 45]. It would be necessary that the translational medi-
cine takes this way in order to have various bridges from the animal to the 
man.

So in summary, multiple aspects of diseases and adapted animal models lead to 
difficulties for translational research in psychiatry [46]. The scientific community 
has insufficient access to research results; there is clinical research which is not 
red by behavioral science researchers. Also, current clinical trial standards do not 
prevent invalid results on non-clinically pertinent. Increasing the power of clinical 
trials may be accompanied by increased errors [47]. On the other end, apparently 
valid studies contain hidden errors; we have to try to look at carefully.

Is it a way to solve these problems leading to real translational medicine? In 
our opinion, it would be interesting to develop research-based guidance to sup-
port personalized treatments, modifying clinical trial designs to test treatments for 
clinical significance in individual patients [48]. As well, develop “true” biomarkers 
that challenge really clinical data. More difficult but absolutely fundamental, there 
is a necessity to publish negative data. More important in my mind is to design 
clinical trials for optimal information, not just regulatory approval. I hope that this 
entire proposal would permit to increase the efficacy of drugs development. It is 
therefore not a paradigm shift that is needed but a series of paradigm shifts and 
behavior shift of researchers.
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Abstract
Neuropsychiatric disorders are a heterogeneous group of disorders that are 
challenging to model and treat, due to their underlying complex genetic 
architecture and clinical variability. Presently, increasingly more studies 
are making use of induced pluripotent stem cell (iPSC)-derived neurons, 
reprogrammed from patient somatic cells, to model neuropsychiatric disor-
ders. iPSC-derived neurons offer the possibility to recapitulate relevant dis-
ease biology in the context of the individual patient genetic background. In 
addition to disease modeling, iPSC-derived neurons offer unprecedented 
opportunities in drug screening. In this chapter, the current status of iPSC dis-
ease modeling for neuropsychiatric disorders is presented. Both 2D and 3D 
disease modeling approaches are discussed as well as the generation of dif-
ferent neuronal cell types that are relevant for studying neuropsychiatric dis-
orders. Moreover, the advantages and limitations are highlighted in addition 
to the future perspectives of using iPSC-derived neurons in the uncovering 
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of robust cellular phenotypes that consecutively have the potential to lead to 
clinical developments.
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disorders · Neuronal differentiation · Schizophrenia · Human-induced 
pluripotent stem cells

Introduction

Neuropsychiatric disorders, including schizophrenia (SZ), ADHD, anxiety 
disorders, major depressive disorder (MDD), bipolar disorder (BPD), and autism 
spectrum disorders (ASD), are genetically and phenotypically highly heterogene-
ous and present a major challenge in clinical genetics and medicine. These dis-
orders, which are typically caused by multiple mutations, have traditionally been 
modeled in animal models such as rodents, flies, and zebrafish. While modeling 
disease in animals has proven valuable to understand the function of individual 
disease-causing genes, it has been difficult to make the step from understanding 
gene functioning toward understanding of human disease mechanisms and pro-
gression [1–3]. The most important reason being that these models will never be 
able to recapitulate the exact genetic background of individual patients. Further, 
mechanistic insights into neuropsychiatric disorders have been inferred from post-
mortem studies. Whereas these studies are valuable to identify the molecular and 
cellular changes in individual brains, they however do not allow to investigate the 
developmental trajectory underlying the disease and hence do not allow to dis-
criminate between cause or compensatory mechanisms.

In 2006, Yamanaka and his colleagues revolutionized the disease modeling field 
by successfully reprogramming first murine and later human fibroblasts to a pluri-
potent cell type, the so-called induced pluripotent stem cells (iPSCs) [4, 5]. IPSCs 
can be generated from patient’s own somatic cells by the introduction of four 
reprogramming factors, OCT4, SOX2, KLF4, and c-MYC [4]. They are able to 
form the three embryonic germ layers, and therefore differentiate into each desir-
able terminal cell type. iPSCs therefore make it possible to study previously inac-
cessible cell types, including neurons and glial cells. Furthermore, since iPSCs are 
reprogrammed from the patient’s own somatic cells, they retain the exact genetic 
makeup of the patient [4].

It is then not surprising that since this discovery, iPSCs have increasingly been 
used to model genetically and phenotypically complex neuropsychiatric disorders. 
Neuropsychiatric disorders greatly burden the well-being of patients and their 
families, economy and health care system [6]. All neuropsychiatric disorders have 
a genetic component. Twin studies estimate the heritability of SZ and BPD for 
example between 80 and 90% [7, 8]. The advances in genetic sequencing and gen-
otyping techniques allow for the dissection of this genetic makeup [9]. Large-scale 
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genome-wide association studies (GWAS) have revealed that the genetic archi-
tecture of complex disorders is defined by polygenic variants like single nucleo-
tide polymorphisms (SNPs), deletions and duplications. These polygenic variants 
can include thousands of variants that all confer different risks [9–11]. In addi-
tion, patients can carry different combinations of disease-associated risk loci and 
not every genetic variant is highly penetrant, indicating that there are contributing 
influences from the environment or epigenetic factors [12, 13].

Despite the advances in GWAS, the understanding of the pathophysiology of 
many neuropsychiatric disorders remains restricted. Functional interpretation of 
GWAS data is still a hurdle. In most of the cases, disease-causing variants only 
have a statistical association with disease risk, no direct biological function can be 
inferred from it [2, 9, 10], and interpretation of the individual contribution of these 
disease loci is difficult due to their small effect sizes [2, 14]. Furthermore, most of 
the identified genetic variants inhabit the noncoding part of the genome, prevent-
ing any functional analysis in nonhuman animal models, since most noncoding 
parts of the genome are not highly conserved across species [15]. Thus, to under-
stand neuropsychiatric disorders and complex diseases, the field should progress 
from disease-associated loci toward functional interpretation and understanding of 
disease development and pathology [16].

IPSC-derived neurons could be a valuable preclinical disease model for neu-
ropsychiatric disorders to reach this goal. By differentiating patient-derived 
iPSCs into cell types affected by neuropsychiatric disorders, controlled in vitro 
experiments modeling the influence of multiple disease-associated risk loci are 
achievable [14]. In this chapter, we describe the promises and applications of 
iPSC-derived neurons for neuropsychiatric disorders. Different approaches to 
model neuropsychiatric patient cohorts using iPSC-derived neurons are high-
lighted, as well as the importance of choosing the appropriate cell type to study. 
Lastly, we discuss challenges and future perspectives of modeling neuropsychiat-
ric disorders using human iPSC-derived neurons.

Approaches to Model Neuropsychiatric Cohorts

iPSC Models of Monogenetic Disorders

Historically, the first iPSC models for neurological disorders were investigat-
ing monogenetic causes of disease. These models have proven their usefulness 
for elucidating disease pathology, by confirming findings discovered in other 
disease models, and by uncovering new molecular and cellular phenotypes [2]. 
Consequently, highly penetrant, monogenetic mutations provide a well-defined 
first step to investigate the relationship between genetic risk and complex disease-
relevant phenotypes [14].

Although rare, iPSC-derived models from families affected by a specific 
genetic locus, that confers susceptibility for distinct neuropsychiatric disorders, 
offer important insights into the relation of genetic risk and neuronal functioning 
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[14]. An example is a mutation in disrupted in schizophrenia 1 (DISC1), identi-
fied in a Scottish family, with affected family members suffering from SZ, BPD, 
and MDD [17]. In another family, a four base pair deletion in DISC1 was found 
to co-segregate with SZ and schizoaffective disorders [18]. In a study by Wen 
et al., human forebrain neurons were differentiated from iPSCs derived from 
patients affected by the DISC1 mutation. DISC1-deficient neurons showed aber-
rant presynaptic release and synaptic formation. Their findings suggested a model 
in which neuropsychiatric susceptibility genes, like DISC1, affect synaptic func-
tioning by transcriptional dysregulation of numerous genes related to neuropsy-
chiatric disorders in human neurons [19]. This study is a clear example of how a 
specific mutation affects the same cellular phenotypes in all family members, but 
the affected family members suffer from different clinically defined neuropsychi-
atric disorders [14].

Another example of monogenetic iPSC-derived models elucidating disease 
phenotypes comes from a syndromic, monogenetic form of ASD, i.e., Rett syn-
drome. Rett syndrome is caused by mutations in methyl CpG binding protein 2 
(MECP2) [20]. iPSC-derived neurons from patients with Rett syndrome exhib-
ited reduced soma sizes, altered dendritic spine morphology, and decreased num-
ber of excitatory synapses [21]. Moreover, MECP2 levels affect the expression of 
TRPC6, a cation channel that has been linked to non-syndromic autism, hinting 
toward common biological pathways [22]. A study by Tang et al. demonstrated 
that neurons derived from Rett syndrome patients show a reduced expression of 
K+–Cl− cotransporter 2 (KCC2), resulting in a delayed developmental switch 
of GABA from excitatory to inhibitory (reviewed by Ben-ari et al. [23, 24]). 
Consistent with this finding, their results were also reported in mouse models 
for ASD [25]. A significant decrease in KCC2 expression was also induced by a 
neuroligin 2 mutation, linked to SZ, and KCC2 expression levels were reduced in 
patients with SZ [26–28]. In addition, Na+–K+–2Cl− cotransporter1 (NKCC1), a 
chloride transporter with opposite function to KCC2, interacts with DISC1 [29]. 
Overall, these findings point toward a potential role for KCC1 in the pathogen-
esis for SZ, besides its role in Rett syndrome, suggesting that KCC1 can be a key 
factor in a variety of neuropsychiatric disorders [24]. Other examples of monoge-
netic neurodevelopmental disorders with neuropsychiatric phenotypes, like fragile 
X and Rett syndrome, are reviewed in Linda et al. [30]. These studies are clear 
examples of how iPSC-derived models uncover shared cellular phenotypes and 
common biological pathways, that result in different clinically defined neuropsy-
chiatric disorders [14].

Cohorts with Multiple Disease-Associated Loci

Highly penetrant risk factors only account for a small subset of neuropsychiat-
ric disease, which are in most cases sporadic with multiple affected disease loci 
of small effect. The proof of principle for modeling these sporadic neuropsychi-
atric disorders using iPSCs was provided without stratifying the patient cohort 
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beforehand, i.e., comparing neurons from patients to age- and sex-matched con-
trols [2]. In a study by Brennand et al., iPSC-derived neurons from SZ patients 
showed altered connectivity and gene expression [31]. In addition, Madison 
et al. showed that iPSC-derived neurons from BPD patients exhibited expression 
changes in genes responsible for neuronal plasticity and showed phenotypic dif-
ferences in neurogenesis [32]. These results were initially unanticipated, given 
the diverse genetic background of the patient-derived neurons. Nevertheless, 
it could be that these different genetic variants converge on common underly-
ing developmental pathways, responsible, for example, for synaptic function-
ing or cortical development [2, 33]. In the same way, comparisons between 
idiopathic neuropsychiatric patients to unaffected controls showed that distinct 
forms of neuropsychiatric disorders can also share common underlying molecu-
lar pathways [34]. The limitation of this approach is that it requires large sample 
sizes and that variability in underlying disease-associated loci can confound the 
effect [2].

Patient selection based on genotype or clinical features can provide a solution 
[35]. One approach is to stratify patients based on phenotypical variations, such 
as macrocephaly versus microcephaly in ASD patients [36]. Alternatively, patients 
can be selected based on their polygenic risk score, a score that summarizes the 
genetic risk alleles and their corresponding effect sizes per patient. Cohorts can 
then be stratified in four groups, namely, patients with high polygenic risk scores, 
patients with low polygenic risk scores, and unaffected controls with high and low 
polygenic risk scores [35]. This approach has the potential to facilitate the discov-
ery of robust disease-associated phenotypes [31, 33, 35].

Generation of Isogenic IPSC Models

iPSC models can be generated that are genetically identical, except for the target 
loci of interest, i.e., isogenic. In an ideal situation, isogenic lines should be used 
whenever possible, to show the causal link between genotype and phenotype [33]. 
Even when focusing on single gene variants with large effect sizes, uncovering of 
disease phenotypes can be complicated by the genetic background of common var-
iations in each case [33].

Isogenic models can be generated by genome editing tools like zinc finger 
nucleases, transcription activator-like effector nucleases and the relatively new 
technique clustered regularly interspaced palindromic repeats/CRISPR associ-
ated protein (CRISPR/Cas9) [37]. Isogenic lines have proven to be useful mod-
els to validate the effect of targeted mutations that are identified in patient cohorts 
[14, 38]. For example, by the generation of isogenic lines, either mimicking the 
mutation in control cell lines, or rescuing the mutation in patient lines, Wen et al. 
confirmed a direct causal link between DISC1 and a synaptic phenotype [19]. 
Furthermore, the CRISPR/Cas9 technique is able to edit multiple mutations at the 
same time, posing another upcoming advantage when studying a disease cohort 
that is influenced by many gene variants with small effect sizes [39].
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Additionally, isogenic disease models can be obtained without gene editing, 
by employing cell-intrinsic properties. One example is making use of random 
X-inactivation in X-linked chromosomal disorders like Rett syndrome or autism, 
intellectual disability, and epilepsy caused by the PCDH19 mutation [40]. These 
disorders form a distinct group, with affected females expressing the heterozy-
gous X-chromosomal disease mutation in a mosaic pattern. This expression pat-
tern provides the opportunity to generate isogenic iPSC lines, in which either the 
mutated or the healthy X-chromosome is inactivated [41]. Likewise, isogenic iPSC 
lines can be generated for mutation in the mitochondrial DNA (mtDNA), which 
have been increasingly linked to psychopathology [42]. Each cell has thousands of 
mtDNA copies, and a mixture of wild-type and mutated mtDNA could be present, 
termed heteroplasmy. It has been demonstrated that during the reprogramming of 
fibroblasts, iPSC lines are generated with segregation of heteroplasmic mtDNA 
toward homoplasmy in a bimodal fashion, depending on the heteroplasmy level 
of the initial fibroblast that is reprogrammed [43, 44]. In this way, iPSCs can be 
produced with variable levels of heteroplasmy from individual patients, generating 
isogenic lines [43, 45].

The Importance of the Appropriate Cell Type for Disease 
Modeling

Equally to the selection of the appropriate patient cohort, it is important to select 
the right cell type for functional analysis [14]. Postmortem brain analysis, gene 
expression atlases, and brain imaging studies can give a primary indication which 
cell types to consider, and potentially reveal disease-related phenotypes [46, 47]. 
Brain imaging and postmortem studies of patients with neuropsychiatric diseases 
consistently show abnormalities in specific regions of the brain. For instance, 
patients with SZ and BPD show enlarged ventricles, pointing toward loss of corti-
cal volume [48, 49]. Postmortem brain tissue from SZ patients shows decreased 
neuronal stem cell proliferation in the dentate gyrus, and cortical pyramidal neu-
rons show reduced dendritic spine density [50, 51]. These observations have, for 
example, led to the investigation of neuroprogenitor cells, hippocampal dentate 
gyrus granule cells, and differentiated cortical cultures [46].

In addition to specific brain regions, specific neurotransmitter systems are 
affected in neuropsychiatric disorders. A well-known example is the implication 
of the serotonergic system in MDD, as selective serotonin reuptake inhibitors 
(SSRIs) can improve MDD symptoms [52]. Another example is the involvement 
of the glutamatergic system in SZ, based on the fact that ketamine and phencycli-
dine induce psychotic-like symptoms by blocking NMDA receptors [53]. Besides, 
GWAS for SZ identified genes like GRIN2A and GRM3, encoding for glutamate 
receptors subunits [11]. These studies show examples of the involvement of the 
excitatory system in neuropsychiatric disorders.

Alterations in either excitation or inhibition can result in a disruption of the 
excitatory/inhibitory (E/I) balance. Indeed, different neuropsychiatric disorders 
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have the common comorbidity epilepsy, which has consistently been linked 
to altered E/I balance [54]. Currently, the focus has shifted toward the role of 
the inhibitory system and seems to be a point of convergence for multiple neu-
ropsychiatric disorders [55]. In postmortem studies, consistent alterations in the 
inhibitory system have been revealed. For instance, ASD postmortem brains show 
reduced expression of GAD67 and GAD65, enzymes that synthesize GABA, the 
major inhibitory neurotransmitter [56]. Furthermore, in SZ there is an indication 
that reduced expression of interneuron markers are a result of a reduced activity of 
interneurons [55, 57]. Other studies implicating the role of the inhibitory system in 
neuropsychiatric disorders are reviewed in Selten et al. These studies support the 
evidence that the changes in inhibitory function lead to altered signal processing 
underlying neuropsychiatric disorders [55].

The latest developments in differentiation protocols allow for the generation of 
multiple neuronal subtypes of interest in the study of neuropsychiatric disorders, 
including cortical neurons, hippocampal dentate gyrus granule cells, dopaminergic 
neurons, GABAergic neurons and serotonergic neurons [58–61]. These protocols 
make use of developmental cues like morphogens or small molecules to modu-
late pathways that are important for development. In this way, these protocols fol-
low the scheduling of regional commitment and neuronal specification throughout 
embryonic development. A significant downside of these iPSC differentiation pro-
tocols, however, is that they are less robust. Variability in culture conditions and 
clone to clone variability can affect the results of the differentiation process, add-
ing a significant source of inconsistency [62]. Moreover, the differentiation pro-
cess could also be disturbed by genetic variants, independent of the differentiation 
protocol used, complicating the understanding of phenotypic changes between 
control and disease cell cultures [2].

A solution to robustly control differentiation is the direct conversion of iPSCs 
toward the cell type of interest. This can be accomplished by forced expression 
of cell-fate specifying neuronal transcription factors such as NGN2 for cortical 
excitatory neurons or ASCL1/DLX for inhibitory neurons [63, 64]. Both proto-
cols have proven to generate a mature, homogeneous, and robust population of 
excitatory and inhibitory neurons, respectively. A homogeneous population 
remains the benchmark when it comes to the investigation of cell autonomous 
molecular and cellular phenotypes, due to the lack of cellular heterogeneity as 
a confounding factor [2]. It can however be reasoned that protocols that differ-
entiate neuronal subtypes in a more heterogeneous culture, recapitulating normal 
development, may better reflect the situation in vivo. This has been illustrated by 
Schafer et al., showing dysregulation of specific transcriptional networks impor-
tant for neuronal maturation in ASD-derived neurons. These ASD-related changes 
traced back to altered chromatin accessibility in neural stem cells, reflecting a 
pathologically primed stage. This phenotype was conversely not picked up by 
generating neurons via forced expression of NGN2, skipping the neuronal stem 
cell stage [65]. Thus, the kind of experiment or phenotype to be investigated ulti-
mately determines what the optimal trade-off is between the two types of pro-
tocols. Homogeneous populations of neurons could be better suitable for gene 
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expression studies and high-throughput assays for drug development, while het-
erogeneous cultures could be used to investigate neuronal morphology or devel-
opment [46].

Besides the protocols that use iPSCs as a starting point for neuronal differen-
tiation, other protocols have emerged that make use of direct lineage conversion 
of somatic cells into neurons, using forced expression of neuronal transcription 
factors such as ASCL1, NGN2, Brn2, Myt1 l [66]. These protocols have led to 
the differentiation of fibroblasts into excitatory neurons, dopaminergic neurons, 
medium spiny neurons, and spinal motor neurons [66–69]. Direct differentiation 
protocols can possibly provide a more mature functional cell by recapitulating the 
transcriptional program of the initial somatic cell. The in vitro differentiated neu-
rons could be compared to their in vivo counterparts, derived from primary tissue, 
and allow for the mapping of transcriptional and epigenetic differences in mature 
versus immature cell state. This could identify key regulators of neuronal maturity 
that could be used in the future to reprogram cells from an immature to a more 
mature state [2].

Nonautonomous interactions between neurons and other cell types such as 
astrocytes, oligodendrocytes, and microglia have been shown to play a role in 
neuropsychiatric disorders [2, 70]. For example, immunological mechanisms 
involving microglia have been linked to the pathophysiology of SZ and BPD [71, 
72]. Synaptic pruning, taking place in the critical period of the adolescent brain, 
involving the removal of excess excitatory synapses by microglia, is believed to 
be abnormal in SZ [51, 73–75]. This excessive elimination of synapses is thought 
to be the cause of the loss of gray matter volume seen in SZ. Indeed, postmor-
tem studies of SZ brain tissue show cortical infiltration and activation of microglia 
[76]. Moreover, brain imaging studies show strong evidence for the involvement 
of microglia in SZ [77]. Developments in differentiation protocols currently ena-
ble the generation of microglia from monocytes [78]. In this way, microglia can 
be cocultured with iPSC-derived or directly differentiated neurons from the same 
individual [46]. This example illustrates the importance of the incorporation of cell 
types other than neurons when investigating neuropsychiatric disorders.

From 2D to 3D Model Systems

Although previously discussed conventional two-dimensional (2D) models are 
relevant to discover cell autonomous phenotypes and non-cell autonomous inter-
actions, these 2D models do not recapitulate the complex 3D structure of the 
real human brain [2]. A 3D in vivo setting to study human neuronal develop-
ment and network integration can be achieved by generating interspecies chi-
meras by the transplantation of iPSC-derived neurons or neuroprogenitor cells 
into the mouse brain [79]. This approach is specifically useful when studying 
late-onset disorders, like most neuropsychiatric disorders, since it allows inves-
tigation of patient-derived cells in an in vivo environment over development and 
during extended time periods. An impressive example and proof of concept is 
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the creation of a mouse with human glial cells by the transplantation of astro-
cyte/oligodendrocyte precursors into the neonatal mouse brain [79]. The human 
cells subsisted and integrated into host brain, and eventually substituted the 
complete glial cell population of the mice. This augmented learning and syn-
aptic plasticity in the chimeric mice [79]. Equally, the transplantation of glial 
precursor cells from SZ patients into mouse brains induced SZ-like behaviors 
like anxiety, sleep disturbances, and antisocial behaviors. This implicates the 
involvement of glial cells in the pathophysiology of SZ and demonstrates the 
potential relevance of studying interspecies chimeras as a model system for neu-
ropsychiatric disorders [2, 80].

Another approach to create 3D models to investigate neuropsychiatric disease 
is to generate iPSC-derived neuronal 3D cerebral organoids. These organoids 
have the potential to expand the range of phenotypes that can be investigated 
in vitro and more closely recapitulate the characteristics of the developing brain, 
such as organization of cortical layers, neuronal migration, axon guidance, and 
response to guidance cues, which all could not be studied in conventional 2D 
culture systems [81, 82]. Taking it one step further, the next generation of brain 
organoids is combining several cell lineages in 3D, called assembloids [83, 84]. 
These assembloids can be employed to investigate interactions between brain 
regions in vitro, the assembly of neuronal circuits, and complex cell–cell inter-
actions. To examine these cell–cell interactions, organoids resembling the dorsal 
forebrain, containing glutamatergic neurons and organoids resembling ventral 
forebrain, containing GABAergic neurons, can be combined into a multi-region 
assembloid. GABAergic neurons migrate and form functional synapses onto glu-
tamatergic neurons, creating a functional network. In this way, assembloids pro-
vide the opportunity to investigate GABAergic interneuron development and its 
implications in neuropsychiatric disorders such as ASD and SZ [83, 84]. In addi-
tion to assembling different types of neuronal organoids, other relevant cell types 
for neuropsychiatric disease can integrate into brain organoids. One approach is 
to make slight alterations in the differentiation protocol, allowing the develop-
ment of microglia within cerebral organoids [85]. This permits the study of neu-
ronal interactions with microglia, implicated in, for example, SZ, in a 3D context. 
Another approach is to triculture 3D assembloids, combining neurons, astrocytes 
and microglia to investigate the interactions of neurons and nonneuronal cells and 
imitate neuroinflammation [86].

Although significant advancements have been made in the generation of orga-
noids, this field is still developing. While scarce, examples exist that show the 
potential of organoids to model neuropsychiatric disorders. For example, cer-
ebral organoids derived from patients with syndromic ASD showed accelerated 
cell cycles and increased number of GABAergic inhibitory neurons [36], consist-
ent with the hypothesis of the excitatory/inhibitory disbalance in ASD [87]. While 
advancements should be made in the understanding of 3D cerebral organoids in 
the next few years, it is highly likely that an increase in the use of 3D models for 
neuropsychiatric disorders will be witnessed [82].
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Drug Discovery Using IPSC-Derived Model Systems

Patient affected by neuropsychiatric disorders often has a very different and indi-
vidual response to medication. Equally, the heterogeneity of clinical phenotypes 
and drug response makes validation of cellular phenotypes difficult. Other than 
disease modeling, iPSCs have a significant potential for drug discovery and per-
sonalized medicine for neuropsychiatric disorders. Cellular phenotypes can be 
validated by coupling the treatment response of patients to response of the same 
drug in vitro [46]. An example came from a study by Mertens et al., where hip-
pocampal DG granule cells were differentiated from iPSCs derived from patients 
with BPD [88]. These neurons exhibited a hyperexcitable phenotype, both by 
evoked and spontaneous action potentials. The authors suggest that this hyperex-
citability is an early endophenotype of BPD. The cohort was further stratified into 
patients responding to lithium and patients who did not respond, revealing that the 
hyperexcitable phenotype in iPSC-derived neurons was only rescued by lithium in 
neurons derived from patients that responded to lithium treatment [88]. This study 
exemplifies the validity of iPSC-derived neurons as a model system for person-
alized medicine, but also confirms a cellular endophenotype by correlating drug 
responsiveness in vitro with treatment response by patients [46]. In a similar man-
ner, a study by Vadodaria et al. stratified MDD patients in SSRI responders and 
nonresponders and showed that iPSC-derived forebrain neurons displayed seroto-
nin-induced hyperactivity, only in nonresponders. This hyperactivity was a result 
of upregulated serotonin-receptor expression and could be rescued by blockade 
of these receptors by Lurasidone, a clinically defined compound [89]. Not only 
did this study uncover a phenotype and treatment target for SSRI resistance, it 
also showed the strength of iPSC-derived disease models as a stratification sys-
tem between SSRI responders and nonresponders. Models like this can possibly be 
employed in the future to predict drug responsiveness of patients in the clinic.

Improving the IPSC Model System for the Study 
of Neuropsychiatric Disorders

iPSCs have proven their value for the uncovering of molecular and cellular pheno-
types underlying disease, and offer a powerful instrument for drug screening and 
personalized medicine. While this model platform has the potential to overcome 
many problems associated with preclinical research for neuropsychiatric disorders, 
several limitations need to be addressed.

The present dogma that iPSC-derived models do not retain epigenetic modifi-
cations upon reprogramming and subsequent passages could be disadvantageous 
when studying neuropsychiatric disorders. Neuropsychiatric disorders like anxiety 
and MDD, are greatly influenced by environmental factors that can modify epi-
genetics. There is however evidence that low-passage iPSCs can retain some of 
the epigenetic memory of the original somatic donor cell [90]. Another option to 
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circumvent the loss of epigenetic memory is to generate directly transdifferenti-
ated neuronal cells of interest, since evidence suggests that transdifferentiated cells 
can retain limited amounts of the epigenetic memory of the original somatic cell 
[7, 91, 92].

In addition, iPSC-derived neurons are still representing a relatively immature 
state. While this is advantageous when modeling neurodevelopmental disorders, 
neuropsychiatric disease manifests frequently at a later time point. Therefore, 
iPSC-derived neurons are more useful to study developmental phenotypes that 
precede disease manifestation. Present research is nonetheless investigating meth-
ods to simulate aging and maturation [92, 93]. Another problem remains cell-to-
cell variability across different batches. This can arise from accumulation of de 
novo mutations, mosaicism in initial donor cells, stochastic events during repro-
gramming or differences in patient genetics. While this heterogeneity in patient 
genetics can influence batch to batch differences, iPSC-derived models that are 
able to recapitulate this heterogeneity can, on the other hand, be employed as a 
system for patient-specific diagnostics or drug discovery [92].

Lastly, culturing iPSC-derived neurons remains time-consuming, and prac-
tical and technical reasons limit the sample size of most reported studies [7, 
82]. However, especially in the study of neuropsychiatric disorders, an exten-
sive amount of iPSC lines will be needed to discover the effect of disease-asso-
ciated loci with small effect sizes [2]. An ideal strategy would be to generate 
large cohorts that include numerous patient-derived iPSC lines, replicating the 
approach and strengths of GWAS. In this way, collaborations between laborato-
ries could pave the way toward more standardized protocols and high-throughput 
screening [92].

Conclusions

The previously described studies demonstrate the promises and applications of 
iPSC-derived models for neuropsychiatric disorders. iPSC-derived models provide 
a solution to the difficulties of modeling neuropsychiatric disorders using animal 
models and the inaccessibility of disease-relevant cell types. Moreover, iPSC-
derived models have the possibility to move toward functional interpretation of 
large-scale GWAS studies, advancing from disease association toward uncover-
ing disease-related phenotypes. Although promising progressions have been made, 
this progress represents only a minor part of the prospective that iPSC-derived 
models hold to discover underlying phenotypes for neuropsychiatric disorders, and 
several obstacles still need to be overcome. Nevertheless, it remains evident that 
iPSC-derived models will lead toward a better understanding of disease mecha-
nisms and directed treatments.
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Abstract
With vigorous researches related to novel treatment in psychiatric field, para-
digm shift is emerging with its design and assessment. Comprehension of the 
psychiatric phenomenon expanded beyond disease model, with dimensional 
approach. Assessment of patients’ clinical state includes subjective reports 
related to problematic symptoms, functional change, and quality of life. They 
also include objective findings collected from mobile e-wearable monitor-
ing system and advanced neuroimaging modalities. Novel treatment proto-
cols are not just limited to pharmacology itself or psychotherapy itself, but the 
approach is integrated with stratification; pharmacological treatment enhanced 
by cognitive behavioral management and psychotherapeutic intervention has 
been emerged and studied for its impact. Numerous studies were conducted to 
understand placebo response and to differentiate this phenomenon with novel 
treatments. Trials to draw good adherence to research protocol with good 
compliance to treatment in real are strengthened by integrated approach, so-
called psychopharmacology. With these paradigm shifts observed from recent 
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researches, it is promising for great advance in quality of life and our mental 
health.

Keywords
Clinical design · Assessment · Digitalization · Integration · Placebo

Introduction

It took nearly 20 years to allow the use of medications on clinical setting, since 
basic discoveries on potential pharmacological targets on psychiatric disorders. 
Even though there was a huge progress on exceptions and improved safety issues, 
only few medications were introduced and applied to patients since the advent of 
first-generation psychotropics. This slow progress with lack of understanding on 
psychiatric disorders led researchers to frustration. Cold economic climate with reg-
ulatory restraints on pharmacological price and use, successive researches on other 
clinical domains, and limitation on biological tools on psychiatric disorders brought 
disengagement of big pharmaceutical companies on neuroscientific research.

However, it is too soon to give up. Research related to neuroscience is vigor-
ous and vital, which is proved by dynamic national and supranational initiatives on 
research and design for enhanced treatment for psychiatric disorders. Considering 
numerous challenges and failures faced in all fields of researches on new drug, 
the myth of less effectiveness on psychotropics compared to other class drugs is 
relatively incorrect belief. From the trend emphasizing on quality of life and per-
sonalized medicine, psychotherapeutic research also highlighted evidence-based 
approval with various designs. For its change on perspective related to psychiatric 
conditions, therapeutic strategy has been changed into stratified approaches. And 
research to define treatment efficacy found breakthrough by complementary strat-
egies combining psychotherapeutic approach with psychopharmacology. In this 
chapter, we summarized recent trends in psychopharmacological and psychothera-
peutic researches which led to integrative paradigm shift, for future progress.

Innovative Changes in Clinical Design

In medical research, the most powerful clinical trial design, known as randomized 
controlled trial (RCT), is usually focused on the acute disease model and managed 
to evaluate treatment efficacy [1]. This clinical design has limitation with igno-
rance on previous treatment impact on modification of actual situation both pos-
sible on the course and on the individual clinical manifestations [2]. Researchers 
unintentionally cannot get objective evaluation for its design of current RCT with 
cross-sectional feature. Moreover, psychiatric disorders and situations which need 
clinical interest are usually chronic or non-disease specific dimensional problems 
[3]. From these backgrounds, innovative efforts on clinical design on psychophar-
macology and psychotherapy research fields were assessed.
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Strategies to Refine Assessment

To monitor the efficacy of psychopharmacological treatment and psychothera-
peutic treatment, fine discriminating method should be applied to catch related 
changes in clinical condition [4–6]. Serial follow-up assessments after diagno-
sis, integrating multiple diagnostic categories, staging patient’s clinical status, 
and collecting information through both subjective report and objective tests are 
included in new innovative trends of assessment. Previous assessment strategies 
did not fully contain the clinical status which led to clinician’s decision of choice. 
Psychiatric diagnostic entities involve various phenotypes, which are much diffi-
cult with various biological mechanisms represented as same clinical manifesta-
tions. Assessments with various problematic changes on perception, cognition, and 
emotion were conducted on recent researches. As in depression, early evaluation 
of treatment on emotional processing can be a promising tool for clinical efficacy 
assessment and for adjustment of treatment target. These approaches fulfill the 
criteria for treatment efficacy biomarker in aspect of sensitivity, specificity, and 
relevance to clinical state, depression. Changes in emotional memory found to be 
relevant to both with depression itself and to treatment response, while changes 
in attention process found to be relevant to anxiolytics response [7, 8]. However, 
more validation is necessary for clinical use on treatment response biomarker, 
which can be applied to psychiatric researches and treatment development. Recent 
movements to expand assessment and differentiate each symptom were previously 
expressed as “negative symptoms” in schizophrenia also can be an innovative 
approach to evaluate novel treatment efficacy [9, 10].

However, neuropsychological changes detected by routine assessments are not 
enough to represent potential, actual biological changes, only showing same clini-
cal symptoms. The dimensional characteristic of psychopathology is important as 
it refers to which refers to the limitation of categorical approach [11]. Trying to 
overcome this pitfall, efforts to subtype with more specific manifestations has been 
carried out, which still fail to bring more homogenous biological phenotypes in 
real clinical field. Trials to subtype have been evolved with various dimensional 
approaches, including subjective reports, neuroimaging findings, and genetic find-
ings. Consortiums to discover characteristics that consistently affect biological 
changes has been built which integrate information by functional, structural neuro-
image findings and genomic data [12–14].

Collecting information through various tests is coming from the epiphany as 
conventional measures and rating scales incapable of detect novel treatment 
actions. Evolution of readouts may deliver more sophisticated changes accompa-
nied by treatment efficacy. Consideration of complicated evaluation on genetic 
manifestation brought new approach to develop biomarker through genetic 
stratification. Patients grouped by genetic stratification can be more biologically 
homogeneous, having strengths to suggest other biological phenotypes influ-
encing clinical symptoms and functional decline [15, 16]. It could be applied 
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as diagnostic stratification and treatment response assessment. Translational 
researches with these biological subgroups with strength of homogeneity would be 
promising for novel treatment efficacy exploration.

Information from patient report accompanied with clinician’s evaluation has 
been stressed for its widened perspective to assess treatment efficacy, proposing 
novel therapeutic research agendas. Functional outcomes considering quality of 
life, which can represent real life, can compensate pitfalls of traditional assess-
ment parallel to traditional treatment approaches [17]. There is a movement to 
find multimodal biomarker working as treatment response assessment, based on 
lack of surrogate marker for treatment efficacy [18]. Patients’ subjective reports 
can work as a new viewpoint to clinicians’ assessment in treatment researches. 
Open stance to hear patients’ perspective on researches can strengthen patients’ 
motivation and make a strong alliance between researcher (clinician) and partici-
pant (patient). Recently, more power is moving toward association of patient than 
before, making patients’ opinion greater in the process of research design in psy-
chiatric field. These associations are known as important partner in consortium-
based researches, also having impact on clinical guideline developments. Patients’ 
information can bring clear therapeutic needs, strengthened compliance on treat-
ment protocol or research itself, and highly adjusted threshold on risk acceptance 
[19–21]. Also, this trend is accompanied with financial support as funding source 
coming from patient charities for novel psychiatric treatment researches [22, 23].

Beyond simple assessment on symptoms from patients, efforts to evaluate 
the wholesome function and quality of life of patients, representing real-world 
efficacy, are arising. Time of actual working or time spent on social relationship 
engagement can represent the genuine function of patient, which corresponds to 
real needs of patients [24, 25]. Clinically, recovery means regaining normal or 
usual act, while there are various definitions and appliances in researches [26]. It 
can be interpreted as dichotomous with recovery versus non-recovery, or as dimen-
sional one with spectrum. Expression on recovery also can be different between 
clinician and patient with clinical discrepancies. Effort to narrow down this dis-
crepancy between patient and clinician is growing, which is in line with previous 
researchers’ report. They claimed nine themes found in trainees’ concept of recov-
ery, with “more strengthening on person than one’s illness”, “maintaining hope”, 
“focusing on patient’s goals”, “collaborative care with patient and clinician”, “try-
ing to keep social function”, “listening to the patient’s own experience”, “psycho-
social interventions”, “focusing on patient’s empowerment”, and “adherence to 
traditional stance” [27]. In these days, researchers trying to apply novel treatment 
approach on psychiatric illness use evaluation on quality of life from patients with 
anxiety disorder to psychotic disorder, even with cognitive disorder [28–31].

Strategies to Make Stratified Treatment Protocol

Multistage process and stratified treatment approaches are moving adaptive inter-
vention in psychiatric research, based on patients’ response after treatment. In a 
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recent research, multiple intervention stages were applied with each stage corre-
sponding to one of the decisions and leading to random reassign of the participants 
[32]. Adaptive design was also implemented in the STAR*D research, in case of 
the following nonresponse to initial treatment, change or augment medication with 
another type [33]. Before launching on large, multicenter interventional clinical 
trials, researchers would try initial proof of concept trial on novel treatment with 
smaller, homogenous, stratified participants through specific biomarkers [34–37].

Due to recent advances in neuropsychiatry, stratified treatment approach target-
ing etiological mechanism in psychiatric illness has been arisen. Stratified treat-
ment has its base on the earlier terms individualized or personalized medicine, 
which better targets through genetic or endophenotypic assessments. We can 
find previous example from anticancer treatment such as breast cancer or leuke-
mia treatment. Herceptin, known as treatment of choice for HER 2-positive breast 
cancer, was at first seem like a failure to broad criteria with all breast cancer, but 
finally found to be effective in HER 2-positive group. This phenomenon can sug-
gest a hope for novel treatment discovery, suffering from the fiasco with broad 
spectrum/blockbuster medication with a chance to find a breakthrough from spe-
cific subgroup. Genotyping or subtyping through specific neuroimaging might 
retrieve failed treatment in psychiatric fields [38]. This approach is also in line 
with clinical design to narrow down participant group making homogenous group 
and with the concept of precision medicine. Even though advanced diagnostic 
and therapeutic technologies had integrated various parts of specialties, psychiat-
ric field has not yet experienced their benefit. Special attention is focused on bio-
marker again, and it can be emphasized by the development of new technologies 
leading new biomarker discovery possible. Promising biomarkers can provide bet-
ter and more accurate clarification including diagnosis and elaboration of patient’s 
status (both functional and quality of life), expectation on prognosis, treatment 
suggestion, and prediction on response, which finally lead to new treatment devel-
opment [39]. Endeavor to integrate the fields of biologic, psychological, and pub-
lic health well-being with actual stakeholders is highly supported by international 
consortium, such like “Roadmap for Mental Health Research (ROAMER)” [40].

Multi-target and other network-driven strategies are also included in integrated 
and stratified treatment approach. In real clinical psychiatry, medications to treat 
illness, which are responsible for mood and cognition, impact widely on neu-
ropsychiatric networks. For its unexpected impact on cerebral networks, interest 
of novel treatment discovery has been focused on high selectivity and potency for 
target with efficacy. Unfortunately, even with numerous targets that are clinically 
relevant, medications in clinical practice are not powerful enough, which needs 
medication combination [41, 42]. Sharing context with network thinking, focus 
on multi-target strategies is arising. As we can see the efficacy of clozapine in 
schizophrenia, combination of complementary mechanisms of action shows bet-
ter appliance on multi-symptom psychiatric disorder [43]. It would be considered 
as ideal but developing both selective and multi-target agents might be the best 
innovative approach. Every novel treatment research now needs preclinical eval-
uation, involving screening to detect unforeseen events, having consideration of 
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potential therapeutic activity [44]. Therefore, researches tried to find genuine inno-
vative drug targets, leading to efficacy and therapeutic impact on psychiatric ill-
ness are the main trend in these days. Considering disappointing enigma remains, 
still after the human genome sequencing, various levels of targets are suggested 
as candidates. They include inverse agonist, allosteric ligands, appliance of biased 
transduction, G-protein independent signaling manipulation, GPCR-interacting 
proteins, and agents which can recognize heterodimeric assemblies by their own 
[45–47]. Other cellular processes are also promising candidates for novel treat-
ment development, including axonal dynamics, dendritogenesis, mitochondrial 
energy modulation, glial transmission, myelination, cell adhesion and apoptosis, 
and neuroinflammation [48, 49]. However, finding the right target with cellular 
process does not promise breakthrough immediately, bringing necessities with 
right intracellular modulation [50].

Strategies to Keep High Adherence on Treatment Research

Maintaining high adherence to treatment protocol in research is important for its 
evaluation on efficacy. Compliance matters within liability of clinical trial these 
days. Speaking of adherence, therapeutic alliance between patient and clini-
cian is a key element to keep this compliance. In consideration of their impact on 
patient’s choice, alliance and appropriate psychoeducation to family and carer are 
also important element to keep adherence. Most simple issue related to adherence 
could be the complexity of the medication regimen. However, individual history of 
nonadherence, insight related to patient’s condition and motivation to participate 
in treatment, fear related to adverse effects, cognitive decline to manage treatment 
regimen and patient’s mood state can all influence on adherence to treatment itself 
and related research protocol. Hence, personalized approach with consideration of 
multiple risk factors would enhance treatment adherence, which led to novel treat-
ment development in research [51].

Endeavor to make simple regimen and enhance convenience lead to long-
acting injectable (LAI) type pharmacological treatment. LAI combined with 
personalized behavioral approach was reported to improve outcomes in patients 
with severe mental illness [52]. More fundamental effort to solve this problem is 
multifaceted interventions including motivational approach and psychoeducation. 
They were found out to improve medication adherence and treatment outcomes 
in bipolar patients [53]. As mentioned above, motivation can be emphasized with 
the self-regulation model, presenting illness perception as core impact on indi-
vidual’s coping and emotional response to their illness. An increasing number 
of researches are focusing on this model related to adherence, to determine indi-
vidual’s illness perception. People with high perception on treatment protocol, 
low perception on suffering events with mental illness, low perception of results, 
and thorough understanding of their illness showed a better adherence in bipolar 
disorder [54]. Illness perception and subjective experience on treatment are also 
important in schizophrenia, as stressed on another research with reducing trauma 
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and increasing insight leading to treatment adherence [55]. The matter of thera-
peutic alliance and attitude toward illness can influence treatment adherence on 
depression, either. As emphasized before, clarification of multiple risk factors 
related to poor adherence, including stigma, misconceptions, and fears related 
to treatment and adverse events, is necessary before starting treatment. Another 
research group exercised the treatment initiation and participation program spend-
ing three sessions with 30-minute contacts for 6-weeks on people with depression. 
Participants in this group showed five times higher adherence for 6 weeks and 
three times higher adherence between 6 and 12 weeks compared to people with-
out this approach. Because high adherence group showed better response on treat-
ment, treatment initiation and participation program were suggested as promising 
intervention to improve adherence to treatment [56].

However, interpretation of these results should be carefully elaborated, as 
recent report suggested the presence of poor prognosis factors within the group of 
suboptimal adherent participants. Compared to participants with good adherence, 
suboptimal adherents showed significantly severe depressive symptoms, higher 
rate of hospitalizations, more prevalent suicidal ideation, comorbid physical pain, 
more frequent side effects, and experience of emotional maltreatment. They also 
showed higher association with unfavorable attitude toward treatment and poorer 
therapeutic relationship than optimal adherence group. This results importance of 
clarifying the probability of suboptimal adherence which are also related to dif-
ficult clinical characteristics, but both factors would lead to poor outcome and 
low adherence. Endeavor to overcome those characteristics related to poor adher-
ence is necessary to get a good outcome and to develop novel effective treatment 
approach in research [57].

Findings from efficacy trials of intervention to build up therapeutic alliance 
and adherence in patients suggested psychoeducation before treatment initiation 
as a first-line mandatory approach. It is well known for its great impact on ill-
ness perception, not just on change related to knowledge or medication adherence 
alone [58].

Focusing on the psychoeducation and therapeutic alliance with patient alone is 
not enough to maintain treatment adherence, or to maintain good compliance to 
research protocol. Caregivers who influence their patient are also emphasized as 
a key factor related to compliance. Poor adherence to treatment can significantly 
affect the quality of life of their family. Carers also have a great impact on con-
sumer attitudes toward therapy and adherence. A recent exploratory study to inves-
tigate the relationship between carer and consumer attitudes to therapy itself and 
consumer adherence behavior was conducted between participants with mental ill-
ness. The greater the difference between patient and carer attitudes, the lower the 
level of adherence was observed. Carer’s attitudes can be emphasized in relation 
to patient perception and attitude to treatment, which should be considered thor-
oughly to improve compliance [58].

Advanced technologies in these days have empowered novel design in clini-
cal researches. Remote monitoring or intervention with digital technologies is 
enhancing compliance and trial outcome [59, 60]. Even there has been a large 
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advance in traffic, efforts to minimize actual visit are increasing [61, 62]. Web-
based intervention is a complicated platform, for its issues related to lawsuit or 
limitation with physical examination but promising one to enhance compliance. 
Considering numerous informal patient self-help and self-diagnosis with Internet, 
web-based clinical intervention with limited boundaries would be helpful both for 
researches and for real clinical setting. Apart from the intervention, remote mon-
itoring of symptoms or side effects is another effective and cost-efficient option 
for research follow-up. Recently, real-life compliance and health services impacts 
of monitoring on patients with mood disorder were reported to increase medi-
cation compliance, without increasing cost spent in mental health services [63]. 
Integrating mobile health technology into early psychosis care was attempted on 
clinical research field, brought positive result with feasibility and good validity 
to existing clinician-rated assessments [64]. Systematic results related to tech-
nology-based approaches on mood disorders also showed satisfaction and good 
feasibility accompanied with improvement on mood symptoms. Mobile technolo-
gies showed possibilities with impact on good adherence, available on symptom 
monitoring, side effect tracking, prescription refilling, and on raising motiva-
tion on treatment progress [65]. Digital technology is also useful with interven-
tion, based on many studies related to computerized therapies. Social, cognitive, 
problem-solving games, and psychoeducation for patient with mood, anxiety dis-
order, and psychosis are included in computerized therapies. Emerging methods 
to enhance cognitive function with multiple virtualized techniques are proposed 
in recent researches [66–68]. Participants can be more active in these settings, but 
not all of them suit to this approach. Under the theme of smart healthcare, at-home 
electronic solutions and mobile devices minimize patient’s inconvenience, therapy 
provided over the Internet is delivered quickly and cost-effectively [69]. However, 
as it was mentioned above, not all participants are satisfied with these technolo-
gies, which need researches to identify clinical situations appropriate for digital 
mediated strategies [70]. Larger size with controlled data on efficacy with specific-
ity and long-term studies should be warranted for its use.

Careful Interpretation of Placebo and Nocebo

Placebo effect is common in experimental researches and in clinical situa-
tions influencing treatment outcomes. It can be differently viewed between three 
separated groups, including the clinical researcher’s viewpoint, the placebo 
researcher’s and the clinicians. Each group has separated viewpoints with differ-
ent negotiation with placebo itself. The neurobiology of the nocebo and placebo 
phenomena is known to be associated with the reward pathways, involved with 
the μ-opioid and dopamine pathways. Previous neurobiological pathway stud-
ies related to placebo were usually based on experimental models of placebo 
analgesia. Molecular neuroimaging with positron emission tomography and the 
selective μ-opioid and dopamine radiotracers have been applied to researches to 
find placebo effect formation. Molecular imaging related to selective μ-opioid 
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tracers’ region of interests includes the rostral anterior cingulate, orbitofrontal 
and dorsolateral prefrontal cortex, anterior and posterior insula, nucleus accum-
bens, amygdala, thalamus, hypothalamus, and periaqueductal gray. They can also 
be interpreted as regions involved in pain, emotional regulation, and motivation. 
Findings from these studies confirm that specific neural circuits and neurotrans-
mitter systems are in charge of the expectation of positive outcome during placebo 
trial, accompanied with physiological changes [71]. Based on these approaches, 
biological placebo effects are now understood with the concept of resilience, 
determined by genetic factors, and mediated by cognitive integration coupled 
with emotional expectations after treatment, finally maintained through learning 
mechanisms [72]. More and more researches are conducted to identify biological 
markers of placebo response, using neuroimaging and quantitative electroencepha-
lography are in progress, developing more clinically efficient models [73].

These researches on placebo effect are now proposed in the participants with 
not just in pain but also in the field of mood disorders, anxiety disorders, schiz-
ophrenia, or even neurodegenerative movement disorders. But, especially in 
psychiatry, depressive disorder is known to be a placebo highly sensitive condi-
tion with placebo rates in clinical trials of 30–40%. It was also considered to be 
responsible for numerous failed antidepressant trials. Interestingly, recent system-
atic reviews overviewed this issue and found out completely opposite viewpoints. 
Systematic review in 2016 found that the placebo rates were stable for 25 years, 
and the apparent increase was confounded by difference in trial designs. The 
length of the study and the number of study centers were significant factors. Their 
review has suggested necessities of careful interpretation on the scientific literature 
and the future of psychopharmacology [74]. Another review oppositely reported 
that placebo response rates had grown steadily in the past 30 years [75]. But 
these two reviews had applied different datasets, different definition for placebo, 
which might be responsible for the opposite conclusions. Based on this perspec-
tive, another group reanalyzed the previous results with adjustment, suggesting no 
increase in placebo over the years, after 1990s [76]. How about placebo response 
with antipsychotics in schizophrenia patients? In a multivariable meta-regression, 
industry sponsorship was reported to be a significant moderator of effect sizes to 
increasing placebo response. Twice as many patients improved with antipsychot-
ics as with placebo, but only a small group experienced a good response. Effect 
sizes were affected by industry sponsorship in a negative way, accompanied with 
increasing placebo response and no decreasing drug response. Even with the sta-
ble drug response over time, researchers should be aware of strength with smaller 
samples and better select patients in development of novel treatment [76].

Transdiagnostic approaches might point out common biological targets to regu-
late placebo and nocebo effect in the future. Through review of 31 meta-analyses 
and systematic reviews of more than 500 randomized placebo-controlled trials 
across psychiatry (depression, schizophrenia, mania, attention-deficit hyperactiv-
ity disorder, autism, psychosis, binge-eating disorder, and addiction), one research 
group tried to identify factors to be associated with increased placebo response. 
Only three were found to be associated with high placebo responses: low baseline 
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severity of symptoms, more recent trials, and unbalanced randomization (more 
patients assigned to medication than placebo). It highlighted that predictors of the 
placebo response were still to be discovered, suggesting more complex mediators 
[77]. Recent trend in this research now involves interaction between psychological 
and physiological factors to find a core feature of nocebo and placebo response. 
Both theoretical and empirical perspectives on psychological mechanisms are tra-
ditionally suggested by two variables: conditioning related to learning theory and 
verbally induced expectations. Because psychological processes are in charge of 
link between the therapeutic context and placebo response, more sophisticated 
elaboration would be necessary to integrate experience-based and theoretically 
suggested psychological process. Clarification of psychological model on placebo 
response could enrich comprehension of placebo, suggesting the possibility of 
integration with evolved neurobiological model of placebo response [78].

Even some of significant mediators and moderators of nocebo and placebo 
response have been reported, elaboration with neurobiological pathways and the 
factors identified through experimental design are still necessary [79]. Recently, 
there is a new perspective approach to handle placebo with background of genet-
ics. Using neuroimage findings on placebo, this research group presented a syn-
thesis of recent genetic studies on the placebo effect with promising link between 
genetic variants in the dopamine, opioid, serotonin, and endocannabinoid path-
ways and placebo responsiveness. Such efforts may enable clinicians to personal-
ize interventions to maximize treatment outcomes [80].

Trials to understand placebo and manipulate this reaction in research and real-
ity are increasingly reported. However, conceptual clarity in placebo studies will 
only be settled when we first focus to how placebo terminology is in fact used 
within scientific researches. There are also an increasing number of trials to fig-
ure out the relationship between placebo response and psychotherapy questions 
starting with “What is the context of our analysis?” In a scientific perspective, 
researchers use placebo as “therapy theorized not to be effective for a clinical 
state by virtue of their intrinsic characteristics”. In this way, common factors play 
charge on symptom improvement between psychotherapy and placebo response. 
Considering that this placebo effect cannot be equally replaced to nonphysical 
responses, more researches should be done with concentration on psychobiologi-
cal mechanisms. This mechanism also can be elicited by psychotherapy, suggest-
ing further researches with great potential on psychotherapy and placebo [81].

Sequential, Parallel Comparison Design (SPCD)

Within the perspective of placebo, patients can be divided into four groups with 
their intrinsic characteristics, to respond or not to respond to active treatment 
or placebo (Fig. 1a). Individuals responding to both drug and placebo have less 
characteristic necessary for the further researches. Individuals responding only 
to placebo and not to drug are usually negligibly small and are rarely observed. 
Participants who respond only to drug and not to placebo is the significant group, 
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which leads to the size of this group in research. Their numbers are affected by 
the numbers of the group of participants who have nonresponse both to drug and 
placebo and with the group of participants who have both responses to drug and 
placebo.

SPCD is a clinical trial design proposed by Dr. Fava and Schoenfeld in 2003 
[82] to reduce both placebo response rate and the required sample size. This novel 
study design is cost-effective and efficient for researches in evaluating novel treat-
ment efficacy.

In this design, researchers have common four assumptions on data analyzabil-
ity and rate of response. First, every data-driven from participants will be ana-
lyzed from phase 1, while only data-driven by placebo nonresponder group will 
be analyzed from phase 2. Second, researchers accept low possibility in remission 
with placebo during the second phase in participants with nonrespond to placebo. 
Third, the difference between drug and placebo is expected to be greater in the 
second phase than the first phase. Fourth, participants are agreed to be disposi-
tional in a half chance of active drug group through this research.

This novel design is promising to reduce the overall size of placebo response 
group, basically consisted of two phases of treatment (Fig. 2). In the first phase, 
it starts with unbalanced randomization, skewedly giving more participants rand-
omized to placebo. Through this phase, a comparison between drug and placebo 
in a standard parallel comparison is possible, expecting smaller gap between drug 
and placebo and bringing cohort of placebo nonresponders. Then nonrespond-
ers with placebo are second randomized to either active drug or placebo. In this 
second phase, with greater gap between drug-placebo combined to smaller pla-
cebo response, comparison between drug and placebo is possible with a parallel 
comparison design. Due to participants who have already shown nonresponse to 

Fig. 1  Division of response to placebo and active drug and its change through SPCD.  
a Conventional division. b Changed division
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placebo, placebo response would be smaller than traditionally designed research 
(Fig. 1b). The data from both phases in a weighted fashion are used for analysis to 
maintain its effect size. SPCD is efficient with reducing the required sample size 
by 75–80% compared to the traditional two-arm clinical design [83, 84].

Integrated Treatment Research as Psychopharmacology

An area of clinical psychology which has a concern on psychological effects of 
medication, so-called psychopharmacology has been highlighted these days. The 
term “clinical psychopharmacology”, was first derived from Krapelin, involving 
the clinical benefits of medication, the characteristics useful for prediction, nega-
tive aspects related to medication (adverse effects, toxicity, and iatrogenic condi-
tions) and the interactions between medication and psychological variables [85]. 
Clinical psychopharmacology is expected to unify framework for the comprehen-
sion of clinical situation in medical and psychiatric settings. It clarifies the thera-
peutic use of medication and tries to differentiate from the study of the impact 
coming from substances with other purposes [86].

This point of view started from the major limitation of previous researches 
on pharmacological effect. The focused assessment usually involved the desired 
effects of a drug, which narrowed down the findings. This phenomenon brought 
a proposal of pharmacopsychometric triangle, consisting of the assessment of 
clinically expected effects, adverse effects, and subjectively reported quality of 
life [87]. This model was modified by another suggestion, consideration of three 

Fig. 2  Sequential, parallel comparison design (SPCD)
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dimensions in the process of evidence-based decision with baseline risk of nega-
tive outcomes from state without treatment, responsiveness to treatment, and vul-
nerability to adverse effects [88]. Even their keen aspect and carefulness based 
on ethics, clinicians and researchers are likely to neglect the treatment-induced 
unwanted side effects and the patient’s subjective experience of a change in terms 
of quality of life. The researchers should have a clear acknowledgment both to 
potential benefits of treatment with predictors of responsiveness and to potential 
adverse events by the treatment. A comprehensive clinimetric assessment of clini-
cal variables with a view of psychopharmacology can mediate for thorough com-
prehension. This approach can be extended to several domains, encompassing the 
clinical benefits of medication, the characteristics useful for response prediction, 
the vulnerabilities induced by treatments, and the interactions between medication 
and psychological characteristics. It could be welcomed by all those who are disil-
lusioned with the disappointing practical results of recent research in psychophar-
macology, leading to strengthened reassessment.
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Abstract
The biopsychosocial approach is a model of eclecticism, which consists of mul-
tidisciplinary academic fields, reacting against the “neuroscientification” of 
psychiatry. The biopsychosocial approach was proposed by George Engel fol-
lowing Adolf Meyer’s psychobiological and Roy R. Ginker’s eclectic approach 
to psychiatry. Although the use of the biopsychosocial approach is increasing, it 
has several limitations: First, specific practices cannot be guided by the biopsy-
chosocial approach because it is considered to be “boundless psychiatry.” 
Second, unlike an initial intention, the symptomatic use of psychotropic medi-
cations may be justified by the biopsychosocial approach. Third, the economic 
forces to enhance biological psychiatry cannot be hindered by the biopsycho-
social approach. Hence, to overcome the limitations of the current biopsycho-
social approach, potential new paradigms including evolutionary psychiatry, 
pragmatism, integrationism, and pluralism have been proposed. Above all, Eric 
Kandel presented the link between neuroscience and psychiatry from the per-
spective of integrationism. In accordance with integrationism and/or pluralism, 
based on the paradigm shift of the theoretical construct from chemical imbal-
ance to dysfunctional circuit, next-generation treatments for mental disorders 
have been proposed by Thomas Insel. Thus, a more integrated biopsychosocial 
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approach to managing psychiatric disorders including schizophrenia and panic 
disorder may be proposed.
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Biopsychosocial approach · Eclecticism · Integrationism · Pluralism ·  
Schizophrenia · Panic disorder

Introduction

The biopsychosocial approach has been the most representative model for con-
ceptualizing the relationship between mind and body in the realm of psychiatry 
and was developed from the general systems theory. The biopsychosocial model 
is based on the following hypothesis: “Nature is arranged in a continuous hier-
archy from small, less complex units to larger, more complex units [1].” In the 
general systems theory, each stage in the hierarchy appears as an organic dynami-
cal whole, and each system has a distinctive relationship and properties accord-
ing to its stages. On the other hand, nothing is isolated and all the systems are 
affected by the parts. Thus, an event should be viewed not as a specific dimen-
sion, but should be analyzed using a multidimensional approach instead, including 
interpersonal relationship, psychology, physiology, and biochemistry among oth-
ers [1]. Based on the general systems theory, Schwartz [2] stated that the separa-
tion of mind and body is not categorically, but dimensionally different, and that 
the system is the whole created by the dynamic interaction of the elements. Bunge 
[3] explained that emergent properties are properties of the systems as a whole but 
not features of its individual components. Sperry [4] stated that mental phenom-
enon was closely related to material cerebral processing but differed from material 
cerebral processing in terms of the mind–body relationship. With the help of the 
emergent theory, the general systems theory influenced the biological psychosocial 
model, but the relationship between mind and body can be explained in terms of 
mind–body dualism [1].

According to two papers published in Science [5] and the American Journal 
of Psychiatry [6], the biopsychosocial model was formulated by George Engel 
(1913–1999), who was specialized in internal medicine, psychoanalysis, and 
psychosomatic medicine. However, George Engel was not a psychiatrist and 
never trained in psychiatry. Engel’s biopsychosocial approach has been based on 
the criticisms of rigorous biomedicine. According to a paper in a family practice 
journal [7], Engel’s criticisms on biomedicine were as follows: First, the correla-
tion of a biochemical alteration into illness can be poor. Second, the relationship 
between the presence of a biological derangement and the meaning of the symp-
toms remains tenuous. Third, psychosocial factors can be regarded as important 
determinants of susceptibility, severity, and course of illness. Fourth, the pres-
ence of biological derangements cannot be inevitably linearly associated with the 
effects of illness. Fifth, psychosocial factors can affect the outcome of biological 
treatments. Sixth, the doctor–patient relationship can affect the clinical outcome. 
Finally, unlike in animal models, study methods can profoundly influence the 
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patients and study subjects can influence the scientists. However, the failure to 
implement the biopsychosocial approach in psychiatry can contribute to the fail-
ure in establishing empirical concepts for reacting against the change of psychiatry 
into an aspect of biomedicine. Thus, to overcome the limitations of the biopsycho-
social approach in psychiatry, the adoption of potential new paradigms as alterna-
tive methods has been currently proposed in psychiatry [8–10].

In this chapter, we review the theoretical backgrounds, clinical criticism, and 
potential new paradigms for the biopsychosocial approach and suggest a more 
integrated biopsychosocial approach to psychiatric disorders.

Theoretical Backgrounds for the Biopsychosocial Approach

The psychobiology of Adolf Meyer (1866–1950), the Swiss-born American psy-
chiatrist, corresponded to the precursor of the biopsychosocial approach. From the 
viewpoint of Meyerian psychobiology, which opposes the concepts of categorical 
diseases and syndromes defined by Emil Kraepelin, psychiatric conditions were 
regarded as the reactions to life events. Moreover, in a Meyerian sense, in terms 
of psychiatric treatment, an understanding of the whole person from a longitudi-
nal view of their entire life history was emphasized, not simply a cross-sectional 
assessment of their present conditions. The Meyerian approach considered that 
psychiatric treatment could be defined as a compromise between the most diverse 
theoretical views and methods in practical eclecticism [10, 11].

Roy R. Ginker (1900–1993), the American neuropsychiatrist, played a sig-
nificant role in the intermediate link between the Meyerian psychobiological 
and the Engelian biopsychosocial approach [10]. According to Ginker, the term 
for the biopsychosocial model was coined and defined throughout the 1950s and 
the 1960s [12, 13]. Thus, the biopsychosocial approach originated from Ginker’s 
concept for psychiatry. Ginker criticized the psychoanalytic dogmatists and inter-
preted the Freudian contributions in light of Thomas Kuhn’s philosophy of sci-
ence [10, 14]. From Ginker’s viewpoint, although Freud’s psychoanalysis had 
previously contributed to the psychiatry revolution, the analytic theory resulted 
in the stagnation in the realm of psychiatry. Thus, Ginker considered that psy-
chiatry could be revolutionized by conceptualizing the biopsychosocial model. 
Ginker formulated the biopsychosocial model more definitely as follows: “The 
broad term biopsychosocial encompasses all aspects of the living organism. It 
indicates the inseparability of the environment from organic life and the relation-
ship between human existence and its social and cultural products [13].” However, 
despite Ginker’s priority of the term for the biopsychosocial approach, Engel never 
acknowledged this priority. Ginker’s conceptualizing of psychiatry was based on 
the general systems theory, which denoted that nature was arranged in a consecu-
tive hierarchy constituting of smaller and less complex units to bigger and more 
complex units. The general systems theory was introduced by the Austrian biolo-
gist Ludwig von Bertalanffy (1901–1972) and by the English-born American 
economist Kenneth Boulding (1910–1993) around the year 1955. In the general 
systems theory, each of the levels in the hierarchy was presented as an organic 
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dynamical whole or system, and each system was distinctively related and charac-
terized based on its levels. Moreover, for living organisms, there were no isolated 
units, all systems are affected by the parts, all levels were connected to each other, 
and one change inevitably resulted in another change [1, 12].

Rise and Fall of the Biopsychosocial Approach

Although the biopsychosocial approach was proposed as a reaction against the 
entire “scientification” of psychiatry, the rise of the psychosocial approach was 
definitely influenced by the rise of the empirical trends in the Diagnostic and 
Statistical Manual of Mental Disorders, the 3rd edition (DSM-III) [15] in the 
realm of psychiatry in the USA and around 1980. These trends can be attributed to 
the rise of psychoanalytic approach in the DSM-I [16] and DSM-II [17], and the 
placement of the biopsychosocial approach on the continuum between psychoana-
lytic and neurobiological dogmas. Moreover, there was a trend of the rise of the 
psychopharmacological approach compared to the decline of the psychoanalytic 
approach around the 1980s [8–10].

However, the biopsychosocial approach has been criticized in terms of several 
aspects as follows: First, despite the permission of all diverse treatment modali-
ties, a specific practical guidance for clinical psychiatry cannot be provided by 
the biopsychosocial approach in terms of its nature of “boundless psychiatry.” 
According to a metaphor from McHugh and Slaveney [18], the biopsychosocial 
approach is not like a recipe but rather a list of ingredients. Namely, in terms of 
understanding the psychiatric aspects in different conditions and in different cir-
cumstances, the biopsychosocial approach can list the relevant aspects of psychia-
try but cannot guide a decision for providing a specific therapeutic approach [19]. 
Second, although the biopsychosocial approach was initially designed to protect 
psychotherapies and as a reaction against biological psychiatry, the approach can-
not provide specific practical information for psychopharmacology through a valid 
and reliable method. Despite the initial purpose of conceptualizing the biopsy-
chosocial approach, it has been known that the approach unexpectedly resulted in 
the justification of the symptomatic use of psychotropic medications because of 
its arbitrariness of eclecticism [10, 20]. Third, the economic forces to enhance the 
biological dogmatism have not been prevented from the biopsychosocial approach. 
It is speculated that the biomedical model may strongly influence the effect of the 
pharmaceutical industry on current psychiatric practices [10].

Potential New Paradigms for the Biopsychosocial Approach

Ghaemi [8] has proposed several potential new paradigms as alternative methods 
for the biopsychosocial approach, including evolutionary or Darwinian psychiatry, 
pragmatism, integrationism, and pluralism.



An Integrated Bio-psycho-social Approach to Psychiatric Disorders 335

First, the evolutionary theory, known as Darwinian psychiatry, has been sug-
gested as a new paradigm for psychiatry [21]. From the viewpoints of Darwinian 
psychiatry, the susceptibility gene for schizophrenia has been regarded as the 
inevitable trade-off for adaptations related to key species-related innovations 
in humans [22–24]. Crow [25] has speculated that schizophrenia can be con-
ceptualized as the price that humans pay to acquire language, and shared com-
mon biological underpinnings of language and psychosis can be similar to a 
“big bang”-like genetic mechanism involving both the X and Y chromosomes. 
According to the hypothesis of Crow [23], because of many cases of non-recombi-
nation of Y chromosomes during meiosis, frequent genetic drift on the Y chromo-
some can develop. Thus, Crow [26] has hypothesized that one of these genes can 
be involved in both the speciation events of modern Homo sapiens and language 
ability. Additionally, Crow [24] has considered that Schneider’s first-rank symp-
toms correspond to the extreme forms of language disorder and the extreme form 
of difficulty in distinguishing between speech production and speech perception in 
the sapiens-specific language circuit may be a central symptom of schizophrenia. 
Moreover, it has been suggested that the creative thinking associated with diver-
gent thinking has been regarded as a compensatory reward of schizophrenia. It has 
been shown that creative thinking presents an inheritable pattern similar to that of 
schizophrenia, particularly in monozygotic twins [27]. Despite the advantages of 
the application of Darwinian psychiatry or evolutionary theory to psychiatry, skep-
ticism for these scientific methods results from the dogmatic applications of the 
paradigm [9].

The second alternative method, pragmatism, emphasizes open-mindedness and 
a hesitance to accommodate any single system of thought, from the approach of 
James [28], or antipositivism, that states that the community of investigators get 
closer to the truth but never perceive the absolute truth, based on the approach 
by Pierce [29]. Thus, the utilitarianism of the method, seeking to combine dif-
ferent methods based on pragmatic ends and value judgments, can be one of the 
novel alternative paradigms for the biopsychosocial approach [30]. Although the 
pragmatic approach includes the important value of avoiding dogmatism, it has a 
limitation in that seeking to combine different methods is quite similar to extreme 
eclecticism [8].

The third novel approach stems from the failure of the dogmatic approaches 
of Carl Wernicke and Sigmund Freud, thereby needing an integration of different 
methods or paradigms and a flexible attitude in the realm of psychiatry [9]. Eric 
Kandel, the Nobel prize-winning neuroscientist and psychiatrist, is the most rep-
resentative example of the modern integrationists. Kandel [31] showed that brain 
structure can be altered by the environment from his work on conditioned learning 
in the Aplysia where he demonstrated the two-way nature of interaction between 
brain and nature. Thus, it is postulated that neuroscience is linked to psychiatry, 
psychoanalysis, and psychotherapy. Namely, the post psychotherapy changes 
in brain function can be detected with neuroimaging. However, more system-
atic exploration is needed to better understand the differences between processes 
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operating at conscious and unconscious levels. Furthermore, there is promise in 
pretherapeutic brain marker predictors for favorable treatment outcomes, includ-
ing the pretreatment activity of the anterior cingulate and orbitofrontal cortices. 
Moreover, the improved outcome can be clearly achieved by combining novel 
pharmacological agents with psychotherapy [32]. It is presumed that the outcome 
of two different treatments including psychotherapy and pharmacotherapy can be 
predicted by specific and measurable biomarkers of the mental disorder, as well as 
neuroscientific connections between psychiatry, psychoanalysis, and psychother-
apy [33]. According to Kandel’s view [31–33], psychotherapy and psychoanalysis 
can be “neuroscientifically” justified and an approach for “neuro-psychoanalysis” 
can be developed [34].

Pluralism, the fourth approach, denotes neither an eclectic nor dogmatic per-
spective on psychiatry. The basic concept for pluralism means that all of psy-
chiatry cannot be explained only by a single paradigm. From the perspective of 
pluralism, each of the methods or paradigms has strengths and weaknesses, and 
the method or paradigm that can be established as the best approach is the one 
with the greatest number of strengths and the lowest number of limitations. Thus, 
from the pluralistic perspective, having a point of perspective beyond the cur-
rent confused eclecticism, as well as rejecting the dogmatisms of the biological, 
psychoanalytic, or postmodernistic perspectives, is important [8]. Karl Jaspers 
(1883–1969), the German psychiatrist and philosopher, took a stand in the plu-
ralistic trend in psychiatry. Jaspers has criticized the theoretical incompleteness 
of both the opposite extreme poles of Carl Wernicke’s dogma that “all mental 
illnesses are cerebral illnesses” and Sigmund Freud’s dogma that “all mental ill-
nesses are personality illnesses [35].” Moreover, Jaspers has initiated the phenom-
enological trend and the formulated rigorous distinction between explanation and 
understanding for evaluating the psychic phenomenon. Thus, Jaspers has proposed 
that, in terms of the phenomenological approach, explanation and understanding 
corresponds entirely to somatic and psychic approaches, respectively [36–40]. In 
a Jaspersian sense, psychiatry can be defined as a hybrid scientific discipline com-
bining the methods of social science and natural science [41].

A More Integrated Biopsychosocial Approach to Psychiatric 
Disorders

In terms of precision medicine, consistent with the paradigm shift of the theo-
retical construct from chemical imbalance to dysfunctional circuit, Insel [42] has 
proposed next-generation treatments for mental disorders. According to Insel’s 
proposal [42], the medication targets are changed from monoamines, cholin-
ergic pathways, and γ-aminobutyric acid (GABA) receptors to glutamate recep-
tors or transporters, neuropeptide receptors, neuroprotection or neurogenesis, 
synaptic plasticity, transcriptional or epigenetic modifiers, and neurophysiology. 
Additionally, the clinical targets are changed from psychosis, mood regulation, 
anxiety, and attention to a motivational state, attentional bias, executive function, 
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anhedonia, hopelessness, social deficits, and working memory. Moreover, the 
clinical treatments are changed from medications, psychotherapy, and electrocon-
vulsive therapy to targeted medications, structured psychotherapies, somatic thera-
pies, and combination treatments. Thus, the next-generation treatments for mental 
disorders proposed by Insel [42], can be an alternative paradigm for overcoming 
the obstacles of the biopsychosocial approach from the viewpoints of integration-
ism and/or pluralism. Furthermore, according to Insel’s view, the novel biopsycho-
social approaches to schizophrenia and panic disorder can be discussed.

Novel Biopsychosocial Approach to Schizophrenia

Since the most common antipsychotic medications are focused on positive symp-
toms mainly associated with dopamine, the need for improving cognitive and 
negative symptoms is unsatisfied. However, cognitive and negative symptoms, 
rather than positive symptoms, are more significantly associated with psychoso-
cial impairments in patients with schizophrenia. Glutamate, GABA, and other 
non-dopaminergic systems of the prefrontal cortex are proposed as the potential 
medication targets for schizophrenia. Additionally, epigenetic modifications with 
the balance of excitation and inhibition can be explained from the viewpoint of 
neurodevelopment and neural circuitry. Schizophrenia can be conceptualized as 
a neurodevelopmental disorder for the following reasons: Reduced elaboration 
of inhibitory pathways and excessive pruning of excitatory pathways in children 
contribute to alterations in the excitatory-inhibitory balance in the prefrontal cor-
tex and reduced myelination in the development of schizophrenia. Thus, nega-
tive symptoms can be directly related with synaptic connectivity in schizophrenic 
patients. Moreover, preventive intervention for the prodromal neurodevelopmental 
changes can be established [43]. Hence, the non-dopaminergic systems involved 
in schizophrenia, rather than dopaminergic mechanisms, should be the focus of a 
novel biopsychosocial approach for the treatment of schizophrenia [44].

Using the clarification of clinical features and the advent of biomarkers and 
new cognitive methods, the stages of schizophrenia can be neurodevelopmentally 
established [43, 45]. Thus, based on the cognitive and negative symptoms, each 
of the stages for schizophrenia can be defined as follows: Stage I is defined by the 
characteristics of genetic vulnerability that correspond to the likelihood of being 
diagnosed with a genetic sequence and family history. Stage II is characterized by 
cognitive, behavioral, and social deterioration, and by diagnosis through cognitive 
assessment, neuroimaging, and the Structured Interview for Prodromal Syndrome. 
Stage II can be managed with cognitive training, treatment with polysaturated fatty 
acids, and social support. Stage III is defined by abnormal thought and behavior 
and a relapsing-remitting course, which are assessed through clinical interview. 
Stage III interventions include medications and psychosocial interventions. Stage 
IV is marked by continued deterioration, unemployment and homelessness, medi-
cal complications, and incarceration. Stage IV interventions include medication, 
psychosocial interventions, and rehabilitation services.
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Novel Biopsychosocial Approach to Panic Disorder

A novel biopsychosocial approach to panic disorder can be proposed through a 
complete integration of behavioral, psychophysiological, neurobiological, and 
genetic characteristics. Serotonin, neuropeptides, glucocorticoids, neurotrophins, 
and other neurotransmitters have been the major targets for panic disorder-related 
molecular genetic studies. Despite the availability of current medications for panic 
disorder, there is still an unmet need for more effective, faster-acting, and more 
tolerable pharmacological interventions. Hence, novel pharmacological mecha-
nism-based anti-panic therapeutics including glutamatergic receptor modulators, 
orexin receptor antagonists, and corticotropin-releasing factor 1 receptor antago-
nists have been suggested [46].

The dysfunctional “cross-talk” between emotional drive (limbic structure) 
and cognitive inhibition (prefrontal cortex) and the fear circuit (amygdala–hip-
pocampus–prefrontal axis) have been continually regarded as the neural correlates 
of panic disorder. The pharmacotherapy for panic disorder may aim to improve 
learning during cognitive-behavioral therapy, targeted with plasticity in cortical 
structures. The effectiveness of pharmacotherapy has been demonstrated in both 
rodents and humans. The reductions of severe acrophobic symptoms are due to 
the use of pharmacotherapy together with D-cycloserine; a successful example of 
combination therapy. Thus, a novel biopsychosocial approach to panic disorder 
can be defined by targeting glutamate- and orexin-related molecular mechanisms 
associated with the fear circuit, which includes the amygdala–hippocampus–pre-
frontal cortex axis [47–49].

Conclusions

Under the influences of Meyer’s psychobiology and Ginker’s eclectic approach, 
the biopsychosocial approach has been developed to counteract the rise of biologi-
cal psychiatry and/or neuroscience. However, because of its ambiguous eclecti-
cism, the biopsychosocial approach has been devalued as “boundless psychiatry.” 
Moreover, unintentionally, the biopsychosocial approach has justified the symp-
tomatic use of psychotropic drugs in the realm of clinical psychiatry. Therefore, 
evolutionary psychiatry, pragmatism, integrationism, and pluralism have been 
proposed as novel alternative paradigms to compensate for the current eclecti-
cism of the biopsychosocial approach in treating psychiatric disorders. Among 
the novel paradigms, Eric Kandel’s link between neuroscience and psychother-
apy enable the conceptualization of neuro-psychoanalysis. In terms of precision 
medicine, therapeutic targets and treatments can be more sophisticated and spe-
cialized in clinical psychiatry, and the integration of pharmacotherapy and psy-
chotherapy is more emphasized. For example, since schizophrenia can be modeled 
as a neurodevelopment disorder, the integrations of psychotherapeutic and phar-
macological treatments can be used at all the stages of schizophrenia. Moreover, 
in terms of the more integrated approach to psychiatric disorders, the fear circuit 
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(amygdala–hippocampus–prefrontal axis) associated with glutamate- and orexin-
related molecular mechanisms may be the treatment targets in panic disorder.
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Abstract
Early detection and early intervention approach targets people at-risk stages 
who are very close to conversion to illness, or patients who have just transited 
the illness stage and have not, yet, become chronic. Rigorous efforts have been 
put in for early detection and early intervention in psychiatry. A high-risk popu-
lation is identified by clinical manifestations that, as per their severity and suf-
fering, do not yet meet the diagnostic criteria of psychiatric disorders. There 
have been attempts to break through the existing phenotype-based diagnostic 
system using biomarkers, but researchers have yet to overcome the heterogene-
ity of the disease. Nowadays, the clinical staging models in psychosis, bipolar, 
and depressive disorders have been proposed as a heuristic and a practical alter-
native to this. This model is evolving to integrate various demographic factors, 
clinical symptoms, cognitive functions, and biomarkers.
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Mental illness is one of the leading causes of disability worldwide [1]. They are 
not just an immense burden on those influenced and relatives, but also a social and 
economic burden on society. The World Health Organization (WHO) has given a 
high priority to prevention research on mental illness [2], the objective of which 
is to decrease the individual impairment, the stigmatization by the disease, and 
social expenses. Early detection and early intervention in psychiatric disorders 
have several simple principles; quick engagement, accurate assessment, evalua-
tion of disease course, and stages of development, intervention considering bio-
psycho-social aspects [3]. This approach targets people at-risk stages who are very 
close to conversion to illness, or patients who have just transited the illness stage 
and have not, yet, become chronic. Providing timely psychiatric help can assist the 
patients to recover more quickly, be more advantageous in their academical activi-
ties, regain their jobs, restore social ties, and eventually to live the fullest of lives. 
Hence, the consensus had been reached on the significance of early intervention 
in psychiatry, and studies began to focus on this topic. In the present article, we 
will look at the current situation for early detection on the major mental illnesses 
including psychosis, bipolar disorder, and depression, followed by the introduction 
of the clinical staging models for mental illness. This article first explores the cur-
rent high-risk studies for various mental illnesses and aims to provide the future 
directions of early detection studies in psychiatry.

Early Identification of Psychiatric Disorders

Early detection and early intervention in mental illness have been well studied in 
psychosis. It is suggested that schizophrenia is “brewed” and the signs and the 
symptom preceded long before the actual diagnosis of the illness [4]. Previous 
studies have reported that the shorter the duration to the first treatment after the 
onset of schizophrenia, the better the response to the treatment and the less recur-
rence [5, 6]. Reducing the duration of untreated psychosis (DUP) in the first-epi-
sode psychosis has become a crucial goal for clinicians to alleviate the severity of 
symptoms and prevent chronification of the disease. Thus, it was hoped that inter-
vention in the prodromal stage could further ameliorate, even delaying or prevent-
ing the onset of the disorder. Since the term “prodrome” is a retrospective concept, 
the terms “ultrahigh-risk” or “at-risk mental state” were introduced [7]. A large 
number of patients with schizophrenia already reported a variety of symptoms, 
including changes in perception, beliefs, cognition, mood, affect, and behavior that 
preceded psychosis, and only a small number of patients had developed the illness 
without any apparent symptoms [8]. Over the last 20 years, a number of psychosis 
studies have contributed to show the insight to detect and intervene individuals at 
high-risk for psychosis [7]. A high-risk population is identified by clinical mani-
festations that, as per their severity and suffering, do not yet meet the diagnostic 
criteria of schizophrenia. If necessary, the symptoms used to characterize the risk 
criteria are additionally combined with a decrease in general functioning and the 
genetic risk of the schizophrenia or comorbid schizotypal personality disorder [9]. 
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The risk population are then administered with interventions to postpone or pre-
vent a complete transition to major mental disorders. Meta-studies have reported 
that about one-third of high-risk individuals during the 3-year follow-up convert 
to psychosis [10]. The high false positive rate has raised ethical problems with the 
hope that the concept of psychosis high-risk group can effectively select candi-
dates who can have future conversion [11]. It is known, however, that samples that 
have not yet converted still have a low level of functioning and a high rate of non-
remission [12]. The presence of groups that do not transit to psychosis or remit 
from the high-risk state makes us to ask more questions about their characteristics. 
With the intensification of the high-risk group of psychosis studies, the incidence 
of psychotic outcomes gradually decreased [13]. However, a meta-analytic study 
has shown that intensive outreach campaigns predominantly targeting the general 
population and a higher proportion of self-referrals have been diluted in the pre-
test risk for psychosis studies [14]. This fact adds to the concern about the recruit-
ment pathway of the current high-risk for psychosis diagnostic system. Therefore, 
the elaboration of diagnostic criteria for high-risk psychosis and objectification 
through biomarkers should be considered more seriously.

Bipolar disorder (BD) is a chronic and potentially debilitating illness. Notably, 
about 60% of patients with bipolar disorder mostly have their first episode in their 
teenage years, usually between ages 15 and 19 [15]. Previous studies suggest that 
the bipolar prodrome is characterized by symptoms associated with dysregulation 
in mood and energy, and the symptoms and the signs found are represented in the 
categories of “irritability and aggressiveness”, “sleep disturbances”, “mania-type 
symptoms and signs”, “hyperactivity”, “anxiety-related symptoms and signs”, 
“mood swings”, and “depression-type symptoms and signs” [16]. Therefore, 
there was an expectation that these clinical phenotypes could be utilized to study 
bipolar prodrome [17]. In the past, studies on subsyndromal bipolar spectrum dis-
orders such as cyclothymia, bipolar disorder NOS, mood disorder NOS, or depres-
sive disorder, as well as bipolar disorder offspring sample, have been extensively 
studied [18]. However, as it is in the high-risk for psychosis studies, new studies 
are being conducted on those with attenuated mania symptoms that have not yet 
been diagnosed as bipolar disorder. Based on the experience from the psychosis 
risk syndrome, bipolar at-risk (BAR) criteria were proposed [19]. It consists of 
the following three subcategories: group 1, subthreshold mania; group 2, depres-
sion with cyclothymic features; group 3, first degree relative with bipolar disor-
der. Preliminary results reported a 14.3% incidence of the BAR criteria positive 
group, which was significantly higher than the BAR criteria negative group [20]. 
Besides the BAR criteria, Semistructured Interview for the Bipolar At-Risk States 
(SIBARS) and the Bipolar Prodrome Symptom Scale (BPSS) were also proposed 
[21, 22]. Unlike the high-risk for psychosis, the mainstream was the bipolar off-
spring study [23]. Bipolar prodrome studies still have a mixture of clinical pheno-
type and genetic risk group studies, and the use of terms has not yet been clarified. 
Future studies may better integrate these research lines.

A similar concept also exists in depressive disorder studies. Although it is 
not the peak period of onset, the incidence of depression is still high in young 
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people and about 28% experience depressive episodes before their 20 s [24]. When 
depression is chronic, recurrence is frequent, general functioning is deteriorated, 
and accompanying problems such as substance abuse are accompanied. Thus, it is 
imperative to detect depression early. The following three factors are the essential 
features of initial depressive disorder; [1] anxiety and irritability [2] subthreshold 
or minor depression [3] these symptoms are present in the first and subsequent 
episodes of major depression, which may inform efforts toward relapse preven-
tion [25]. However, many studies that have been conducted by using the exist-
ing depression diagnostic scale simply refer to mild depression as a prodrome. 
In addition, most early detection studies are primarily for post-natal depression 
or differential diagnosis from dementia [26, 27]. Despite the presence of many 
screening instruments for depression, a few studies exist, which in a longitudinal 
study design prospectively observe the subthreshold depression than other psycho-
sis studies.

More recently, a new concept covering all the possible outcomes of all major 
mental illnesses was proposed. For the first time, high-risk for psychosis individu-
als were examined for the possibility of developing into various mental illnesses 
[28]. The pluripotentiality of high-risk psychosis, however, is currently less sup-
ported. A recent study showed that high-risk psychosis is not a pluripotent group 
for various mental disorders but is indeed specific for psychotic disorders [29]. 
Besides, many of the illnesses, such as major depressive disorder, which are asso-
ciated with the high-risk psychosis group, are not the consequences of being at the 
risk state, but in fact coexist even from the baseline [30]. In contrast, risk states 
for mood disorder or anxiety were relatively more pluripotential compared with 
high-risk for psychosis [31]. Recently, the concept of broad clinical high-risk men-
tal state (CHARMS) was proposed [32]. It was made to reflect the transdiagnostic 
characteristics of the early stage of mental illness, and it reflects an “early shared 
pathway” or a form of pluripotency of the early clinical phenotypes of mental dis-
orders [33]. Therefore, initial symptoms or signs of mental illness may not have a 
fixed trajectory to a specific psychiatric disorder and may evolve into a range of 
different mental illnesses [34]. Hence, the CHARMS criterion is expected to be 
a useful diagnostic scale that enables highly efficient detection and intervention 
from the early stage of mental illness that requires clinical help.

Heterogeneity Issues

Today, the early diagnosis of mental illness largely depends on phenotypes repre-
sented by symptoms, rather than the objective markers derived from the disease 
pathophysiology. Diagnostic systems based on these phenotypes, thus, inevitably 
lead to problems of heterogeneity. Several recent studies have raised serious ques-
tions for us in the differential diagnosis of mental illness. While there has been 
robust evidence of increased dopamine synthesis capacity of the patients with 
schizophrenia, it was not well known whether this synthesizing capacity of dopa-
mine was related to the high-risk population before the onset of the psychosis. 
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Howes and his colleagues found evidence that the onset of psychosis is preceded 
by presynaptic dopaminergic dysfunction [35]. Moreover, in a subsequent study, 
they found that increased dopamine synthesis capacity was observed only in the 
high-risk group who later developed psychosis, and not in those who did not 
develop psychosis [36]. These findings have proven the value of dopamine syn-
thesis capacity in the high-risk population as a useful biomarker for predicting 
the onset of psychosis and have been considered as highly innovative discover-
ies leading to early detection and early intervention in psychiatry. However, fur-
ther studies threw the wet blanket on our expectations. In a study of people who 
 experienced hallucinations but were not diagnosed with psychosis, no significant 
difference in dopamine synthesis capacity was found compared with healthy 
controls [37]. In addition, when the schizophrenia patients were divided into the 
groups with good response to antipsychotic drugs and those with poor, no signifi-
cant group differences were present in their dopamine synthesis capacity [38]. In a 
test of the transdiagnostic dopamine hypothesis of psychosis, patients with bipolar 
disorder and schizophrenia showed the same pattern of dopamine synthesis abil-
ity in terms of symptom severity [39]. Taken together, these findings suggest that 
current diagnostic systems are not very efficient in making distinction between the 
psychiatric disorders in terms of dopamine synthesis capacity, there still have seri-
ous heterogeneity within the schizophrenia.

Clinical Staging

What is clinical staging? Clinical staging is, just, a heuristic and simplified type 
of diagnostic system [40]. Its utility has been well proven through the treatment 
of cancer, where the quality of life and expected survival rate depend on effec-
tive interventions. Staging of cancer is a system that assesses the development of 
the cancer by its growth and the spread. Contemporary practice allots a number 
from I to IV to a neoplasm growth, with I being a separated disease and IV being 
a disease that has spread to the furthest reaches of what the evaluation measures. 
The stage, for the most part, considers the extent of a tumor, regardless of whether 
it has intrusive neighboring organs, what number of territorial (adjacent) lymph 
nodes it has spread to (assuming any), and whether it has shown up in progres-
sively far off areas (metastasized). The pathophysiology of cancer is different 
depending on the type of the cancer. However, the cancer staging system provides 
a very useful guide for making clinical decisions and this system has high applica-
bility in various medical illnesses.

Clinical staging is distinguished from the existing diagnostic system for its 
consideration of the continuum of the illness course, as well as utilizing the fea-
tures from multiple time points of the illness course. Clinical staging is based on 
the fact that the disease gradually progresses over time. All disorders are diag-
nosed making considerations of all possible situations, such as a condition with 
the mild symptoms that do not yet meet the diagnostic criteria, and a condition 
that has already converted to a specific disease and is now in a chronic phase [41].  
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There are two fundamental assumptions in clinical staging. First, patients in the 
early stages of the disease have a better response to treatment and a better progno-
sis than those in the later stages. Second, the treatment provided at the initial stage 
should be more benign and useful [42]. The cross-sectional and longitudinal diag-
nostic considerations of the disease will help the clinicians expand the scope of 
appropriate interventions and provide adequate treatment for the patient’s status. 
This process is ultimately thought to help patients minimize risks and maximize 
benefits.

In schizophrenia, diagnostic systems prior to the DSM-IV identified the ill-
ness simply based on the symptoms, and, depending on their natures, the ill-
ness was divided into several subtypes, amongst which the residual subtype is an 
exception as it consists mostly of chronic patients. However, since the subtypes 
of  schizophrenia were derived from the categorical classification, based on phe-
nomenologies, rather than from the disease pathologic classification, many chal-
lenges were present when finding their usefulness in therapeutic response or actual 
biological researches. In the DSM-5, however, changes were made to include the 
attenuated psychosis syndrome in the diagnostic criteria, although it was included 
in the appendix with the limitation that further research is needed [43]. These 
changes can be considered to be more tailor-made because it allows clinicians to 
take into account various disease states by shifting away from the dichotomy of 
whether or not schizophrenia has developed. This strategy may still be useful in 
illnesses not only for schizophrenia, which is a progressive disease but also for 
a mood disorder, which recurs repeatedly. Primarily, Fava and Kellner proposed 
the first staging model of schizophrenia [44]. They referred to the first stage with 
depressed mood and negative symptoms as the prodromal symptom accompanied 
by deterioration of general functioning, the acute episode as the second stage, the 
residual symptom stage as the third stage, the chronic stage with the onset more 
than 6 months and less than 2 years as the fourth stage, and finally, the chronic 
phase of 2 years or more was classified into five stages. These disease stages were 
then refined by adding a premorbid stage and simplifying the residual and chronic 
stage [45]. Based on the experience with the high-risk population for psychosis, 
McGorry and his colleagues have presented an updated model that is not merely a 
demonstration of the natural course of schizophrenia, but rather an updated model 
that further subdivides the prodromal phase so that it can be implemented for early 
detection and early prevention of disease [46]. To do this, the authors proposed 
appropriate interventions for each stage. At stage 0, subjects show no apparent 
symptoms or signs. Then, subjects show mild or nonspecific symptoms or signs at 
stage 1a and present moderate subthreshold symptoms at stage 1b. At stage 2, sub-
jects convert to first-episode psychosis, which can be diagnosed. Stage 3a refers 
to incomplete remission from the first-episode psychosis and stage 3b refers to 
recurrence or relapse of the disorder. Multiple relapses are objectively present at 
stage 3c. Finally, stage 4 refers to severe, persistent, or unremitting illness. The 
clinical staging model led to attempts to integrate and better explain the biologi-
cal changes of schizophrenia. This is an attempt to link the clinical phenotypes to 
specific pathophysiological mechanism, and the cognitive markers, brain structural 
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markers, mismatch negativity as a marker of brain function, sleep and chronobio-
logical markers, neuroendocrine markers, and inflammatory and oxidative stress 
markers were proposed [47]. Validation of this model is still being conducted. So 
far, there was no difference between stage 0 and normal controls in the model, 
and, further, a significant gradual increase in clinical severity was observed with 
the progression of clinical stages from stage 0, stage 1a, and stage 1b [48]. This 
construct validity was also confirmed in schizophrenia spectrum disorders, as well 
as in stage 4 [49, 50].

Mood disorder was more elaborate than schizophrenia, reflecting the charac-
teristics of the cyclic disease course. Stage 1a describes the subclinical level, with 
stage 1b describing an attenuated type, similar to those in schizophrenia, but from 
stage 3, the model is subdivided. Stage 3a refers to recurrence of subthreshold 
mood symptoms, stage 3b refers to first-threshold mood symptoms and stage 3c 
refers to multiple relapses [51]. However, although the main symptoms required 
for the diagnosis of high-risk for psychosis are limited to attenuated positive 
symptoms, stage 1a and stage 1b of hypothetical clinical staging model in bipolar 
disorder have a wide range of symptoms such as dysthymia, cyclothymia, mood 
fluctuation with comorbid symptoms of anxiety, substance abuse/misuse, con-
duct problems, suicidal thoughts/gestures, subthreshold psychotic symptoms, or 
a major depressive episode with bipolarity or admixtures of these symptoms and 
rapid changes between phase. It is also claimed that items such as a family history 
of bipolarity and suicide, a highly recurrent pattern of illness, early age of onset, 
atypical features (hypersomnia, hyperphagia, rejection sensitivity, leaden paraly-
sis), abrupt onset or offset of episodes and brief episodes, postpartum episodes, 
severe premenstrual syndrome, psychotic features melancholia, a seasonal pattern, 
and prominent irritability should also be included in the category [52]. In stage 3, 
psychiatric conditions, mainly due to insufficient treatment, further complicate the 
discussion with the presence of bipolar II disorder, mixed state, and subsyndro-
mal depressed state. However, the construct validity of the clinical staging model 
in bipolar disorder, like how it is in schizophrenia, has been confirmed through-
out the stages of the high-risk to the refractory. Notably, the presence of a family 
history of bipolar disorder is the most significant risk factor for later transition to 
a bipolar disorder [53]. Biomarkers for predicting the onset of bipolar disorders 
include peripheral biomarkers such as antithyroid peroxidase antibodies, salivary 
cortisol levels, inflammation factors in blood, and cerebral metabolite concen-
trations ratio, but more research is needed to integrate with the clinical staging 
model. Staging model of depressive disorder is divided into stage 1a, which is 
characterized by mild functional impairment and fluctuation, but no depressive 
mood, and stage 1b, which is characterized by subsyndromal mood syndromes 
of clinical interest. In stage 3, there are three substages in which stage 3a refers 
to sleeping disorder, anxiety, irritability, libido but not mood symptoms; stage 3b 
refers to depressed mood, guilt, hopelessness; stage 3c refers to dysthymia [54].

However, clinical staging models based on specific mental disorder is being 
challenged today. High-risk for psychosis have specific criteria for psychosis, but 
other such prodromal stages for mental illness still have difficulties in maintaining 
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their specificities [55]. Anxiety disorder is commonly observed at the prodromal 
stage of mood disorder, and mood disorders are also common in the prodromal 
stage of schizophrenia [56]. This pluripotentiality is widely observed in the high-
risk state of anxiety disorders, depression, and bipolar disorder, and psychosis 
also occurs in these high-risk groups [31]. Therefore, considering the phenotyp-
ing diagnosis system of mental illnesses, it is an important issue that there exist 
overlapping areas between the symptoms and the illnesses. Ultimately, the staging 
model should be extended to the transdiagnostic model. Recently published meta-
analytic investigation proposed the integrating model of clinical staging model of 
bipolar disorder [57]. This model shows stage 1 of non-mood disorders, stages 2, 
3 of non-bipolar mood disorder, and stage 4 of mania/hypomania, together with 
possible substance use disorders. This model is becoming more convincing as the 
results of comorbid disorders and mood disorder clinical course are integrated. 
This type of integration eventually will evolve into a model encompassing both 
psychosis, bipolar disorder, unipolar disorder, and anxiety disorders [47]. When 
individuals at high-risk for psychosis, for example, convert to bipolar disorder, this 
model will help to resolve confusions whether the subjects had been mislabeled 
as a high-risk for bipolar disorder or had still been at a high-risk state of psycho-
sis. However, the transdiagnostic approach in the psychiatric area still has several 
methodological inconsistencies [58]. Interestingly, a feasible model for predict-
ing the onset of psychosis in high-risk groups has been published using empirical 
data, and recently a transdiagnostic model has also been proposed [59–61]. These 
models have excellent value in terms of making the theoretical model available in 
clinical practice. Therefore, it will be essential to verify the validity of the clinical 
staging model and elaborate it into a replicable model.

Ethical Considerations

Despite the good intentions, the problem of early detection of mental illness is 
caused by a high percentage of false positives. According to the current studies, 
only one-third of the subjects diagnosed with high-risk for psychosis are known to 
develop psychosis [10] and the results of prospective bipolar prodrome or depres-
sive prodrome studies are not yet clear. However, preliminary results suggest it 
to be no more than one-third [19]. The small number of conversions limited the 
power of the study to identify associations with risk factors that have previously 
been reported to predict bipolar disorder [62]. This suggests that a large number 
of subjects will be diagnosed unnecessarily due to early detection. High ratio of 
false positives can lead to unnecessary social stigmatization that these people are 
dangerous, and can also cause anxiety to people that they may develop the ill-
ness at any time. Also, any medical effort to get out of a high-risk state can cause 
unnecessary medical costs or insurance problems [11]. Finally, those who are at 
high-risk for mental illness are mostly minors and need a guardian for medical 
decisions. Therefore, there is a risk that their autonomy will be restricted. Thus, 
the risks of stigmatization, side effects of medication, and restricted autonomy 
may need to be balanced against the therapeutic benefit of early intervention.
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Conclusion

Rigorous efforts have been put in for early detection and early intervention in psy-
chiatry. Early detection is tightly coupled with the development of the diagnostic 
system of mental illness. There have been attempts to break through the existing 
phenotype-based diagnostic system using biomarkers, but researchers have yet to 
overcome the heterogeneity of the disease. Nowadays, the clinical staging model 
has been proposed as a heuristic and a practical alternative to this. This model is 
evolving to integrate various demographic factors, clinical symptoms, cognitive 
functions, and biomarkers. It is expected that the clinical staging model that can be 
used in clinical practice will be further developed in the future.
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Nothing is as important as a good theory.
—Kurt Lewin

Abstract
From its beginning, psychiatry has been always characterized by different ori-
entations in the forms of “schools”, “fields”, “branches”, etc., some of which 
were dominating during different periods of time. Today psychiatry seems to 
be in cul de sac of a serious scientific crisis and in the midst of the paradigm 
clashes. Academic psychiatry has been more and more criticized to be more or 
less irrelevant to clinical practice. The new field called theoretical psychiatry is 
fundamental for further scientific and professional maturation of psychiatry at 
the twenty-first century. Theoretical psychiatry pursues knowledge and under-
standing of mental disorders, and it operates so through the formulation, testing, 
and evaluation of theories. Digital revolution is changing significantly all fields 
of science, medicine, and psychiatry changing regimes and methods of knowl-
edge production. Big data approach promises to provide the scientific holy grail 
in psychiatry, a single overarching theory or multiple theories and models that 
unify all the scientific disciplines. Brain is place where biological, psychologi-
cal, social, and spiritual mechanisms meet each other and interact. Theoretical 
psychiatry should give all psychiatrists a common language, build bridges over 
academic gaps, and creatively export insights across disciplinary borders.
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Introduction

The challenges of the twenty-first century, called the century of mind, the 
merger of infotech and biotech in medicine and cross-disciplinary interactions, 
are upon psychiatry. Psychiatry today faces with serious crisis and vigorous 
critiques of its theory and practice from many sides, although it has improved 
the lives of many people suffering from mental disorders [1]. The present cri-
sis of psychiatry is predicated on “its ambiguous position as medical specialty, 
institution of social control, and secular arena for dealing with moral, spir-
itual, and existential problems” [2] as well as on its divided professional self 
and fragmented identities. The beginning of the twenty-first century has marked 
the strong need for a new field called “theoretical psychiatry” for the further 
scientific and professional maturation of the discipline [3]. In recent decades, 
huge progress in technology has resulted in a fascinating accumulation of new 
findings and concepts about all major mental disorders. However, the general 
sense in psychiatry and about psychiatry is that we are still far from an inte-
grated and holistic understanding of mental health and mental disorders as well 
as from satisfactory treatment and prevention of mental disorders. From its 
very beginning, psychiatry has been characterized by different concepts, ori-
entations, and approaches. These were formalized as “schools”, like psychoa-
nalysis and psychodynamic psychiatry, social psychiatry, medical psychiatry, 
biological psychiatry and pharmacopsychiatry, evolutionary psychiatry, etc., 
which bore influence during different eras. All models and explanations for 
mental disorders to date are more or less speculative and do not offer clear pre-
dictions in terms of prognosis, precise diagnosis, comorbidities, and treatment 
responses. Psychiatry has been frequently criticized because of weak science, 
of ethical lapses, and of pharmaceutical industry’s corruption of the research 
enterprise with undisclosed conflicts of interest, inadequate research design, 
biased analyses, exaggerated claims, and misleading conclusions [4] Academic 
psychiatry is claimed to be without intellectual excitement and to be almost 
irrelevant to clinical practice and mental health field [5]. The motto of the X 
World Congress of psychiatry in Madrid 1996 “One World, One Language—
Paving the Way of Better Perspective for Mental Health” has still remained 
only a nice dream. Be that as it may the new field called theoretical psychia-
try based on philosophy of science and medicine, big data, and computational 
science is fundamental for further scientific and professional maturation of 
psychiatry and response to crisis. It has been argued that the gap between sig-
nificant theoretical possibilities and poor situation in clinical practice as well as 
between academic and clinical psychiatry has been large so that the cross-dis-
ciplinary interactions and transdisciplinary systems approach are of paramount 
importance.
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Fragmentary Identities and Divided Self of Psychiatry

If a theory did not explain the fact, then there was something wrong with the theory.
—Mehl (1989)

Theory and practice of psychiatry are fraught with debate, conflicts, confusion, 
and mutual annihilation and negation as well as with unnecessary and unproduc-
tive polarization, mistrust and disrespectfulness between proponents of different 
disciplines. Placed at the crossroads of biomedicine, the social sciences, and the 
humanities [6], psychiatry has several partial or fragmentary identities related to 
its biologic, psychodynamic, social, and culture subspecialties with many psychi-
atric schools. Many of these schools not only do not accept but criticize and negate 
the most basic tenets and treatment principles of the others. Disparate psychiatric 
branches are rooted in different modern and postmodern philosophical and scien-
tific viewpoints about the nature of human beings and the nature of psychiatric 
problems [7–10]. Their proponents are talking different languages, making differ-
ent assumptions and theories, use different criteria and methods and practice dif-
ferent systems of values. When looking at Table 1, one can say that psychiatry is 
a clash field where science, pop-science, pseudoscience, and antiscience confront 
one another.

At present we can identify several models of interactions between varied fields 
and schools in psychiatry: (1) the contact model: there is some overlap between 
the fields and schools in psychiatry which can interact into conflict or harmony; (2) 
the conflict model: differed fields and schools are in essential and principal conflict 
because they have used different information processing styles and methods; (3) the 
independence model: the fields and schools operate independently as separate dis-
ciplines which ARE quite removed from each other because they operate from dif-
ferent positions; (4) the dialogue model of pluralism: even the fields and schools 
are separated they communicate on the common ground of epistemology; and (5) 
the Integration model refers to transdisciplinary unification of different perspectives 
and paradigms. Psychiatry has yet to become a coherent field of scientific theory 
and one unified and standardized practice; rather it looks like a loosely assembled 
set of theoretical concepts and practices. Although many of the fragmentary psy-
chiatric schools lack respect for, aggressively criticize, and negate the fundamental 
tenets and treatment principles of others, it is evident that there are common threads 
in many of these schools. The challenges of the present time push mainstream psy-
chiatry to move beyond the narrow and fragmentary frameworks that characterized 
the discipline in the last century. It is wrong to pit biological, psychological, social, 
and spiritual concepts of mental disorders against one another as well as therapeutic 
procedures related to them. As different risk and ethiopathogenic factors may be 
complementary, rather than competitive excluding one another, so varied explana-
tions and models may be interconnected and complementary because they are just 
different ways of talking about the same issue. The identification of etiopathogen-
esis is usually based on instrumental reasons to be able to obtain the desired out-
come of treatment and depends on what are processes to be controlled. The systems 
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approach suggests that the only way to understand the complex issues of mental 
disorders and human suffering is to approach them in a holistic multiperspec-
tive transdisciplinary way using different levels of explanation and both analytic-
focused top-down processing and heuristic-global bottom-top processing [11]. The 
various perspectives and dimensions are interconnected and interdependent, and 
cannot be fully understood separately. According to the systems theory, the whole is 
more than the mere sum of its parts, and the interconnections between the parts add 
a specific and distinct quality and dimension to the whole. While the focus of the 
reductionistic, mechanistic, and formistic information processing is on the parts, the 
systems approach emphasizes the whole [12]. The application of the transdiscipli-
nary systems approach helps us understanding mental disorders and their treatment 
and prevention in a better and more appropriate way and offers a broader range of 
more efficient treatment strategies and options.

Table 1  Psychiatry in operation: syndrome of divided and fragmented professional identity

Medical psychiatry—Biological psychiatry—Biopsychiatry—Pharmacopsychiatry—
Biophysical psychiatry—Biometaphorical psychiatry—Circuits-based psychiatry—Organic 
psychiatry—Clinical psychiatry—Descriptive psychiatry—Bihevioral medicine—
Psychodinamic psychiatry—Existential psychiatry—Social psychiatry—Communal psychia-
try—Holistic psychiatry—Humanistic psychiatry—Integrative psychiatry—Transcultural 
psychiatry (Intercultural psychiatry—Cultural psychiatry)—Etnopsychiatry—Interpersonal 
psychiatry—Narrative psychiatry—Neuropsychiatry—New brave psychiatry—Energetic 
psychiatry—Quantum psychiatry—Atomic psychiatry—Moral psychiatry—Spiritual psychia-
try—General psychiatry—Special psychiatry

Modern psychiatry—Personalized psychiatry—Patients-friendly psychiatry—Patient-centered 
psychiatry—Positive psychiatry—Postmodern psychiatry—Postpsychiatry—Client friendly 
psychiatry

Law (forensic) psychiatry—Military psychiatry—War psychiatry—Industrial psychiatry—
Community psychiatry—Pastoral psychiatry

Prenatal psychiatry—Child psychiatry—Adolescence psychiatry—Adult psychiatry—
Developmental psychiatry—Gerontopsychiatry—Feminists psychiatry—Female psychiatry

Academic psychiatry—Experimental psychiatry—Scientific psychiatry—Evidence-based 
psychiatry—

Evolutionary psychiatry—Molecular psychiatry—Genetic psychiatry—Nutritional psychia-
try—Metapsychiatry—Computational psychiatry—Theoretical psychiatry—Transdisciplinary 
integrative psychiatry—Multidimensional psychiatry—Systems psychiatry—Comparative psychia-
try—Complementary psychiatry—Comprehensive psychiatry—Consultative (Liaison) psychia-
try—Creative psychiatry—Dialectical psychiatry—Eclectic psychiatry—Mental health sciences

Ecological psychiatry—Public health psychiatry—Preventive psychiatry

American psychiatry—European psychiatry

Telepsychiatry (E-psychiatry)—Virtual psychiatry—Avatar psychiatry—Digital psychiatry

Antipsychiatry—Official psychiatry—Alternative psychiatry—Political psychiatry—Radical 
psychiatry—Critical psychiatry—Liberation psychiatry—Toxic psychiatry—Fragmentary 
psychiatry—Marketing-based psychiatry—Orthodox psychiatry—Private psychiatry—Folk 
psychiatry
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The Problem of Truth and Validity in Psychiatry: Between 
Science and Pseudoscience

Truth in science can be defined as the working hypothesis, best suited to open the way to 
the next better one.

—Konrad Lorenz

Truth is a fruit which should not be plucked until it is ripe.
—Voltaire

Many clinicians are confronted with the fact that the evidence, concepts, and 
explanations that they learned in their school of medicine or during official spe-
cialized training programs have changed, often fundamentally. Further, in the 
last years, there has been an increasing number of warning reports “that in mod-
ern research, misrepresented, false and unuseful findings may be the majority 
or even the vast majority of published research claims” [13–18]. Some studies 
have also stressed a decreasing quality of published literature due to an increas-
ing competition for grants and jobs, the current mania for publishing papers, and 
a disproportionate emphasis on quantity over quality in scientific outputs, huge 
administration, and overreliance on reductionism [17]. As psychiatry has been 
divided by different schools and practice of thoughts explaining mental disorders 
from some narrow perspectives, the problem of truth in psychiatric research and 
practice has become a serious question. Pseudoscience and evidence-biased medi-
cine represent a serious threat to research and clinical practice with the problems 
and complications that are manifold and not easy to be resolved. Biomedical sci-
ence as well as psychiatry in general is getting more and more complicated and 
should be understood as more as possible in an integrative, holistic, and transdis-
ciplinary way. Each study should be evaluated in the context of what we really 
know and what we don’t know about the object of study, existing data and what 
make sense from different paradigms and perspectives (see sections “Definiton 
and Some Key Terms” and “The Goals of Theoretical Psychiatry: Completing Full 
Circle, from Observation and Clinical Experience to Theory and Back”). To be 
able to get beyond pseudoscientific deceptions and spins, medical doctors need to 
be familiar with philosophy and psychology of science [11, 19, 20] different strat-
egies of thinking and information processing and able to read between the lines.

Evidence-Based Versus Evidence-Biased Medicine 
in Psychiatry: Misunderstanding, Fraud and Spin

After all, the ultimate goal of all research is not objectivity, but truth.
—Helene Deutsch

As so in life, it is not a case of true and false, but of true and more true.
—Plato: Letters to my Son

Evidence-based medicine (EBM) as the highest standard of health care [21] 
became a very promising mainstream concept in psychiatry at the very beginning 
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of twenty-first century. The antithesis of EBM is practice based on pseudoscience, 
tradition, vogue, marketing, and authority [22]. Isaacs and Fitzgerald [23] reported 
seven alternatives to EBM: eminence-based medicine, vehemence-based medi-
cine, eloquence-based medicine, providence-based medicine, diffidence-based 
medicine, nervousness-based medicine, and confidence-based medicine. It is very 
important to differ personalized from de-personalized EBM. The philosophy of 
personalized or person-centered EBM encompasses five essential principles: (1) 
it is grounded on basic health care values (values-based medicine); (2) it requires 
that scientific evidence should be a base in making health care decisions; (3) it 
recognizes that the scientific evidence is complicated, hierarchical, often uncertain 
and ambiguous, and usually limited; (4) it assumes that other factors like patients’ 
human rights, values, preferences, and choices are also important factors in med-
ical decisions; (5) it argues that clinical expertise is an important component in 
medical decisions [24]. Here, a thorny questions arise: what is evidence and how 
do we know it is proper? According to the Encarta Concise Dictionary, Student 
Edition [25], evidence means “something that gives sign or proof of the existence 
or truth of something, or that helps somebody to come to a particular conclusion”. 
The last meaning “something that helps somebody to come to a particular conclu-
sion” means also facts, testimony, and proof in support of a statement, claim, or 
belief. But collected facts and data do not speak for themselves alone; they are 
subjects to varying thinking strategies and information processing depending on 
who is doing the information processing. It is important to note that the expecta-
tions from EBM have not been commonly fulfilled, the results have been often dif-
fered from practice-based evidence [26].

The problems with EBM in modern psychiatry and clinical psychopharma-
cology are manifold and are products of misunderstanding, fraud, and spin [27]. 
According to Marshal [27], fraud is defined as deliberate falsifications of study 
results, whereas spin is an attempt to mislead that falls short of actual falsification. 
Misunderstandings are usually results of mechanistic, formistic, reductionistic, and 
linear thinking. The existence of many different models, languages, and paradigms 
within competing, sometimes bitterly opposing schools of thought, is an important 
source of misunderstandings. The terms evidence-based practices (EBPs) and best 
practices are synonymous to many experts, yet they often have different mean-
ings in real life [28]. EBPs refer to treatment modalities with scientifically proven 
effectiveness, while best practices refer to treatment modalities evaluated as most 
effective by a majority. EBPs and best practices sometimes overlap. Best practices 
may be biased by the actual beliefs, attitudes or theories of opinion makers in the 
field, by the prejudices of guild organizations or by the successful marketing of 
pharmaceutical industry. Proclaimed best practices are sometimes shown incor-
rect by reliable scientific research. On the other hand, the results of many rand-
omized controlled trials (RCTs) and basic research are not confirmed in clinical 
practice and they may lead to the so-called science-biased practices. That’s why 
the best evidence-based (RCTs) practices are only those confirmed by practice-
based evidence (naturalistic studies, pragmatic trials). The majority of the large 
RCTs undertaken in clinical pharmacology are sponsored by the pharmaceutical 
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industry with the aim to demonstrate to regulatory agencies the efficacy of investi-
gated drug over placebo. However, there are significantly less natural, pragmatic or 
observational studies [29] demonstrating the effectiveness of drug in the real clini-
cal context on the real patients’ population which is more heterogenous and with 
severe disorders than those in registration RCTs. Furthermore, negative studies are 
very rarely published, so that what we call EBM in the form of guidelines and 
algorithms may be biased and become evidence-biased medicine [22].

Psychiatry is unique in being a creative network of natural sciences and human-
istic sciences in which both are essential for gathering and integrating relevant, but 
very heterogenous data, information, and knowledge in order to construct a coherent 
model of mental disorders and their possible treatment. For a better understanding of 
EBM, it is very important to have in mind the concept of epistemological responsi-
bility [30]. According to this concept in clinical practice, psychiatrists are expected 
to recognize the best possible diagnosis and create the best treatment plan for indi-
vidual patients instead of strict following clinical guidelines blindly and so deferring 
their responsibility to them. EBM rule-based reasoning determined by clinical guide-
lines should be complemented by narrative reasoning and case-based reasoning.

At the end of the day, although all is not said and done, EBM is here to stay 
integrating evidence-based practice and practice-based evidence in the spirit of 
epistemological responsibility. Many health care opinion leaders have recognized 
EBM as “one of the most important medical milestones of the last 170 years plac-
ing the practice of medicine on a solid scientific basis” [31, 32]. It is important 
to have in mind that EBM should be the integration of (1) best research evidence 
(clinically relevant patient-centered research), with (2) clinical expertise (to iden-
tify unique health states and diagnosis, individual risks and benefits, as well as 
personal values and expectations, and with (3) patients values (unique preferences, 
concerns, and expectations) which should be integrated into effective clinical 
decision.

The Dominance of Nomothetic Versus Idiographic Knowledge

Epistemological problems in modern psychiatry are manifold. There is a re-emer-
gence of the old clash in psychiatry between observation and empathy, general 
causal laws and diverse meaningful accounts, explanations, and understanding 
[33] that is, in fact, the clash between nomothetic and idiographic knowledge. The 
dominance of nomothetic knowledge impoverishes both scientific discourse and 
clinical practice. It is a well-known fact that what is statistically significant may 
not be clinically significant, and vice versa. Emphasizing nomothetic knowledge 
promotes a technical rationality in psychiatry which is not sufficient for address-
ing human health and disease problems. Clinicians in everyday practice treat indi-
viduals not groups, real patients not statistical ones. In everyday clinical practice, 
the question is not what a group of patients with the same diagnosis would ben-
efit from, but rather what would be an optimal choice with the most benefit for 
an individual patient. Furthermore, the overall effect of any treatment depends on 
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many complex internal and external factors. Each medication, for example, has its 
specific pharmacodynamic and non-specific psychological effects that may also 
significantly influence the final treatment outcome. That’s why idiographic knowl-
edge, characterized by tendency to specify and understand the meaning of contin-
gent, accidental, and often subjective phenomena, is needed to estimate what the 
optimal treatment choice is for an individual patient [34]. An exclusive focus on 
idiographic knowledge is associated with a number of blind spots including dif-
ficulties in differentiating what is optimal for individual patients from what may 
be useful for a group of patients with the same diagnosis; harmful mistrust of pro-
fessionals who operate on the basis of nomothetic evidence; and an oppositional 
discourse and blaming for problems [34]. The fact is that neither nomothetic nor 
idiographic knowledge alone is sufficient pillars for good clinical practice. For 
a rational and creative therapeutic approach, both nomothetic and idiographic 
knowledge are necessary evidence components.

Defining strictly and clearly specific mental disorders and specific treatments 
for them is a wishful thinking and exercise, and has not still become a success-
ful practice in modern psychiatry. Within this framework, the priority is to diag-
nose and treat specific mental disorders with specific drugs and other methods 
that influence the psychopathophysiological processes associated with particular 
disorders. Clinical guidelines and research, focused on diagnostic groups which 
are very heterogeneous, are based on nomothetic knowledge. The key goal of 
research, for example, in biological psychiatry and psychopharmacology is to 
establish causal relationships between specific pathophysiological processes and 
specific mental diseases, and to choose rational treatment options on this basis; 
context, meaning, and reasons are neglected. RCTs have become a gold stand-
ard for evaluating drug efficacy and effectiveness and a cornerstone of evidence-
based psychiatry [29]. They produce nomothetic knowledge and are characterized 
by tendency to generalize and derive laws that explain objective phenomena. 
Inferential statistics are used for evaluating the likelihood of intervention or drug 
X producing outcome Y in the form of the Number Needed to Treat (NNT) statis-
tic. NNT refers to the number of patients who must be treated to achieve a positive 
outcome or prevent a negative outcome [34]. Therefore, the more effective treat-
ments are those with a lower NNT. According to this concept, the optimal drug 
treatment is that with the lowest NNT, which “at least in theory, and sometimes in 
practice can be expressed as a deterministic flowchart” [34].

Science, Pseudoscience, and Antiscience in Psychiatry

Science is a dominant force in our lives, and as such it presents many people a very 
ambivalent love-hate relationship.

—Feist (2006)

Psychiatry has been commonly criticized as science in question or “quasi- 
scientific intellectual discipline that drew on the biological sciences” [35]. Science 
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has usually been considered an objective, self-correcting, truthful and reliable 
human endeavor as well as the most important reliable source of knowledge and 
progress in medicine and psychiatry. However, we must always have in mind the 
gap between reality and our understanding of it and that there are no perfect and 
absolute scientific truths and knowledge. It may be useful to differ three guises of 
science: science as fact, science as hypothesis, and science as dogma [36]. In prac-
tice sometimes scientific hypothesis can be promulgated as fact, taught as dogma, 
and converted into philosophy, religion or mythology [36]. Generally speaking, 
science has progressed by forming hypotheses, which according to philosopher 
Karl Popper can never be proven, they can be falsified or rejected. In addition to 
this concept of falsifiability or falsificationism which promotes the deductivism as 
the standard of scientific thinking, there are still two major theories of scientific 
reasoning: inductivism and explanationism or holism [31]. Falsifiability is criti-
cized as “both a naïve account of scientific practice and an unreliable guideline 
to demarcate between science and pseudoscience” [37]. Inductivism, dominant 
reasoning in medicine, represents information processing from a limited num-
ber of observations to wider, more probable generalizations, e.g., inferring diag-
nosis from a set of symptoms. Explanationism (holism) refers to the inference to 
best explanation so that “scientific evidence should be integrated and contrasted 
with the totality of our beliefs and knowledge” [31]. Antiscience is a position 
that rejects science as an objective method that can generate universal knowl-
edge. Postmodernism which promotes the relativity, instability, and indetermi-
nacy of meaning dismisses all trials to understand totalities or construct Grand 
Theory [11]. It is clear that scientific reductionism is not a good way to reach an 
understanding of a complex world of mental health and mental disorders, but the 
scientific approach is the best what we have. It is very important to distinguish 
scientific knowledge from its pseudoscientific look-alikes. Pseudoscience (a Greek 
word meaning false) and antiscience are positions of some branches within critical 
psychiatry and antipsychiatry. The seven key words of good science and research 
are: integrity, motivation, capacity, understanding, knowledge, experience, and 
creativity. Without integrity motivation is dangerous, without motivation capac-
ity is impotent, without capacity understanding is limited, without understanding 
knowledge is meaningless, without knowledge experience is blind, without experi-
ence creativity is impossible, without creativity there is no progress. Demarcations 
of science from pseudoscience are very important from both theoretical and prac-
tical reasons. The first reason is theoretical and it goes to the epistemology and 
to the core of the nature of truth, evidence, and discovery (“How do we really 
know what we think that we know”). The second reason is political and eco-
nomic because a huge amount of money has been spent on biomedical research. 
The false and misrepresented pseudoscientific data may all contribute to evidence-
biased medicine and treatment inefficiencies as well as to the wasting of limited 
funding and investigators’ work. The third reason is ethical because pseudoscience 
can be harmful to patients, sometimes fatally so, and undermine public confidence 
in scientific medicine.
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Pseudoscience is non-science; it is invalid or fake science posing as real sci-
ence involving varied fads and fallacies in the name of science. In medicine, 
pseudoscience represents any theory or method that claims falsely or mis-
takenly to be scientific or that is falsely or doubtfully regarded as scientific 
although they lack supporting evidence and plausibility. Term pseudoscience 
also refers to a field, practice, or body of knowledge claimed to be consistent 
with the norms of scientific information processing and research, but in reality, 
fails to meet these norms. In other words, pseudoscience is characterized by 
producing irreproducible, incorrect or falsified results, and non-useful research 
data. Pseudoscience can be product of misunderstanding and lack of educa-
tion, fraud, and spin. Pseudoscience, fabrication, falsification, spin, and pla-
giarism are serious forms of scientific misbehavior that jeopardize the image 
of scientific journals and scientific community. While fabrication (making up 
data, results or cases) is evidently fraudulent scientific malpractice, pseudo-
science lies somewhere between scientific fraud, bias, misunderstanding, and 
simple careless, and it is not easy to define it. With regard to scientific fraud 
and spin, the intention to deceive is a key element. Falsification is defined as 
willful or deliberate modifications of study results, while spinning is related to 
some kind of wishful thinking and subjective differences in research design-
ing or interpreting. Researchers have great latitude in how they process data 
and report their results in the medical literature. Three common types of spin 
can be identified [27]: (1) spinning by selective reporting (e.g., not reporting 
disappointingly negative findings), (2) spinning using rating scales (e.g., evalu-
ating outcome using multiple rating scales, or unpublished scales), (3) meta-
spinning (reviewer’s pessimistic or optimistic looking on inconsistent results 
of clinical trials). The distinction between real and artifact, true and false 
results and their interpretations is not an easy task. It is related to the applied 
mechanistic, formistic, contextual or systemic thinking or information process-
ing strategies. Wishful mechanistic (single-cause or single-effect thinking) and 
formistic binary categorical (either-or thinking) strategies of information have 
produced a lot of oversimplifications, false beliefs or myths in some fields of 
medicine [22].

The boundaries and indicators separating science from pseudoscience and 
evidence-biased medicine are very fuzzy. Pseudoscience is like pornography: it 
is very hard to be defined, but one knows it when he sees it. According to Derry 
[38], defining characteristics of pseudoscience are: static or randomly changing 
ideas, vague mechanism to acquire understanding, loosely connected thought, lack 
of organized skepticism, and disregard of established results. Some scholars like 
Burke [39] are against using the term pseudoscience because it inherently creates 
framing issues as “us versus them” and “kto-kavo” (“who will eliminate whom”), 
pitting those who believe in “real” science against those who believe in “false” sci-
ence. Psychiatry is a multilevel science with different kinds of logic and explana-
tions that is not well integrated.
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Validity, Reliability, Operationalism, and False Sense 
of Diagnostic Security

Human beings in general as well as psychiatrists in particular are feeling comfortable 
whenever they are able to recognize, explain, predict and control processes related 
to health and disease. DSM and ICD classifications have played a fundamental role 
in shaping modern psychiatric practice and research. Kendler [40] argued that our 
classification system has developed via two main paradigms, “the grand professorial 
principle” and “the consensus of experts”. Current psychiatric classifications have 
been produced by the committees of expert convened by national and international 
bodies. There are two aspects of classification: (1) the classification of symptoms to 
form syndromes, and (2) categorization of patients in diagnostic groups. The tradi-
tional organization of diagnostic categories was: (1) according to clinical presentation 
into psychoses, neuroses, and personality disorders, and (2) with regard to aetiol-
ogy into a. organic and symptomatic disorders that are secondary to known brain 
and somatic disease, and b. functional disorders whose biological basis is unknown. 
Providing diagnostic criteria for mental disorder they significantly increased diagnos-
tic reliability, but diagnosis validity is still very low because they are too detached 
from the real nature of mental disorders. Both ICD-10/11 and DSM-5 still classify 
together very heterogenous mental disorders what stresses the importance of their 
clinical utility and diagnostic validity in psychiatric nosology (Table 2).

Theoretically, the purpose of diagnosis is to identify disorders having the same 
clinical characteristics, the same causes, the same underlying pathology, and the 
same likely response to treatment. Psychiatric diagnoses are usually disjunctive and 
syndrome diagnoses. Disjunctive diagnoses exist when underlying pathophysiology 
is less known and when there is no a gold pathognomic clinical sign or test that 
confirms the diagnosis. The problem is that a syndrome may have a different cause 
in different cases as well as that the multiple interacting factors may contribute to 
the aetiology of a single case. Concept of illness in psychiatry mainly relies on 
reported symptoms and observable behavior rather than objective signs and mark-
ers. Operational criteria and definitions of mental disorders have been applied in 
order to overcome diagnostic variabilities in psychiatry (“two psychiatrists, three 
varied diagnoses for the same case”). Although operational criteria were dispar-
aged at the beginning as the “Chinese menu approach to diagnosis” [41] they have 
taken over official psychiatric classifications and become universally accepted as 
the method for defining psychiatric diagnoses. There are two reasons for that: they 
are highly reliable and easily applied using structured standardized interviews. 
However, operational criteria have many weaknesses: they are “top-down” with 
predetermined rules for their application, somewhat two dimensional, with rag bag 
categories such as atypical disorder and not otherwise specified disorder [41]. Last, 
but not least, diagnostic procedures predicated on symptoms and operationalized 
criteria produce temporally unstable or changeable diagnoses and high rates of 
comorbidity strongly related to severity of clinical picture [45].
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Table 2  Terminology important for understanding psychiatric diagnosis and classification 
(adapted from Refs. [41–44])

Utility: the extent to which a classification or diagnosis is good for the purpose. It is associated 
with diagnostic interviews, rating scales (screening, observer, and self-rating questionnaires) 
and measuring psychopathology in specific subject groups

Reliability: is the agreement between users of a classification or diagnostic criteria. It reflects 
the consistency of the measure usually estimated with regard to three criteria: interrater, test–
retest and internal or split-half reliability. Interobserver or interrater reliability is the extent to 
which two or more observers/raters agree about the diagnosis or classification of a given case 
on a given occasion. Test–retest reliability is the degree of agreement by a given observer in his/
her diagnosis or classification of a given case over a period of time. Internal consistency is very 
important for the measures of a single dimension producing continuous scores when a single 
administration of a measure can be divided into two halves which can be scored separately and 
mutually compared
Validity: the extent to which the diagnosis or classification reflects the real world or that aspect 
of real world with which psychiatry is concerned. Face validity: the extent to which a diagnosis 
or classification appears to be of relevant features, which has consequences for the acceptability 
to its users. It is a common sense assessment of validity: whether the measures really test what 
is claimed to test. Construct validity is the most complex type of validity: the extent to which 
the construct that the measure seeks to address is real and coherent entity, and then to the sali-
ence of the measure to that construct, or the extent to which a classification relates to underly-
ing theory or the extent to which a patient’s symptoms reflect an underlying pathophysiological 
causal mechanism. Criterion validity refers to the conformity with an alternative, independent 
measure of the same construct. Criterion validity involves concurrent and predictive validity. 
Concurrent validity refers to the agreement with the criterion measure, when both measures are 
present at the same time. Predictive validity: the extent to which the diagnosis or classification 
allows us to predict prognosis (course and outcome) and response to treatment. Content valid-
ity: the demonstration that the defining characteristics of a given disorder are indeed enquired 
into and elicited before the diagnosis is made. This answers the question whether the specific 
content of the measures promotes a comprehensive and balanced evaluation
Consistency: a theory/classification which does not meet the requirement of consistency is 
worthless. Internal consistency: a theory/classification that is internally consistent is free of 
contradictions; External consistency: a theory/classification that is externally consistent is 
consistent with the data it’s supposed to explain
Judging scientific concept/theory/construct on which classification is predicated: testabil-
ity—whether there is some way to determine if a concept/theory/construct is valid/true; fruitful-
ness—the number of novel predictions or agreements (reliabilism) made; scope—the amount of 
diverse phenomena explained; simplicity—the number of assumptions made; conservatism—
how well a theory or classification fits with existing knowledge

Evaluating theories: The TEST formula: (1) state the theory and check for consistency; (2) 
assess the evidence for the theory; (3) scrutinize alternative theories; and (4) test the theories 
with the criteria of adequacy
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Theoretical Psychiatry or Metapsychiatry: Definitions 
and Aims

Truth can be stated in a thousand different ways, yet each one can be true.
—Swami Vivekananda

On the mountains of truth you can never climb in vain: either you will reach a point 
higher up today, or you will be training your powers so that you will be able to climb 
higher tomorrow.

—Friedrich Nietzsche

Psychiatry is a large and continually growing body of knowledge, and it is claimed 
to be scientific branch of medicine. However, defining science and what is sci-
entific in psychiatry and medicine is more complex than defining psychiatry and 
medicine [26]. Science is self-correcting discipline that permanently changes its 
frontiers and whose aims are understanding, prediction, and control of processes 
and phenomena beyond levels achieved by common sense [46]. It helps to rec-
ognize and difference true facts from beliefs, fake data, and fashion in order to 
establish a foundation for sound clinical practice. Scientific psychiatry refers to the 
knowledge about mental disorders and their treatment based on scientific methods, 
not only on theories, opinions, random observation, and authorities.

Definiton and Some Key Terms

Science is a way of thinking more than it is a body of knowledge.
—Sagan (1934–1996)

Large progress and continually growing body of knowledge in neuroscience and 
humanity disciplines, huge number of different theories, models, and controversies 
make a strong need for highly systematized and comprehensive knowledge about 
mental disorders and their treatment. To avoid ambiguities and misunderstand-
ings, clarification of terminology is useful (Table 3). Theoretical psychiatry can be 
defined as the field of hypotheses, models, and theories that describe and explain 
the mechanisms of mental disorders [47] and their treatment, of course. It can be 
described also as the epistemological system and study of major theoretical and 
philosophical aspects of psychiatry which employs analysis, abstractions, modeling, 
and generalizations to explain, clearly define, predict, and rationalize mental dis-
orders and their treatment. Theorizing is a complex process that involves concep-
tualizing mental disorders and their treatment and prevention in terms of a set of 
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Table 3  Some useful terms and definitions (adapted from Refs. [48–56])

Science: an organized and systematic body of knowledge gained and verified through applica-
tions of scientific methods of empirical observations. Normal science works with paradigms 
whereas revolutionary science creates new paradigms

Meta-science: a theory or science of science; the systematic investigation of the scientific 
enterprise; the use of scientific methodology to study science itself
Philosophy of science: application of philosophical methods to philosophical problems as they 
arise in the context of science involving ethical issues, epistemological issues, and metaphysical 
issues
Scientific method: a method of acquiring knowledge by observing a phenomenon, formulat-
ing one or more hypotheses, further observing and experimenting, and refining and re-testing 
hypotheses and discovering laws and principles that govern phenomena,
Scientific explanation: an account of some fact, phenomenon, or event based on combination 
of facts, observations, and logic subjects to further proof
Scientism: “exclusive reliance on a narrow conception of science”: “an excessive readiness to 
accept as authoritative any claim made by the sciences and to dismiss every kind of criticism of 
science or its practitioners as anti-scientific”
Sciosophy: “any system of thought not supported by scientific methods such as astrology, 
phrenology, numerology, etc.”
Scientology: “a controversial human-development system with a spiritual and religious dimen-
sion developed by L. Ron Hubbard”
Epistemology: the study of knowledge, branch of philosophy dealing with issues about origin 
and legitimacy of knowledge and truth. “What do we really know and what we don’t know”? 
How do we know what we know? What is true and what is reality?
Nomology: the science of law or laws; (2) the science of the laws of mind. “The branch of sci-
ence and philosophy concerned with the laws or principles governing the operation of mind”. 
Nomological: “relating to or expressing basic physical laws or rules of reasoning”
Mechanisms: “systems or sequences of causally interacting parts organized such that they 
produce the phenomenon to be explained”
Scientific explanation: “involves discovering underlying mechanisms that are responsible 
for the various phenomena that scientists aim to explain”. Etiological explanation: a phenom-
enon is explained by the mechanism that consists of preceding causes of the phenomenon: 
Constitutive explanation: a phenomenon is explained by the mechanism that underlies or 
constitutes the phenomenon
Metaphysics: the branch of philosophy that studies the essence of things. This includes ques-
tions of being, becoming, existence, and reality
Metatheory: (1) the science of theories; (2) a set of general rules governing the construction of 
a theory; and (3) a theory about theory [49]
Meta-evaluation: the systemic evaluation of evaluation procedures including methodological 
rigor, utility, cost, relevance, scope, importance, credibility, and time-lines
Meta-analysis: “Integration of the findings of a number of research studies by means of 
statistical techniques focusing on the same research question leading to meaningful quantitative 
data” [49]
Metapsychology: in British: (1) the study of philosophical questions, such as the relation 
between mind and body, that go beyond the laws of experimental psychology, (2) any attempt 
to state the general laws of psychology; (3) another word for parapsychology; in American: 
speculation about origin, structure, function, etc. of the mind and about the relation between the 
mental and the physical, regarded as supplemental to psychology [51]

(continued)
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concepts and relationships among them in forms of theories, models, and hypothe-
sis and their empirical testing. There is no good understanding and defining of men-
tal disorders without appropriate conceptualizing mental health and its promotion. 
Unfortunately, in reality, there is no explicit field that can be recognized as “theoret-
ical psychiatry”, but there have been many attempts aiming to construct a theoreti-
cal perspective. At present theoretical psychiatry is a scientific infant that has much 
to learn from philosophy and psychology of science. The progress in psychiatry 
generally depends on the interplay between theory, research, and clinical practice.

Psychiatry as a field has a plentitude of data, hypotheses, diverse experiences, 
and stories, but there is a comparative lack of good scientific theories and mod-
els. Relatively few clinicians have time for theory because the clinical practice 

Table 3  (continued)

Theoretical psychology: the study of major theoretical and philosophical aspects of 
psychology
The International Society for Theoretical Psychology (ISTP), founded in the early 1980s 
as an international forum for theoretical, meta-theoretical, and philosophical discussion in 
psychology in order to foster integration across areas and traditions of research, and to promote 
interdisciplinary and transdisciplinary approaches to psychological questions. It aims to serve 
as the stage for discussion of new theoretical ideas and conceptual frameworks, for the critical 
engagement of different theoretical approaches, and for discussions concerning the relation of 
theoretical psychology to other disciplines, to the history of psychology, and to the philosophy 
of knowledge
Theoretical neuroscience with its subfields computational and mathematical neuroscience is 
a branch of neuroscience which uses philosophy of science, mathematical models, theoretical 
analysis, and abstractions of the brain to understand the principles that rule the development, 
structure, physiology, and mental abilities of the brain
Metapsychiatry: (1) spiritual teaching and form of psychotherapy developed by psychia-
trist Thomas Hora who described it as “scientific method of healing and education based on 
metaphysical concepts of man and the universe” [54]; (2) Psychiatric discipline that deals with 
conceptual basis of psychiatry, ontology, and epistemology of mental disorders at individual 
and collective level, and critical psychiatry, antipsychiatry, and postpsychiatry [55]
Philosophy of Psychiatry: an interdisciplinary field that explores philosophical questions 
relating to psychiatry and mental illness: (1) examination of psychiatry as a science apply-
ing the methods of the philosophy of science; (2) examination of the concepts and theories 
of mental disorders including the experience of mental disorder, and the normative questions 
related to it; (3) explanation of the links and discontinuities between the philosophy of mind 
and psychopathology
Philosophy of Mind: a branch of philosophy that studies the ontology, nature, and relationship 
of the mind to the body as well as mental events, mental functions, mental properties, nature of 
consciousness, and thought [56]
Computational psychiatry: psychiatry informed by computational neuroscience

Theoretical psychiatry could be defined as an interdisciplinary field that explores the theoreti-
cal and scientific basis of psychiatry as well as ontology, phenomenology, and epistemology of 
mental disorders
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is so all-absorbing, and finding the time to consider epistemological issues is 
indeed a luxury [57]. Academic psychiatrists may have the time but are usually 
engaged with academic lectures and extending their own narrow research interests. 
Furthermore, academic psychiatry is dominated by rigid rules that define success 
and failure with short cycles for evaluation of performance and follow-up as well 
as by a fragmentary neurobiological paradigm, which both have stifled creativity 
[58]. The international ICD-10/11 and DSM-V classifications of mental disorders 
are descriptive and “atheoretical” tools, characterized by an empirical approach 
and demonstrating a limited understanding, rather than credible practices based on 
comprehensive theory.

The Goals of Theoretical Psychiatry: Completing Full Circle, 
from Observation and Clinical Experience to Theory and Back

In theory, there is no difference between theory and practice. But, in practice, there is— 
A computer scientist.

—Jaccard and Jacoby (2010)

The huge number of the most varied concepts, theories, and models may have two 
opposite meaning. For pessimists and close-minded psychiatrists that is a curse of 
conceptual cacophony and low scientific level, for optimists and open-minded psy-
chiatrist that is a blessing of different fragments of a complex puzzle of mental 
disorders. Current psychiatry is like a story about six-man groping an elephant and 
coming up with the varying descriptions. This metaphor is pointing to the impor-
tance of theoretical psychiatry. Although the major schools in psychiatry have fun-
damental differences in approach and orientation, they all have legitimacy as parts 
of a science and philosophy in psychiatry, and they share a concern for discover-
ing the aetiology, pathophysiology, and phenomenology of mental disorders and 
improving their treatment. Conceptual discord is a powerful disintegrating force 
within psychiatry, and the future of the discipline greatly depends on how con-
ceptual heterogeneity will be resolved [59]. The truth is a common goal for both 
philosophy and science. Philosophy is the love of truth, science is the knowledge 
of truth [60], and epistemophilia is the love of knowledge. Philosophy particularly 
epistemology and axiology are not given enough respect in the mainstream psy-
chiatry, particularly in medical psychiatry. As a result, many controversies persist 
regarding the appropriate methodological, epistemological, and ontological neces-
sity for psychiatric explanations and therapies. Establishing a coherent transdis-
ciplinary scientific narrative and a more theoretical foundation for psychiatry is 
a great challenge for the beginning of the twenty-first century. Really, “psychi-
atry needs its Higgs boson moment” [61] as well as a new neurophilosophy of 
the brain and mind [47]. Some authors propose constructs like dimensions, tra-
jectories, thresholds, and context or predicaments. Dimensions are the parameters 
needed to describe the space within which processes, behaviors, or events occur, 
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and within multidimensional space, process can follow various trajectories: mov-
ing towards attractors, loops, or limit circles, and exhibiting bifurcations or dis-
continuities when they cross particular thresholds [2, 62]. These dynamics may be 
related to psychobiological processes within the brain, between the person and the 
environment, as well as among people and in larger social systems [2]. Psychiatric 
nosology (ICD 10/11 and DSM-5) define and describe mental disorders abstracted 
out of context in terms of generalized processes and phenomena although local 
history contexts and contingencies constitute predicaments for individuals, fami-
lies, and communities. The concept of transdisciplinary integrative psychiatry puts 
together person-centered psychiatry, precision and neuroscience-based psychiatry, 
value-based psychiatry, and narrative psychiatry in a complementary way. High 
infotech, modern network science, systems thinking, systems (complexity) theory, 
epistemology and philosophy of science are of paramount importance for psychia-
try to develop explanatory concepts and models that successfully incorporate the 
incredible amount of data from neurosciences, mind sciences, social and spiritual 
sciences into a conceptual framework of mind–brain–body functions and dysfunc-
tions. Creatively integrating the different theoretical perspectives brings us closer 
to a holistic understanding of the complex nature of mental health and mental dis-
orders, and a more efficient treatment of mental health problems [3].

Theory Construction and Model-Building in Psychiatry

Science is organized common sense where many a beautiful theory was killed by an ugly fact.
—Thomas H. Huxley

Science may be described as the art of systematic oversimplification.
—Popper (1902–1994)

Theories are frameworks for observation and understanding of the world and its 
phenomena. They are usually generalized statements and explanations that depict 
connections between two or more phenomena, and commonly they should be 
translated into plausible models. In other words, theories promote understand-
ing, but what we cannot model; usually we do not understand [63]. They guide 
research and organize its ideas at different levels; they are open to revision and 
progress into more accurate and comprehensive explanations. The relationship 
between theories and research is bidirectional. Science in psychiatry is predicated 
on the theory construction and it is about the nature of mental disorders and their 
treatment. As in other scientific disciplines [64] researchers in psychiatry “for-
mulate theories, test theories, accept theories, reject theories, modify theories, 
and use theories as guides to understanding and predicting” mental disorders and 
to heal and cure them successfully and efficiently. Theories are bodies of inter-
related principles and hypotheses that explain or predict a group of phenomena 
and have been largely verified by facts or data [49]. Mental disorders as well as 
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mental health should be understood as complex and dynamic phenomena that 
appear unique and mostly obscure. “The building blocks of our understanding 
are concepts and conceptual systems. Concepts are hypothetical, selective and 
generalized abstractions which encompass universes of possibilities. Most con-
cepts are learned and acquired creations, reality oriented and socially shared. 
Constructs are higher order concepts which refer to instances that are con-
structed from the concepts at lower levels of abstraction. One type of construct 
is called a variable, and it has, or is composed of, different ‘levels’ or ‘values’.” 
[64]. For example, according to Cloninger’s [60] psychobiological model person-
ality is a construct which has two concepts temperament and character that are 
composed of seven variables: harm avoidance, novelty seeking, reward depend-
ence and persistence (temperament) and self-directedness, cooperation, and self-
transcendence. When concepts are put into relationship with one another they 
enable us to deeper understand a phenomena. The relationships can be various, 
for example, spatial, temporal, deterministic, kinship, legal ones, etc. Conceptual 
system (theory, model, or hypothesis) refers to the two or more concepts that are 
links to represent relationships. Scientific theories are in fact conceptual systems 
or mental maps created for identifying, organizing, explaining, predicting and rul-
ing over some phenomena or processes related to mental health, brain dysfunc-
tions, and mental disorders. Psychiatry is overcrowded with the most varied ideas, 
rules, principles, techniques, and methods, but short with comprehensive scientific 
theories. Symbols are external observable expressions that used to represent inter-
nal concepts that are internal mental representations. That’s why it is important 
to make a distinction between our understanding of some phenomena, structures 
or processes as represented by our concepts we have in mind and our descrip-
tion of these phenomena and processes as represented by symbols, usually words, 
we use to express our thoughts. A number of different surface symbols could be 
used to communicate the same underlying meaning structure, and meaning should 
be always interpreted in context because a particular symbol may have different 
meanings in different contexts. The process of formulating conceptual systems 
and converting them into symbolic expressions is theorization or theory construc-
tion. Conceptualization may be predicated on what someone observes, imagines, 
considers what others said or done, or what he or she experienced or observed. 
It is also related to the applied mechanistic (single cause–single effect), formis-
tic (binary, either-or, black or white), contextual, and systemic (seeing wholes) 
thinking or information processing strategies. Wishful mechanistic and binary 
categorical thinking and information processing have produced a lot of oversim-
plifications, false models and myths in aetiology, classification, and treatment of 
mental disorders [22]. Systems thinking is a framework for seeing the structure 
underlying complex situations and processes, interrelationships, and patterns of 
change rather than thing and statis snapshots [65]. The first step in theory or model 
construction is usually a generating idea about new explanatory constructs and the 
relationships between them regarding phenomenology or pathophysiology of some 
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Table 4  Some important terms in mathematical modeling and psychological theories (adapted 
from Refs. [25, 38, 49, 64])

Qualitative (categorical) and quantitative variables

A qualitative variable has different levels, values. The categories are labels that differentiate one 
group from another
A quantitative variable is one in which the numerical values imply an underlying dimension 
that is of theoretical interest and by means of statistical classification they are placed into 
different categories. Variable can be discrete or continuous. Discrete variable is one in which 
there are finite number of possible values. A continuous variable has infinite number of pos-
sible values because for every two points on a continuous scale we can find a point that lies in 
between them
Axioms and theorems
An axiom is a statement that represents a starting point from which other statements are logi-
cally derived
A theorem is: (1) a scientific proposition, axiom or premise that can be proved in a series of 
logical steps; (2) a statement generally accepted as true in psychology
Functions refer to numbers as inputs and outputs
Logarithmic, Exponential, Power, Polynomial, Trigonomic, and Multiple Variable
Models: imaginary simulations of the real natural systems we are trying to understand [38]
A deterministic model is one in which there is no random error operating and which performs 
the same way for any given set of conditions
A probabilistic model is one in which some degree of randomness is present
A just-identified model is one in which there is a unique solution (e.g., one and only one solu-
tion) for the values of each estimated parameter in the model
An under-identified model is one for which there is an infinite number of solution for one or 
more of the model parameters. This model is unsatisfactory
An overidentified model is one for which there is a unique solution for the model parameters, 
and there is more than one feature of the model that can be used to independently estimate the 
parameter values
Theory: a body of interrelated principles and hypotheses that explain or predict a group of 
phenomena and have been largely verified by facts or data [49]
Deductive theories are based on derivations of propositions to be tested by logical premises; 
they guide the design of the study and the interpretation of results
Inductive theories based on accumulation of evidence without deliberate attempt to achieve it; 
they are developing slowly, concept by concept, in a specific field
Functional theories based on small frequently modified hypotheses used as tools to permit more 
meaningful theoretical propositions
Holistic and general-system theories emphasize the importance of wholeness of the person, the 
unity and organization of behavior in shaping the parts of the whole, investigated by holistic 
approach based on many disciplines and specialties

Paradigm: (1) typical example of something; (2) model that form basis—an example that 
serves as pattern or model for something, especially one that forms the basis of methodology 
or theory; (3) relationships of ideas to one another—in the philosophy of science, a generally 
accepted model of how ideas relate to one another, forming a conceptual framework within 
which scientific research is carried out; (4) a set of assumptions limiting an area to be inves-
tigated scientifically and specifying the methods to be used for collecting and interpreting the 
data to be obtained
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particular mental disorder or mental disorders in general. Brainstorming and De 
Bono’s model of six hats [66] can be very useful. Creative ideas provide novel per-
spectives on mental disorders and mental health in ways that provide new insights. 
Creativity is a function of six resources: (1) intellectual abilities; (2) knowledge; 
(3) styles of thinking; (4) personality, (5) motivation, and (6) environment [67].

Causal thinking has been the most prominent approach in theoretical explana-
tion and modeling in medicine and psychiatry. There are “six types of causal rela-
tionships and thinking about relationship between data scholars can think about: 
(1) direct causality, (2) indirect causality, (3) spurious causality, (4) moderated 
causality, (5) bidirectional causality, and (6) unanalyzed causality” [64]. In recent 
period traditional causal explanation has become the subject of many critics and 
mathematical (Table 4) and computational modeling has appeared offering a new 
hope. Systemic thinking and seeing circles of causality are crucial because real-
ity, including also mental reality, is made up of circles although frequently we see 
straight lines. As divided field occupied by increasing complexity of mental dis-
orders and their treatment, current psychiatry needs critical and systemic thinking 
as well as the art and practice of learning organization more than ever. Critical 
thinking refers to the systemic evaluation and formulation of beliefs, statements, 
or concepts by rational standards and reasons. It involves logic of truth and falsity 
of statements, the evaluation of arguments and evidence, the use of analysis and 
investigation, and the application of many other skills to decide what to believe or 
do [43, 44].

Scholars disagree about the best way to conceptualize mental health and mental 
disorders, as reflected in the psychiatric orientation, way of information process-
ing, thinking and conceptualization, mentalization and mental constructionism, 
critical and hypothetical realism. There are many ways of obtaining and organ-
izing knowledge about mental disorders and mental health, only one of which 
is science that consists of a conceptual realm on the one side, and an empirical 
realm, on the other. The conceptual realm involves the development of a concep-
tual system (concepts, constructs, and their relationship in the form of theories, 
models, and hypotheses) about a mental disorder which can be communicated to 
others. The empirical realm refers to the process whereby the worth of the concep-
tualization is assessed through conduct of scientific studies and empirical testing 
in clinical practice. According to Jaccard and Jacoby [64] in literature, one can 
identify different typologies of theories: constructive versus principle theories, 
reductive versus constructive theories, concatenated versus hierarchical theories at 
either molar or molecular levels, humanistic versus behavioristic, constructionist 
versus deconstructionist, functionalist versus structuralist, etc. Characteristics of a 
good theory are as follows: utility and explanatory power, consensual validation, 
agreement with known data and facts, understandability and communicability to 
other scientists, simplicity and parsimony with minimum concepts and principles 
(Occam’s razor), novelty, testability, scope, amount of research generated [38, 64]. 
A good theory leads to new ideas, new applications, new connections to existing 
theories, prediction of unforeseen results and even new theories [38]. Psychiatry 
is abundant with many hypotheses and simple theories about mental disorders, but 
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lacks comprehensive and predictive theories and models. According to Ghaemi 
[68], there are four basic conceptual approaches in psychiatry dogmatic, eclectic, 
pluralistic, and integrationist, whereas pluralistic and integrationist models are the 
most promising concepts.

The Four Paradigms in Psychiatry: From Paradigmatic 
to Holodigmatic Approach

According to Kuhn [69], paradigms are sets of beliefs that make up theoreti-
cal frameworks of a scientific school or discipline within which theories can be 
critically evaluated, modified, or revised and experiments performed in support 
of them are formulated. A paradigm can be described either with a set of ideas 
expressed as defined premises, by premises expressed as precepts, or by a set of 
precepts expressed as rules which represent the essence of those of premises or 
precepts [70]. The process of transformation in the thinking of scientists from one 
reality construct to another is defined as a paradigm shift. Contemporary clinical 
psychiatry rests on a simplified form of Cartesian dualism that posits two funda-
mentally irreducible ontological categories: a physical body/ brain and an embod-
ied nonphysical soul/mind [71]. Four hierarchically related paradigms embodying 
different assumptions about phenomenological nature of mental health and men-
tal disorders can be recognized: the body paradigm, the mind–body paradigm, the 
body–energy paradigm and the body–spirit paradigm [72].

Body paradigm is a framework in which an orthodox biological psychiatry and 
psychopharmacotherapy operate. The mind and mental functions develop as the 
genetically programmed maturation of the brain and neural circuits responding to 
ongoing experiences. The mind exists primarily as a by-product of brain activity 
and mental disorders are consequences of the disturbed brain functioning. Some 
scholars claim that the mental supervenes on the somatic/brain, others think it is 
realized by the somatic, and the thirds hold that the mental is constituted by the 
somatic. The widely spread view that mental disorders are caused by imbalance 
at the level of neurotransmitters is complemented by the model of neuroplasticity 
disruption and neuronal networks dysregulation. Effective treatment of mental dis-
orders works by modifying structural and functional neuroplasticity and abnormal 
neural circuits functions.

Mind–body paradigm is a framework in which the mind–body or psycho-
somatic medicine operates. The mental is real and irreducible to as well as it is 
non-identical with the physical/somatic, but it is physically influenced. The physi-
cal realm is causally closed, while the mental realm and the biological realm are 
not [53]. Acute and chronic stress is associated with dysregulation of hormones, 
immune dysfunctioning, and neurotransmitter imbalance that manifest as cogni-
tive, affective, and behavioral symptoms of mental disorders. Increasing integra-
tion of mind–body practice with conventional treatments will probably result in 
significant improvements in patient’s autonomy, improved outcomes, and reduced 
mental health costs.
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Body–energy paradigm is based on scientifically validated forms of energy 
or information that are directed at the body/brain. Energy exists in various states 
and forms, with some more easily detectable than others (zero-point energy, life-
fields). Representative energy-information treatment modalities that have been 
scientifically accepted by modern psychiatry are electroconvulsive therapy (ECT), 
transcranial magnetic stimulation (TMS), neurobiofeedback, vagal nerve stimula-
tion, bright light therapy. Some recently introduced conceptual models assume that 
thoughts exist in fields, negative emotions are rooted in energy configurations, and 
psychological phenomena are fundamentally quantum physics events or processes 
[73]. Energy psychology and quantum psychiatry operate within body/brain–
energy framework.

Body–spirit paradigm is a framework in which transpersonal psychology and 
spiritual psychiatry operate. According to this paradigm, human beings are “spir-
itual beings in a physical body”. Body–spirit paradigm as well as body–energy is 
based on the beliefs that mind, body, and spirit can be described in terms of puta-
tive subtle energies [71].

According to the transdisciplinary integrative concept Body–Mind–Spirit–
Energy are four mutually interconnected ontological dimensions/ domains of 
human beings in health and disease. This approach relies on the body–spirit, 
mind–body, and body–energy paradigms integrating them. A proper model of the 
nature of human being should understand each person as a unified entity com-
prised of body, mind, and spirit who is inseparable part of various social systems 
as well as an all-encompassing cosmic order [60].

The Seven Perspectives of Mental Disorders and Their 
Treatments

Different schools of thought assessing mental health and mental disorders have 
given rise to different perspectives of psychiatry: the medical or disease perspec-
tive, the dimensional or perspective of person, cognitive, behavioral, narrative, 
spiritual, and systems perspectives [74]. Each of these perspectives tends to ana-
lyze, understand, define, and treat mental disorders in different ways, each with 
their own merits, albeit commonly without enough success. Multidimensional pro-
file from seven perspectives enables a holistic and deeper understanding of mental 
disorders and may identify clusters of mechanisms that are amenable to treatment 
increasing probability of more successful treatment outcome. In fact, it is a word 
about three perspectives, the disease perspective, the perspective of person, and the 
systemic perspective because the cognitive perspective, the behavioral perspective, 
the spiritual perspective, and the narrative perspective are components of the per-
spective of person. As these four sub-perspectives are associated with well-defined 
disciplines in psychiatry and offer specific treatment methods, they are described 
separately.
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The Disease Perspective or Medical Perspective in Psychiatry

The good physician will treat the disease, but the great physician will treat the patient.
—William Osler

This perspective tries to work in psychiatry just as it does in somatic medicine. 
It implies that illness is something fundamentally different from normal state and 
function and is not just a variation in degree [75]. The disease/illness perspective 
rests on a logic that captures brain/mind abnormalities and includes this concep-
tual triad: clinical syndrome, pathological condition of brain/mind and aetiopatho-
genesis. The implication for practise is that disease/illness is to be prevented or 
cured [76]. However, there is no clear border between mental health and mental 
illness, mental health is not just absence of illness, nor mental illness is just the 
absence of mental health (Table 5).

Disease entities in somatic medicine are identified by their pathology and 
aetiology, not only by their syndrome clustering and operational definitions like 
in DSM-5 and ICD 10/11. There has been much controversy over the distinction 
between the concepts such as disease, illness, sickness, disorder, and maladap-
tation as well as between organic or symptomatic mental disorders, somatopsy-
chological disorders, psychogenic disorders, and psychosomatic disorders in 
psychiatry. Psychiatric classifications use the term mental disorders to avoid the 
problems related to the use terms such as disease and illness. Disorder is defined 

Table 5  Characteristics of mental health and mental disorder

Mental health

Mental health is defined as a state of complete physical, mental, social, and spiritual well-being 
in which every individual realizes his or her own potential, can cope with normal stresses of 
life, can work productively and fruitfully, and is able to make contribution to her or his commu-
nity [77]. Mental health reflects a person’s approach to life by communicating emotions, giving 
and receiving, working alone as well as with others, accepting authority, displaying a sense of 
humor, and coping successfully with emotional conflict [78]
Mental disorder/illness
Psychological disorders consist in malfunctioning of psychological mechanism [79]
“A mental disorder is a syndrome characterized by clinically significant disturbance in an indi-
vidual’s cognition, emotion regulation, or behavior that reflects a dysfunction in the psychologi-
cal, biological, or developmental processes underlying mental functioning. Mental disorders 
are usually associated with significant distress in social, occupational, or other important 
activities… Socially deviant behavior (e.g. political, religious, or sexual) and conflicts that are 
primarily between the individual and society are not mental disorders unless the deviance or 
conflict results from a dysfunction in the individual, as described above” [80]
Mental disorders comprise a broad range of problems with different symptoms characterized by 
some combination of abnormal thoughts, emotions, behavior, and relationships with others [81]

“Mental illness reflects a person’s inability to cope with stress, resulting in disruption, disorgan-
ization, inappropriate reactions, unacceptable behavior, and the inability to respond according 
to the person’s expectations and the demands of society” [78]
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as the existence of a clinically recognized set of symptoms and/or behaviors asso-
ciated with subjective distress, functional impairment, dysfunction, and disability. 
However, it is not always easy to make a difference between normal inability and 
pathological disability, or what is pathological from what is part of normal sub-
jective experience. Aetiology–pathophysiology–symptoms (AE–P–S) framework 
with clear knowledge of causes (aetiology) and mechanisms (pathophysiology) 
distinguishes disease entities from one another as well as from disorders and clini-
cal syndromes. The medical model in terms of biological psychiatry defines men-
tal disorders as harmful dysfunctions resulting from damages to a function and 
structure of the brain or as “diseases of dysfunctional brain–mind and mind–brain 
interaction” [82]. This perspective focuses on identifying symptoms of the disease 
linking symptoms to specific pathophysiological process involved and prescrib-
ing specific treatment. According to the biomedical model, mental disorders are 
brain diseases caused by chemical imbalance and neurotransmitter dysregulation, 
epigenetic dysregulation, brain circuits/systems disorganization, neuroglial fail-
ure, neurotoxicity, neurodegeneration, etc. Searching biological markers biologi-
cal psychiatry attempts to define mental disorders as “real” medical conditions in 
contrast to “the problems of living” and “specific ways of being in the world”. 
Treatment usually does not demand attention to the whole person and includes 
medications with neuropsychoactive actions and other biological therapies. Some 
structural and functional changes have been reported in the brain of patients 
with mental disorders, but without proper diagnostic validity and specificity. The 
assumption that disease captures the essence of illness is erroneous (disease with-
out illness, and illness without disease).

According to Carpenter [83] a mental disorder or mental illness is a psycho-
logical or behavioral pattern of how a person feels, acts, thinks, and/or perceives 
which deviates from normal and is generally associated with distress, dysfunc-
tion, and/or disability. The medical model in terms of psychodynamic psychiatry 
defines mental disorder as an illness that is a subjective and interpersonal manifes-
tation of dysfunctions which has to do with meaning, mentalization, interpretation 
of self and others, intrapersonal conflicts, and life scripts. Illness is a problem of 
the whole person, not of a single organ or organ system and is therefore subjec-
tively defined. The medical model in terms of social psychiatry defines mental dis-
orders as a sickness that represents community and health authority attitude. The 
attitudes of community or wider society “shape what individual victims feel has 
been done to them, and shape the vocabulary they use to describe this, whether 
or how they seek help, and their expectations of recovery” [84]. According to the 
structural strain theory, the origins of mental illness are in organization of society 
[85]. From this perspective, it is crucial to prevent secondary gain and adoption of 
a chronic sick role [86]. Some mental disorders may be normal reaction to patho-
logical situation or traumatic event. Pathological normalcy and normal pathology 
are constructs referring to psychological aspects of alienation. At last, it seems that 
there is some truth in the Shepard’s claim that “modern biological models of men-
tal disorders perfectly reflect the atomized, de-socialized, individualistic, consum-
erist ethos of the twenty-first-century United States, the biochemical sense of self 
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which now pervades popular culture, and the power of the pharmaceutical industry 
in modern medicine” [87].

The Perspective of Person in Psychiatry

It is more important to know what kind of a patient has a disease than what kind of a 
disease a patient has. The good physician treats the disease; the great physician treats the 
patient who has the disease.

—William Osler

The personal aspects of mental disorders have been frequently neglected in the 
practice of proclaimed evidence-based medicine in psychiatry. This perspective 
shifts from the strictly biological determinism to the appreciation of meaning and 
uniqueness in human behavior as well as to personhood and personality assess-
ment in health and illness. Patients are much more than diagnosis and bundles of 
psychopathology. They are decision-making persons, similar to other people, but 
unique as well. As a person, each patient is a unity of unique temperament and 
character traits and physical constitution. Personality dynamics and types have an 
essential impact on understanding and treating mental disorders. The perspective 
of person (lat. persona—human being, a part in a drama, assumed character) is 
related to what or who someone is, to their personality with vulnerability and resil-
ience characteristics, problems of living and specific ways of being in the world. 
Personality characteristics may have an important role not only in predisposing to 
mental disorders and response to the diagnosis, but also they may have a signifi-
cant impact on the illness course, treatment response, and outcome. Psychiatry as 
the medical discipline should be set in the context of patients’ physiological, psy-
chological, social, cultural and spiritual needs, understandings and beliefs [88–90].

Personality and Its Subsystems in Health and Disease

There can be fewer vocations more interesting than that of seeking to understand the 
human person.

—Paul Tournier

A person is human being who is a psychobiological unit composed of many inter-
dependent systems that are more than the sum of its parts because the parts do not 
function separately [60]. Personality (lat. personalitas) refers to the idiosyncrasies 
of the person, the characteristic set of cognitions, emotional responses, and behav-
ioral patterns that evolves from biological and environmental factors. Many phe-
nomenological and trait theories, psychodynamic and psychobiological theories 
of personality assume that there is an enduring pattern of characteristics, which 
is consistent across place and over time, and which is therefore capable of predis-
posing to certain behaviors in health and illness [91, 92]. Temperament or the bio-
genetic, subcortical–cortical backbone of personality represents the psychomotor 
characteristics and emotional reactivity of the individual which provide emotional 
significance to individual experience and behavior [92]. This personality subsys-
tem is a percept-concept hybrid predicated in subcortical effects but associated 
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with independent processes of conscious motivation. According to Cloninger’s 
psychobiological model [60], the four temperament traits: harm avoidance, nov-
elty seeking, reward dependence, and persistence refer to responses to prescriptive 
stimuli such as danger, stimulus/sensation seeking and epistemics, social approval, 
and frustrative non-reward, respectively. Character represents a subsystem of per-
sonality as a semi-stable configuration of mental (cognition, emotion, motivation) 
faculties and behavioral habits which are self-organized to mediate the evolution-
ary function of adaptation to the external environment, particularly social living 
[92]. In other words, character is what people make of themselves as the reflection 
of personal goals and values and there are three character traits: self-directedness, 
cooperativeness, and self-transcendence [60]. Intelligence (lat. intelligere—“to 
comprehend or perceive”) refers to “the general mental ability to understand one’s 
surroundings and solve novel problems figuratively to make sense of things, figure 
out what to do or catch on” (Gottfredson 1997 according to 92). Self represents 
a subsystem of personality predicated on process in which “I” (the mind) meets 
“me” and reflects back as self-representation [92]. The self-concept has been vari-
ously defined as perceptions, internal representations, mental schemas, roles, and 
reconstructive stories [93]. Self is construct which encapsulates a lot of biologi-
cal, developmental, intra- and interpersonal, and contextual factors that are sup-
posed to be associated with development, course, and outcome of mental disorders 
[94]. Self as the marriage of temperament and character can be measured by the 
Temperament and Character Inventory (TCI). Theory of mind (TOM) and mentali-
zation refers to the person’s capacity to understand own behavior and the behav-
ior of others as a reflection of authentic and meaningful mental states, feelings, 
thoughts, memories, desires, and values. It also includes being able to make and 
detect deception, self-awareness, self-deception, and perspective-taking. Mental 
disorders are commonly associated with significant mentalization problems 
of implicit and explicit interpretation of self and others in terms of mental pro-
cesses and subjective mental states. Identity (lat. identitas—sameness) is a subsys-
tem of personality which refers to the autobiographical narrative of the self as “a 
sustained sense of oneself as a coherent, predictable, and authentic person” [92]. 
Conscience (lat. consciencia from suneidesis in Old Greek) refers to the subsystem 
of moral values based on emotion and rational associations. Metaphorically, it is 
the mind’s inner censor of right and wrong. Within every person, there is a need 
for happiness, love, power, freedom, and purpose/meaning involved in coherent 
living.

The Vulnerability—Resilience Model
The vulnerability-resilience or stress-diathesis model rests on the fact that some 
individuals are more vulnerable while others are more resilient to mental distress. 
Mental illness and mental health are two ends of a one-dimensional continuum 
and they depend on a complex interaction of the three groups of factors: (1) “risk” 
or “vulnerability factors” (personality weakness) which enhance the likelihood of 
mental disorders, (2) “protective factors” that enhance the likelihood of recovery 
from trauma and stress, and (3) “generative or creativity factors” which increase 
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revelatory learning, resource acquisition and development, accentuating personal 
growth. Treatment is focused on helping patients to use personality resources and 
strengths to increase their well-being and restore resilience so that they can cope 
with stress more successfully. The focus in contemporary psychiatry is still on the 
pathological dimension while a tendency to approach mental disorders in terms of 
challenges, opportunities, and posttraumatic growth is of recent date.

Resilience is a relatively new multidimensional psychobiological concept, 
essential for understanding of salutogenesis and pathogenesis as well as of ther-
apeutic and healing mechanisms and responses. Salutogenesis (the Latin salus—
health; the Greek genesis—origin) is related to healing that is natural process seen 
in all forms of life, and it is closely related to resilience. Resilience may be defined 
as a collection of protective and salutogenic factors that modulate the relationship 
between a stressful event, adversity or disease, and positive outcomes. Resilience 
is about the whole person, it includes biological, psychological, social, and spir-
itual dimension of human existence. It enables individuals and communities not 
only to survive and adapt to challenges and adversities but also to be better off and 
to grow and thrive (post-traumatic growth) in addition to overcoming a specific 
adversity. Resilience is a very complex process ranging from surviving to thriv-
ing. It includes positive transformation and personal growth, an indivisible part 
of mental health and health in general, well-being and quality of life as well as 
recovery and treatment outcome. It is very important to note that “some resilience 
factors contribute to the development of other resilience factors, and, in consist-
ency with a cascade model, together they contribute to predict personal recov-
ery” [95]. Primary resilience is related to maintaining equilibrium, balance, and 
mental health. The level of primary resilience has been regarded as a protective 
factor against developing illness what means that lack of resilience carries a risk 
for the appearance of mental disorders and somatic/neurologic diseases. It can 
be described as “bouncing back” and “rebounding after adversity” and as such it 
is related to disease prevention. The concept of primary resilience explains why 
many people do not become ill or do not develop a particular disorder although 
they are subject to the same kind of adversary events, even after a prolonged 
period of adversity, with psychological and physical burdens, that cause the dis-
order in other people [96]. Secondary resilience refers to the capability of indi-
viduals to cope with illness/disease and successfully recover. It is aimed to regain 
mental equilibrium and somatic balance after allostatic load and illness. The 
capability to achieve clinical, functional/social and personal recovery implies the 
presence of secondary resilience. Placebo response may be an expression of psy-
chological and spiritual resilience [97]. In addition to clinical remission, second-
ary resilience may lead to personal growth and developing a meaningful life after 
mental illness. On the opposite side, lack of resilience determines onset, course, 
outcome, distress, and burden of mental illness [98]. Tertiary resilience enables 
patients to develop a healthy and productive way to live with their illness, helps 
them to adapt to limitations in life associated with illness and have positive and 
creative life attitudes. Proactive and more efficacious participation of patients with 
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chronic illness and residual symptoms in their medical treatment is also an expres-
sion of tertiary resilience.

The model of primary, secondary, and tertiary resilience explains how appropri-
ate resilience-enhancing interventions may help in obtaining favorable therapeu-
tic response. The level of and pace by which personal recovery is established is a 
function of brain resilience, external resources like support, nature of illness, and 
chosen drug treatment. However, resiliency as a treatment target has been largely 
neglected in the field of therapeutics [99] so that the lack of favorable treatment 
outcome may be commonly related to the treatment focus only on symptoms and 
illness. The route of clinical, functional, and personal recovery lies not only in 
decreasing illness but also in enhancing resilience and increasing wellness [97]. 
Full personal recovery does not mean only the absence of symptoms of mental ill-
ness, but also the presence of resilience, quality of life and wellness. The concept 
of resilience enhancement promotes strengths and potentials for wellness which 
are present in patients instead of focusing only on their weakness and pathology. 
Each patient is unique, responsive, and responsible person and within every per-
son, there is a force that drives them to strive to self-realization, self-understand-
ing, self-transcendence, and a sense of coherence and control over their own life. 
Enhancing patients’ resilience by emphasizing their strength and opportunities and 
covering up weakness is an ambitious goal that aims to promote positive mental 
health in spite of the presence of symptoms [100] and drug treatment failure. Good 
news is that resilience can be enhanced through learning and training. Resilience 
training can result in augmented neuroplasticity and balance of neural circuits that 
modulate reward and motivation, emotion regulation, cognitive reappraisal and 
executive function, novelty seeking, harm avoidance and fear response, self-direct-
edness, cooperativeness and adaptive social behavior, and self-transcendence. Our 
five steps model of resilience-enhancing approach includes: (1) SWOT (strength, 
weakness, opportunities, threats) analysis; (2) Re-construct of disease and thera-
peutic narratives (DTN); (3) Construct of personal model of individual and family 
resilience (PMIFR); and (4) Put the PMIFR into operation and practice resilience; 
and (5) Practice personal recovery and creativity.

The Cognitive-Axiological Perspective in Psychiatry

Men are not disturbed by things but by the views they take of them.
—Epictetus

This perspective focuses on what someone is thinking about, perceives and learns 
about or assesses as valuable, i.e., which ideas and values in life should be fol-
lowed. All that we are is a result of our thoughts and knowledge of ourselves 
and the world, and the defined values and goals we follow. What we think of us, 
that it is which significantly determines or indicates our fate so that all psycho-
logical stressors are cognitively mediated. The basic tenet of this perspective is 
that much of mental disorder is a result of errors, biases, and aberrations in cog-
nitive functioning. From the cognitive perspective, aetiopathogenesis of mental 
disorders is associated with dysfunctional and conflicting cognitive strategies, 
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misinterpretations and misrepresentations. Some mental disorders may be related 
to the explanatory style how an individual interprets the meaning of what happens 
and how explains both positive and negative (adversity) events. Pessimists tend 
to attribute the causes of negative events to permanent, uncontrollable, and per-
vasive factors, while conversely, optimists tend to attribute the causes of negative 
events to temporary, changeable, and specific factors [101]. Much of anxiety and 
depressive disorders may be created by errors or biases in thinking such as cata-
strophic thinking because our thoughts are important determinants of our actions. 
A negative cognitive style with deficit for retrieval of positive memories contrib-
utes to development and severity of some mental disorders, like depression, PTSD, 
etc. According to the cognitive model of depression [102], depressed individuals 
developed dysfunctional beliefs about being helpless or unlovable as a result of 
early learning experience (Table 6). The negative cognitive triad about self (nega-
tive self-precept), world (hostile and demanding), and future (the expectation of 
suffering and failure) with the vicious circle of low mood contributing to negative 
thinking and vice versa is an essential characteristic of depressive disorders. The 
negative automatic thoughts that prevail in depression are sustained through sys-
tematic distortions of information processing.

The cognitive theory of anxiety disorders postulates that underlying danger-ori-
ented beliefs make the patients to overperceive possible threats in the environment 
and interpret ambiguous stimuli in a catastrophic way, underestimate their own 
coping abilities and resources, and engages in dysfunctional safety behaviors such 
as avoidance. Mental model includes three basic beliefs: (1) the world is a danger-
ous place, (2) I am not in control, and (3) things may become worse suddenly. 
When wrong, negative, catastrophic, self-limiting and self-defeating thoughts are 
corrected, mental health can be established again. Cognitive reframing may foster 
moving forward with life. Viewing traumatic stress and negative life events in the 
same time as challenges, turning points, or opportunities for growth creates a more 
positive frame of mind leading to positive mental health.

Table 6  Thinking errors in depression

– All-or-nothing (black or white) thinking—“I am no good”

– Negative automatic thoughts: I am not important, no one cares about me
–  Overgeneralization: Never-ending pattern of defeat—“No one understands or cares  

about me”: “No one loves me”
– Mental filter or selective darken abstraction: “I ruined everything”
–  Disqualifying the positive: “I’m afraid to feel happy because I always feel bad  

afterward”
– Jumping to conclusions and arbitrary inferences: Mind reading and Fortune teller error
– Magnification and minimization (binocular trick): “I made a mistake, I am so stupid”
– Emotional reasoning: “I feel rejected, for sure they don’t like me”
– Should and must statements
– Labeling and mislabeling: “I made a mistake, I am so dumb”

–  Personalization: One sees oneself as a cause of bad event; “I was born bad”, “It is waste  
of time someone talking to me”
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From the axiological perspective, mental disorders can be explained on the 
account of choosing a wrong life, social and spiritual values, but the question 
remains as to how much it entails a voluntary and conscious decision in compari-
son to subconscious autoprogramming. Exposure to traumatic experiences often 
leads to thinking and asking about meaning, values, and purpose within a personal 
and collective sense. Traumatic events commonly challenge one’s core life values 
and beliefs about safety, self-worth, and the meaning of life. Individuals who are 
unable to resolve challenges to their moral and value beliefs might find themselves 
in a state of demoralization, disillusionment, nonsense, and social alienation. 
Demoralization associated with negative thinking and characterized by feelings 
of helplessness, hopelessness, subjective incompetence, and a loss of mastery 
and control, was found to be very common syndrome in depression, and PTSD. 
According to some opinions, PTSD results from “the shattering of basic assump-
tions” that people have about themselves and their world that is a consequence of 
“information shock” [103]. Beliefs, thoughts, attributions, cognitive schemas and 
general attitudes structure meaning of life events and influence emotional arousal. 
It seems that belief rigidity as well as specific negative beliefs constitute cogni-
tive risks for PTSD. Albert Ellis’s ABC (adversity–belief–consequence model) 
may help individuals with PTSD to distinguish activating event, their beliefs about 
activating event, and the emotional and behavioral consequences of those thoughts 
and take control over their thoughts and behavior [101].

The art of living, in hard and traumatic life situations, is to reveal their true 
meaning, values, and the purpose of life. Simply said, life places tasks before 
us, sometimes very painful ones, at other time incredibly difficult ones. The pur-
pose of something dreadful happening to us is that something better in the future 
will happen. The good that comes from all bad things happening to us means 
that it helps us to achieve our best, our essence, our mission. According to M. 
Kirchenbaum [104], there are ten reasons why something happen to us: (1) to have 
a sense of belonging and to feel truly good in our world as though we were at 
home; (2) to completely accept ourselves; (3) to understand that we can liberate 
the fear that hinders us; (4) to gain the ability to forgive; (5) to recognize our true 
talents; (6) to discover true love; (7) to become stronger; (8) to learn to take pleas-
ure in life and enjoy life; (9) to learn how to live with the feeling that we have a 
specific mission or vocation and purpose in life; and (10) to truly become good 
people. The purpose of our life does not consist solely in self-achievement, but 
also an autotranscendence or outdoing ourselves.

The Behavioral Perspective in Psychiatry

We are what we repeatedly do.
—Aristotle

While the perspective of disease/illness refers to what the patient has, the perspec-
tive of person to what the patient is, the cognitive perspective to what and how the 
patient thinks, value and respect, the behavioral perspective focuses on what and 
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how the patient does. This is the perspective of behavioral medicine. From this 
perspective mental disorders are depicted as characteristic maladaptive behaviors 
developed during interactions with the interpersonal or physical environment. The 
conceptual triad involves physiological motivation (drive or need), different ways 
of learning and conscious or unconscious choice. Learning is usually defined as 
acquisition, modification, and elimination of behaviors and response pattern that 
is associated with environmental conditions in which occurs a connection between 
stimulus and response. Motivation may be related to innate or primary needs that 
urge the organism to act or to learned motives acquired by reward, reinforcement 
or punishment. Classical conditioning, operant conditioning, cognitive behavioral 
learning, and observational and imitational learning represent the basic types of 
learning. Mental or behavioral disorders emerge either because of unusual goals 
some people come to crave or because excess in their attempts to satisfy drives or 
needs, and develop through a process of learning, classical or operant conditioning 
as well as social learning. Two behavioral triads explain normal behaviors and pro-
vide a guide for the treatment of abnormal ones. Driven (internally or biologically 
motivated) behavior is composed of physiological drive, conditioning, and choice 
while socially learned behavior consists of antecedents (predisposing/precipitat-
ing factors), responses (choice/action factors) and consequences (reinforcing/sus-
taining factors) [76]. Social learning modifies the expression of driven behaviors 
based on physiological needs. Biologically driven behaviors are characterized by 
goal-oriented nature, intermittent occurring that is selectively provoked by stim-
uli that are later ignored, variations in intensity of drive which can be voluntarily 
suppressed. Some motivated behaviors follow a typical cycle: craving, consum-
mation, decreased craving and the replacement by other activities, and reappear-
ance of craving after spell of time. Cravings involve two components: a search for 
pleasure such as satiety or orgasm and a desire for release of inner tension such 
as hunger or sexual arousal [76]. At present, there are no valid or reliable ways 
of measuring the level of controllability or irresistibility of drives. Some behav-
ior is usually considered as pathological when the object of the drive is socially 
unacceptable or when the strength of the drive is so intense that it causes suffer-
ing or injury to the patient or to the people around him [76]. Pathological behav-
ior is self-sustaining with internal, biological and psychological and external, 
social reinforcers. Some mental disorders are abnormal or maladaptive behaviors 
(substance-abuse disorders, eating disorders, both anorexia and bulimia nervosa, 
impulse control disorders such as oniomania, kleptomania and pyromania, sexual 
disorders such as paraphilia) rather than diseases. The maladaptive preoccupation 
with concerns about personal and family safety, anxiety, irritability and pervasive 
and uncontrollable sense of threats and danger may be explained by classic fear 
conditioning.

The learned helplessness theory explains depressive and anxiety disorders as 
reaction to the experience of uncontrollable stress. According to the evolutionary 
model depression serves the triple purpose: (1) to signal submission to dominant 
figures in a hierarchy conflict and internally communicate defeat, (2) to signal 
helplessness and communicate a need for help to potential caregivers, and (3) to 
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disengage from commitments to futile or dangerous goals [105]. Mental disorders 
may reflect the pathology of learning mechanisms which normally uses past expe-
rience for better adaptation and improving harm avoidance abilities. Conscious 
and unconscious re-experiencing past traumatic situations and avoidance behavior 
represent the core processes which lost their adaptive value in mental disorders. 
Instead, they give way to phylogenetically primitive fear reactions as agitation/
aggression, freezing, and dissociative states [105]. The traumatic (unconditioned) 
stimulus automatically evokes the post-traumatic (unconditioned) emotional 
response (fear, helplessness and/or horror) and/or dissociation. Conditioned stim-
uli which are reminders of the experienced traumatic event evoke similar condi-
tioned emotional response, dissociation, and flashbacks as well as fear-induced 
avoidance and protective behaviors. The trauma re-experiencing symptoms can 
be a consequence of the primacy of traumatic over non-traumatic memory as a 
pathological exaggeration of an adaptive response to remember as much as pos-
sible about traumatic events in order to avoid similar threats and dangers in the 
future. In general, mental disorders may be the consequence of coincidental rein-
forcement of different behaviors, regardless of genetic predisposition, and related 
to combination of unconscious psychological needs, non-adaptive learning, and 
bad choices. Some aspects of mental disorders may result from what patients are 
doing wrong and from their wrong attitudes and beliefs about their symptoms or 
behavior.

The Spiritual/Transcendental/Transpersonal Perspective 
in Psychiatry

What distinguishes man is his spiritual life.
—Aristotle

This perspective represents a framework for the medicine of person and spirit-
ual psychiatry. The key terms are spiritual self, self-transcendence, and healing. 
Throughout history, much of psychiatric care has been provided within a spirit-
ual and faith context. Human beings exist not only in visible, physical world of 
senses but also in spiritual world of ideas or values which shape their life, behav-
ior, and identity. In addition to scientific questions about the nature, mechanisms, 
and diagnosis of mental disorders, there are also spiritual questions about the 
meaning of mental disorders [106]. According to William Osler (1849–1919), the 
father of modern medicine, “faith has always been an essential factor in the prac-
tice of medicine”. This is so whether we are speaking of faith in physician leading 
to compliance; faith in the efficacy of medical care, leading to positive expecta-
tions and, perhaps, to a salutary placebo effect; or faith in a divine being, lead-
ing to the psychosomatic benefits, or—as the religious themselves might claim—a 
divine blessing, or an expectation of such. For Paul Tournier (1898–1986), pio-
neer of medicine of the person, the twin pillars of medicine were science and 
faith, and an integration of body, mind, and spirit was necessary for health and 
wholeness [107]. Medicine of the person and person-centered psychiatry offer a 
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well-grounded reason for incorporating spirituality and religion into psychiatrist 
assessment, diagnosis, case formulation, therapy, and as a component of psychiat-
ric training and continuous professional development [108]. There are many ways 
to understand and define spirituality, as a human’s characteristic and a personal 
experience. Spirituality can be viewed as “a distinctive, potentially creative and 
universal dimension of human experience arising both within the inner subjective 
awareness of individuals and within communities, social groups, and traditions 
[109] as well as” a facet of our individual humanity, linked to aspects uniqueness, 
meaning, identity, purpose, relationships, a sense of the holy, and the spirit and 
fire which drives us [110]. Ellison [111] argues that spiritual dimension does not 
exist in isolation from the mind and the body, and it is the spirit which synthesizes 
the total personality. Spirituality has been also argued as a belief system related 
to spiritual intelligence and transpersonal self-providing a person with meaning 
and purpose in life, a sense of the sacredness of life, a vision of the better world 
and connection to that which transcends the self. This transcendental connection 
might be to God, a higher power, a universal energy, cosmic law, the sacred, or to 
nature. Spirituality can be defined as a quality of human beings who are concerned 
or preoccupied with higher meaning or purpose in life rather than with affairs of 
the material world [34]. It is an integrating force for physical, biological, psycho-
logical, and social dimensions of human life and a potential source of strength 
and well-being. Spirituality may or may not be associated with a specific religion, 
but it is always related to the subjective experience of something sacred, transper-
sonal, transcendental and greater than self as well as to feelings of awe, rever-
ence, and love. Transcendentality, vitality, meaningfulness, and connectedness 
are essential elements of a spiritual experience which can be understood in either 
secular or spiritual terms [34]. Vitality is an ability or powerful force of an organ-
ism to maintain its organic existence. It includes a creative attitude, being spirited, 
open to new experiences, and growing through inner exploration or meditation. 
Health, energy, and enthusiasm are secular terms, while soul, grace, and sanctity 
are spiritual terms related to vitality. Spirituality is associated with emerging of 
higher values and deeper meanings of life, frequently connected with a sense of 
mystery and awe. Art, science, and literature are secular terms, while faith, scrip-
tures, and revelation are spiritual terms related to meaningfulness. Connectedness 
refers to a feeling of union or harmony with another being or thing which includes 
connection with a living, dead or imagined person, a cultural, ethnic or political 
group, humanity, nature or universe. Family, lovers and nature are secular terms, 
while God, fellowship, and church are spiritual terms related to connectedness.

Healthy and Pathological Spirituality
Spiritual beliefs are of great importance to many patients and may have a signifi-
cant impact on both mental health and mental disorders. It is very important to 
make a distinction between path and pathology, between health promoting spir-
ituality and pathological spirituality, between healthy minded and distorted or sick 
faith. Healthy spirituality in its many forms can bring patients (1) a mission-dis-
covery process, sense of meaning, personal integrity, and purpose; (2) inspirations, 
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values and the fuel to be good, do good and serve others; and (3) a deep enjoy-
ment of life, clinical and personal recovery. Finding meaning in life is a funda-
mental challenge for everybody, including people with mental disorders. Personal 
recovery is a journey from alienation to a sense of meaning and purpose, from 
withdrawal and disengagement to engagement and active participation in life [34]. 
Healthy spirituality has been linked with higher self-esteem and optimism, more 
love, hope, positive thinking, and positive mood states as well as improved treat-
ment outcome. The need to have uplifting experiences and to be part of something 
larger than oneself is essential to the personal recovery narratives of many peo-
ple. Healthy spirituality is associated with placebo or white magic while patho-
logical spirituality is associated with nocebo or black magic. According to Ferrer 
[37], spirituality is a basic transformative process that involves a shedding of nar-
cissism, self-centeredness, self-separation, self-preoccupation, and so on. Spiritual 
narcissism represents a spiritual distortion and misuse of spiritual practice, energy, 
or experience, manifesting as ego-inflation with grandiosity fueled by spiritual 
energies, self-absorption with a preoccupation by own spiritual status and achieve-
ments, and spiritual materialism with the appropriation of spirituality to strengthen 
egoic way of life [37]. Healthy minded (salutogenic) and sick (distorted or patho-
genic) expressions of faith are quite distinct—in the objects of faith, in the expec-
tations of such faith, and in the observed effects and outcomes in the lives of the 
faithful [112]. Salutogenic faith motivated by intrinsic religion is associated with 
empathy, compassion, open-mindedness, self-esteem, altruism, and social respon-
sibility. Healthy minded faith is the fuel that produces constructive social and cul-
tural transformation—it inspires and directs acts of compassion, mercy, and justice 
[112]. Pathogenic or sick faith suggests itself as a font of psychopathology, which 
may have expressed somatic consequences. Certain expressions of distorted reli-
gious faith may serve as a source of or may reflect psychological conflict [112] 
and/or psychopathology. Distorted and pathogenic faith can indeed be an impedi-
ment to well-being and healing, no serious observer would deny this point [112]. 
According to Pargament [113], religious coping can be positive and negative and 
may serve five purposes: (1) spiritual (meaning, purpose, hope); (2) self-develop-
ment (positive identity); (3) resolve (self-efficacy, comfort); (4) sharing (closeness, 
connectedness to community); and (5) restraint (helps keep emotions and behav-
ior under control). Religious, spiritual, and therapy groups can be positive, health-
promoting and life-affirming or manipulative, destructive, and harmful [114, 115].

Spirituality related to the sacred dimension, ultimate meaning, and purpose of 
life in health and disease is an important part of the transdisciplinary integrative 
psychiatry where Latin prefix “trans” means not only beyond but also through, 
across, and pervading. Trust in providence which is love and wisdom, belief in 
power which is greater than oneself, which is a source of significance and hope, 
ability to find meaning in suffering and illness, gratitude for life which is per-
ceived as a gift, ability to forgive have stress coping values and protective effect 
on mental health. Spiritual psychiatry has been the medicine of the person, by the 
person, and for the person grounded on unconditioned love and empathy.
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The Narrative Perspective in Psychiatry

A man is always a story teller: he lives surrounded by his stories and the stories of others, 
he sees everything that happens to him through them; and he tries to live his life as if he 
were telling a story.

—Jean-Paul Sartre

Humans think in stories rather than in facts, numbers or equations.
—Harrari (2018)

The narrative perspective is based on the narrative self and identity, logic of nar-
ratives (illness, therapeutic, recovery, quest, and restitution narratives), and dis-
tressed states of the soul, which are quite natural, understandable, and the result of 
adverse impressions and experiences [74, 76]. Narrative psychiatry is predicated 
on the conceptualization of human beings as narrators who live their lives in rela-
tionships and connect and cooperate with one another through the stories they cre-
ate, tell, and live. Our identity is shaped by narratives or stories, both uniquely 
personal and culturally general. According to Gilbert [110], “great narratives of 
modernism, science and religion have been replaced by own personal consumeris-
tic narratives so that we have become consumers, individualized to become pawns 
and pray to global capitalism”. Human beings are immersed in narrative, first self 
creates personal stories, then over time personal stories modify and create self. 
The stories human beings tell about themselves not only describe themselves, their 
experiences and life philosophy but also shape their lives [116], telling and listen-
ing stories they recognize themselves in the stories of others, and others in their 
stories. One’s ability to create, live and tell a coherent, hopeful and self-actualiz-
ing story of his or her life is a fundamental component of mental health and well-
being. The story is a natural framework for a very different conclusion about how 
we live and what we do, and what is the meaning and purpose of everything. So 
we also give meaning to our lives and the world by the stories we tell to ourselves 
and each other; hence, we define our experiences, actions, and destiny.

A narrative perspective which focuses on the life story of a patient provides 
a better understanding, not only of the patient’s actual mental state but also the 
significance, meaning, and processes contributing to the onset and maintenance of 
clinical symptoms. This perspective aims to understand and describe mental dis-
order by identifying the patient in life like a person with particular strengths and 
weakness (vulnerabilities) as well as with opportunities and threatens and helps 
him to create new life story. Mental disorders can be better understood through 
patients’ personal history and narratives associated with networks of meaningful 
relationships that are embedded in societal and cultural systems. Patient stories are 
the background for diagnosis and the guide to managing treatment and measuring 
treatment response and effectiveness. Mental disorders often point to stories of lost 
love, faith, power, joy, identity or tragic story of “dread frozen in memory”, exis-
tential despair and life irony. Person-centered narrative psychiatry is based on a 
deep and empathic understanding of the patients as persons with unique individual 
life stories and therapy involves their re-authoring and retelling the stories of their 
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lives in creative and hopeful way. Through illness narratives, patients form their 
own explanations about the causes of their illnesses, in useful or harmful way. All 
therapies in psychiatry involve a therapeutic narrative and start with therapist lis-
tening to the patient’s story and then helping him to recognize a new perspective 
on the problem and gain new coping and resilience skills [117]. Deconstructing 
hopeless and harmful into hopeful and useful narratives may help in achieving 
treatment success. Therapeutic narrative refers to explanations of how mental 
health medications or psychotherapy work. These explanations are different dur-
ing acute, stabilizing, and maintenance phase of treatment. Treatment failure may 
be related to an inappropriate narrative in specific situations. Deconstructing nar-
ratives that fuel mental health problems and treatment failures is essential when-
ever desired treatment goals are not obtained. The restitution narrative presumes 
the illness to be cured or overcome so that the patient becomes the same or healthy 
again. While restitution story “yesterday I was healthy, today I am sick, but tomor-
row I’ll be healthy again” may work for some illness experience, it can be prob-
lematic in the context of some other mental disorders for which cure, or return to 
previous health as it was once, may not be forthcoming [118]. So, patients with 
severe major mental disorders need alternative narrative resources to preserve or 
reinstate sense of self, meaning, identity, hope, well-being, and mental health. In 
chaos narrative, the illness destroys the life of the patient. The quest narrative is 
characterized by the patient’s search for meaning and the idea that something can 
be learned or gained from the illness experience [118]. The recovery narratives 
involve the four-component process: recognizing the problem, transforming the 
self through recovery narratives, reconciling with the system, and reaching out to 
others. Establishing a personal relationship with the patient should help the patient 
to find a new self as a person with a mental disorder who can recover from that 
disorder with a new perspective on life. The main focus is on the person, not on 
the symptoms and problems. This approach allows the patient to reconnect with 
his or her true healthy and positive self. Finding a new, true self is associated with 
a re-authoring life story, personal growth, self-actualization, and reaching one’s 
full potential.

Narrative perspective emphasizes also the importance of personality organiza-
tion and psychological life script for understanding the individual psychopathol-
ogy. The psychological script contains the ongoing program for the person’s life 
drama and tendencies to some mental disorders. From the narrative viewpoint, 
the patient’s specific sad and defeating life story related to a mental disorder may 
reflect destructive self-attitudes and a particular unconscious loser life script [74]. 
Victimization is commonly associated with the shattering of at least three basic 
assumptions individuals hold about themselves and their world: (1) the belief in 
personal invulnerability; (2) the perception of the world as meaningful and com-
prehensible; and (3) the view of selfhood in positive terms. People normally oper-
ate on the basis of unchallenged and unquestioned positive assumptions about 
themselves and the world like, for example, “My world is predictable, safe, mean-
ingful and just” and “bad things don’t happen to good people like me”. Recovery 
from mental disorders is related to the cognitive rebuilding of a viable assumptive 
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world view which integrates the realms of vulnerability, meaning, and self-esteem 
[119] in order to create a new better life story. A new story gives the new meaning 
to life, but also fashions the relations with people. The story teaches how to behave 
and live in general as well as with experience of the traumatic events, discovers 
the true values that should be followed, and the meaning of life in adversary and 
happy times. The study of literature discovers universal themes with heroic fig-
ures whose journey of existential self-transformation and psychological and spir-
itual growth in the life cycle upon survival of traumatic experiences may be a 
form of transgenerationally transmitted experiences of collective narrative therapy. 
Metaphors have a healing power and are useful in narrative psychotherapy helping 
patients to change their loser’s story into winner’s story with a happy end.

The Systems Perspective in Psychiatry

Pay attention to your thoughts, because they become words. Pay attention to your words, 
because they become actions. Pay attention to your actions, because they become habits. 
Pay attention to your habits, because they become your character. Pay attention to your 
character, because it is your fate.

—Talmud

The greatest mistake in the treatment of diseases is that there are physicians for the body 
and physicians for the soul, although the two cannot be separated.

—Platon

This perspective represents a framework for systems neuroscience, integrative psy-
chiatry, and person-centered psychiatry. The multidimensional features of mental 
disorders and their treatment require a systematic approach and a multidisciplinary 
paradigm to bridge substantial gap between different mental health disciplines and 
their paradigms. According to the general systems theory (GST), interconnections 
and interrelations exist between parts of entities that work together making a sys-
tem which represents a coherent organization of that parts, the effect of which is 
greater than their simple sum. In this context, the genome operates within the con-
text of the cell, the cell within the context of the body, the body within the context 
of the self, the self within the context of society, and the society within the context 
of the universe [60]. Any complex living system must have: (1) order defined as 
the global adaptive optimum; (2) must be adaptive that means capable of biomor-
phogenesis which leads to awareness, in humans it means self-understanding and 
nonlocal awareness which is basis for understanding of truth which lead to wis-
dom; and (3) must be flexible and creative in its self-organization [60]. From the 
systems perspective, mental disorders arise from various dysfunctions and interac-
tions within and between complex systems that operate from the epigenetic molec-
ular, cellular and neuronal networks level all the way up to the level of family, 
society, and culture. The system approach in psychiatry is an attempt to integrate 
the fragmented identities of psychiatry and different classes of neurobiological, 
psychodinamic, social, and cultural processes studied by different scientific disci-
plines into an organized whole.
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Mental disorders in general and specifically may reflect the problems in many 
different, more or less related systems that can be considered on three levels. 
Macro-level addresses broad societal and cultural aspects of mental disorders. The 
meso-level is related to the family and social networks. The micro-level refers to 
the level of the individual as the person. Mental disorders and somatic diseases/ill-
nesses can be conceptualized within different body, energy, mental, family, social, 
etc., systems. Experiential and behavioral manifestations of mental disorders are 
predicated on their underlying multilevel neurobiological systems as well as to 
cognitive-interpretative, narrative, behavioral, and interpersonal processes that are 
at play prior to the onset of mental disorder, during the pathogenesis, throughout 
the course of disorder and response to treatment [120]. There has been a substan-
tial conflict between current knowledge and various concepts and models of men-
tal disorders. The systems approach suggests that the only way to understand the 
complex issues of mental disorders and human suffering is to approach them in 
a holistic multiperspective transdisciplinary way using both analytic-focused top-
down processing and heuristic-global bottom-top processing [11]. The various 
perspectives and dimensions are interconnected and interdependent, and cannot be 
fully understood separately. According to the systems theory, the whole is more 
than the mere sum of its parts, and the interconnections between the parts add a 
specific and distinct quality and dimension to the whole. While the focus of the 
reductionistic, mechanistic, and formistic information processing is on the parts, 
the systems approach emphasizes the whole [12]. The application of the trans-
disciplinary systems approach helps us understanding mental disorders and their 
treatment and prevention in a better and more appropriate way and offers a broader 
range of more efficient treatment strategies and options [121].

Systemic approach enables integration of different perspectives and paradigms 
into a holistic coherent model. Each of the seven perspectives presented here 
offers a different map which is complementary to others and all together outline 
the field of transdisciplinary integrative holistic mental health science and practice. 
All these perspectives can contribute to the formulation of clinical problem in a 
different way, so a simple one-to-one application of perspective to a case is not 
successful enough. How much each will contribute depends on the clinical char-
acteristics of the case as well as on the treatment phase. At each particular case or 
phase of the treatment, the psychiatrist needs to select the primary perspective that 
best fits the patient and then integrate the other six perspectives into the formula-
tion and treatment. When applied secondary to the disease perspective, the dimen-
sion perspective is mindful of the patient’s personality strengths and weaknesses 
as the patient encounters the limitations imposed by the disease or posttreatment 
condition. The person perspective is focused on helping the patient to use person-
ality resources to respond to the demands of the actual life situation and increase 
her or his well-being. The behavior perspective is secondary to the disease per-
spective for cases in which behavior pattern is associated with the disease process 
or condition. When the behavior perspective is the primary perspective, the focus 
is on stopping unwanted or starting wanted behaviors. The cybernetic perspec-
tive is related to a more or less self-inducing, self-regulating, and self-organizing 
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aspect of behavior in illness and wellness. The cognitive perspective is of great 
importance for shared-vision of disease and its treatment. The spiritual perspec-
tive helps in finding sense of life as well as meaning in suffering and illness. The 
systems perspective gains momentum to transdisciplinary, integrative, context-sen-
sitive psychiatry that responds more effectively and humanly to the challenges of 
mental disorders.

Conclusion

The challenges of the twenty-first century have marked the need for a new field 
called theoretical psychiatry, problem-oriented discipline which is about “the way 
we challenge in psychiatry, the way we integrate in psychiatry, the way we test a 
hypothesis in psychiatry, and the way we intervene in psychiatry”. The content of 
this chapter has been shaped by the ideas, theories, researches, and clinical experi-
ences of many scholars, experts and clinicians around the world, many of them 
found on Internet. It seems true what Stephen Hawking claimed that “we are all 
now connected by the Internet, like neurons in a giant brain”. Systems thinking, 
systems (complexity) theory, brain network theory epistemology, and philosophy 
of science are pillars of the theoretical psychiatry. Creatively combining the dif-
ferent theoretical perspectives brings us closer to a holistic understanding of the 
complex nature of mental health and mental disorders, and a more efficient treat-
ment of mental health problems. The traditional “one-size-fits-all” approach to 
diagnosis and treatment should be reconsidered and new diagnostic and therapeu-
tic tools should be offered. Psychiatry seems to be moving toward an era of indi-
vidualized and person-centered care and a type of treatment that should offer the 
right drug to the right patient. Although many concepts are hazy and confusing 
in psychiatry and many puzzles need to be resolved, the substantial groundwork 
for better understanding of mental disorders and their more successful treatment is 
being prepared. At the end of the day, one can say that due to computational sci-
ence there is already a good theoretical and empirical background for a transdisci-
plinary, integrative, context-sensitive psychiatry that responds more effectively and 
humanly to the challenges of mental disorders.
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Abstract
Theoretical psychiatry considers theoretical problems in psychiatry as well as 
the quality and effectiveness of mental health care. This chapter addresses the 
idea of predictive, preventive, precision, personalized, and participatory medi-
cine in psychiatry from a theoretical transdisciplinary integrative perspective 
and systems networking. The aim of the chapter is to bring together some cur-
rent ideas and concepts such as computational neuroscience, network theory, 
multi-omics profile, precision medicine, and person-centered psychiatry as a 
coherent system of theory and practice.

Keywords
Theoretical psychiatry · Precision psychiatry · Person-centered psychiatry

Introduction

It is sometimes important for science to know how to forget the things she is surest of.
—Rostand (1958)

Psychiatry today is facing unprecedented challenges, old theories and concepts 
about mind and mental disorders are crumbling, and new ones are emerging. The 
concept of predictive, preventive, precision, person-centered, and participatory 
medicine (5PMed) is a new emerging paradigm in psychiatry. 5PMed promotes 
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the paradigmatic shift from delayed interventional to predictive and preemp-
tive psychiatry, from blockbuster to person tailored psychiatry, from palliative to 
preventive psychiatry, and from illness to wellness. 5PMed is proclaimed as “the 
medicine of future that enables to predict individual predisposition before onset of 
the disease, to provide targeted preventive measures and create personalized treat-
ment algorithms tailored to the person” [1]. As medical discipline psychiatry is 
an interdisciplinary field situated at the interface of natural sciences and human-
istic sciences. It utilizes insights from the most varied disciplines such as biology, 
neuroscience, pharmacology, physics, anthropology, philosophy, ethics, axiology, 
psychology, sociology, informatics, etc. At the conceptual level, contemporary 
psychiatry can be divided into four approaches: dogmatic, eclectic, pluralist, and 
integrationist [2]. In practice, most psychiatrists are still, more or less, dogmatic 
claiming to be eclectic in theory. The pluralist and integrationist concepts are the 
most challenging, particularly from the perspective of personalized medicine and 
person-centered psychiatry. Transdisciplinary integrative approach within theo-
retical psychiatry tries to create an overarching theory that unifies all the scientific 
and humanistic disciplines dealing with human mind, mental health, and mental 
disorders. The idea is very attractive and challenging: to offer all mental health 
scientists and practitioners a common language, bridge over academic gaps and 
easily exchange insights across disciplinary borders. Personalized and precision 
medicine in psychiatry which in diagnostics, treatment, and prevention takes into 
account individual patient’s variability in genes, environment, and lifestyle is still 
only a dream, but also an imminent reality at the information-gathering infancy 
stage [3, 4]. Dataism, the mindset or philosophy created by the emerging signifi-
cance of Big Data and deeply entrenched in computer science (infotech) and biol-
ogy (biotech)—[5, 6], is promising in achieving these goals.

Transdisciplinary holistic integrative psychiatry represents an attempt of cre-
ating a very complex system with compositional and dynamical integrative com-
plexity and evolutionary contingency. To avoid misunderstanding it is important 
to have in mind that complex systems can be classified into aggregative and com-
posite (component and integrative) systems [7]. Properties of aggregative systems 
depend linearly on component properties and actions of individual components 
simply add together. An example of aggregative system may be psychiatry as a 
field for the coexistence of multiple explanatory perspectives and treatment meth-
ods. In component systems, the properties and actions of the whole depend on the 
organization and activity of the parts, but the parts themselves are partially inde-
pendent although there are interactions among them. In integrative systems, the 
components and their organization and actions influence the whole system but also 
depend on the features of the whole system. True multicomponent, multidimen-
sional, multi and cross-level and transdisciplinary integration in psychiatry can be 
established only on the principles of complex integrative systems creation.
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Paradigm Clash or Paradigm Shift for the Future: That’s 
the Question Now

Many major theoretical and practical problems and quandaries in contemporary 
psychiatry are still waiting for their solutions. These problems can be roughly 
divided into three groups: the problems concerning nosology and diagnostics, 
problems related to aetiology and pathophysiology, and problems related to 
achieving the more stratified and personalized treatment. ICD and DSM classi-
fications are criticized to be incoherent, heterogenous, and provincial and insuf-
ficiently informed by a biomedical understanding of mental illness [8]. Although 
treatment for major mental disorders is frequently effective, insufficient treatment 
outcome seems to be more commonly the rule than the exception [9, 10]. Choice 
of treatment and prescription of mental health medications are commonly hap-
hazard, trials and errors, without valid and reliable parameters and biomarkers to 
guide it. Inspired by the famous list of Hilbert’s problems in mathematics an inter-
national group of the most distinguished experts from different specialties [11] 
published their eclectic list of priority problems in psychiatry predicated on the 
discussion at a scientific symposium (Table 1). Finding answers to these questions/
problems, and still to many others as well, and discovering the more appropriate 
directions of the future scientific and professional development of the individual, 
public, and global mental health care [12] is final cause and purpose of practicing 
theoretical psychiatry.

What is the crux in psychiatry it is its scientific background and coherence, 
transdisciplinarity and clinical utility. Theoretical psychiatry pursues  knowledge 
and understanding of mental disorders, and it operates so through the formula-
tion, testing, and evaluation of theories, clinical practice, and mental health care. 
Understanding the puzzle “how brain function enables the mind and  mental func-
tions and how brain dysfunctions lead to mental disorders” makes  obvious the 
need for transdisciplinary integrative approach in neuroscience and psychiatry. The 
crucial component for a truly medical nosology in psychiatry is “a neurobiologi-
cally informed psychopathology” [14] or in other words functional psychopathol-
ogy with a neuroscientific understanding of the mental functions, their regulation 
and dysregulation and underlying neuronal networks and brain systems. Of course, 
experimental psychopathology and psychodynamic psychopathology offer also 
very useful approaches to more valid assessment of mental disorders. Mental dis-
orders are complex phenomena that demand complex, transdisciplinary multilevel 
and multiperspective explanations. One of the essential tasks of theoretical psy-
chiatry is to bridge different theories and models originated from different levels 
of explanatory description, e.g., cellular, neural circuits and behavioral levels [15]. 
This bridging can be done in different ways, as vertical, bottom-up and top-down 
strategies and horizontal strategies of information processing. Bottom-up and 
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Table 1  Charting the landscape of priority problems in psychiatry (adapted from Refs. [11, 13])

Classification and diagnosis

Problem 1: Is mapping between mental states and brain states computable? (Classical comput-
able mapping or quantum computable mapping)
Problem 2: What should be the status and role of symptoms in psychiatry? (Do symptoms 
define a series of diseases that can be disentangled with the help of neurobehavioral measures?)
Problem 3: Integration a dimensional perspective on general psychopathology with categorical 
definitions of disease entities (because our current categories provide only an approximation of 
much deeper patterns)
Problem 4: Show that the brain manifests disease in limited ways, possibly only three or four. 
(The complexity of the brain does not seem to be reflected in the number of diseases recognized 
by psychiatrists)
Problem 5: Bridging the comparative gap: can preclinical models help to establish diagnostic 
criteria based on observable signs?
Problem 6: What is the higher order structure of fundamental mechanisms relevant for diagnos-
tics? (How to develop diagnostic strategies that identify clusters of mechanisms that are amena-
ble to treatment, using multidimensional functional profiles that combine neural and behavioral 
indices to assess distinct identifiable mechanisms)
Problem 7: New approaches to patient stratification are needed for neuroscience research
Problem 8: Develop computational assays for symptom-guided reassembly of psychiatric 
nosology
Problem 9: Computational assessment of learning dysfunctions for a dimensional perspective 
on psychiatric disorders
Pathogenesis and aetiology

Problem 10: Derive a tractable account of the systems-level effect on the human brain of epide-
miologically validated high-risk causal factors
Problem 11: What are the mechanisms of gene-environment interplay in psychiatry?
Problem 12: Understanding mechanisms of resilience
Problem 13: Can a mechanistic marker be found for diagnosis of schizophrenia and bipolar 
illness? What are the pitfalls?
Problem 14: What are the principles of cognitive-type microcircuits in a large-scale brain sys-
tem, and how do their impairments explain mental disorders?
Problem 15: A Fokker–Planck equation for the brain
Problem 16: The problems of priors
Problem 17: Understanding psychiatric pathophysiology in terms of the computational pro-
cesses that underlie inference
Treatment efficacy and efficiency

Problem 18. How to increase treatment effectiveness and efficiency?
Problem 19. Eliminating dangerous and ineffective treatments
Problem 20. More comprehensive understanding of therapeutic processes
Problem 21: Promotion of more precise, comprehensive (holistic) and personalized treatment 
guidelines
Problem 22. How to reconcile different views on the practice in psychiatry?
Psychiatry as a coherent field of scientific theory and one unified and standardized practice

Problem 23: How to integrate different but complementary branches, theories, and practices 
within psychiatry?
Problem 24. Does psychiatry need a new identity with new borders and new epistemics?

Problem 25. Transdisciplinary integrative 5P psychiatry: reality or Holy Grail?
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top-down processing are also well-known therapeutic procedures in neuro-lin-
guistic programming (NLP) psychotherapy. Bottom-up processing of information, 
also known as inductive reasoning and “small chunk” processing, is a method of 
gathering small chunks of information and building the conclusion. This approach 
is the method of piecing together of systems to create more complex systems. 
Bottom-up models integrate what is known on a lower level (e.g., activity of neu-
rotransmitters and their receptors) to explain phenomena on a higher level, e.g.,  
brain reward–punishment or dominance–submissive brain systems). Top-down 
processing, known as deductive reasoning or large chunk processing, is a method 
which starts with big picture or higher level and then analyzes the parts or goes 
down to lower level. Top-down models integrate what is known on a higher level  
to those what is known on lower level.

Treatment outcome for many mental disorders is considered as being unsat-
isfactory due to lack of preemptive mental health care, delayed interventions 
leading to palliative care, untargeted mental health medication, overdosed or 
hypodosed patients, low effectiveness of treatments, false beliefs and pessimistic 
treatment expectations, etc. Optimistic versus pessimistic expectations depends 
on paradigms which psychiatry and mental health services will put into practice. 
Transdisciplinary integrative approach with the multimodal diagnostics (i.e., deep, 
early and predictive diagnostics) and application of health- versus illness-specific 
biosignatures leading to valid diagnostic psychopathological entities, creation of 
extended patients’ profiles and medical records with multidisciplinary question-
naires (integrative bioinformatics), and treatment tailored to the person gives hope 
for the future.

Research Domain Criteria (RDC) and Systems Neuroscience 
of Psychosis (SyNoPsis)

The nosologic insecurity and instability of diagnostic and classification systems in 
psychiatry (ICD, DSM) endanger its scientific image. Categorical ICD and DSM 
classifications pose a significant hindrance to discovering the real nature and ori-
gin of psychopathology as well as objective and specific diagnostic biomarkers 
for them. DSM nosology seems to be invalid because they cluster together dis-
orders which are symptomatically similar, but ethiopathophysiologically different 
[16], and the use of artificial illness categories to map distinct biological sub-
strates hindered the progress in the research of biological markers in psychiatry 
[17]. The purposes of classification and diagnosis in psychiatry are the same as 
in the other branches of medicine. Psychiatric diagnoses are still more syndromes 
than true disease entities because of the lack of demonstrable pathophysiology 
for majority of mental disorders. There is an increasing discussion about limita-
tions of the current ICD-10/11 and DSM-5 classifications because of the atheo-
retical approach, law diagnostic validity and high rate of artificial comorbidities, 
lack of staging concepts and underlying pathophysiology to be a target for pre-
ventive or therapeutic action, etc. Reclassification of mental disorders predicated 
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on computational neuroscience and mind/brain functional domains is expected 
to help in solving problems. Recent progress in basic neuroscience, technology, 
and informatics resulted in new approaches to understanding and forming clas-
sification in psychiatric research connecting biological, cognitive, emotional and 
behavioral components of normal and pathological functioning in order to rec-
ognize valid and reliable endophenotypes and biosignatures for mental disorders. 
The Research Domain Criteria (RDoC) is viewed as an innovative and transform-
ative approach to understanding the nature of mental disorders and find their more 
successful treatment with implementation of neuroscience-based psychiatric clas-
sification and treatment. It represents a translational approach to organize multi-
disciplinary research and synergize basic neuroscience, clinical neuroscience, and 
psychiatry with strategic aims to reorient diagnostics and treatment of mental dis-
orders [18, 19].

RDoC is focused on the investigation and characterization of relationships 
among the different research domains containing psychological constructs at the 
different levels of analysis, all that from biology to sociology (Table 2). Each con-
struct is evaluated dimensionally at the continuum from normal to pathological to 
determine the full range of variation. It is claimed that the RDoC matrix has good 
potentials to be transformed into an ontological structure which could enable auto-
matic data processing and facilitate intelligent diagnosis [22].

While RDoC relies on intermediate constructs to link brain and behavior, 
Systems Neuroscience of Psychosis (SyNoPsis) project aims at the direct link 
between a revised phenomenology of psychoses and brain circuits [14]. SyNoPsis 
project work is predicated on the following background: “(1) the core feature of 
schizophrenia is a fundamental interpersonal communication breakdown; (2) its 
symptoms are an expression of dysfunctional sensorimotor and corticostriatal 
brain systems specialized for distinct communication domains (candidate sys-
tems); (3) formal features allow the mapping of typical symptoms onto these sys-
tems; (4) the definitions of traditional psychopathology must be revised according 
to our knowledge about the functional neuroanatomy of the candidate systems; 

Table 2  Units of analysis and functional domains of the NIMH Research Domain Criteria  
[20, 21]

Units of analysis: Genes, molecules, circuits, physiology, behavior, self-reports, paradigms

Functional domains

Negative valence systems: Acute threat (fear), potential threat (anxiety), sustained threat, loss, 
frustrating non-reward
Positive valence systems: Approach motivation, initial responsiveness to reward attainment, 
Sustained longer term responsiveness to reward attainment, reward learning, habit
Cognitive systems: Attention, perception, declarative memory, language, cognitive control, 
working memory
Social processing systems: Affiliation and attachment, Social communication, perception and 
understanding of self and others

Arousal and regulatory systems: Arousal, circadian rhythms, sleep–wakefulness
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and (5) a neurobiologically informed psychopathology of psychoses will permit 
the generation of scientific hypotheses with falsifiable predictions about causal 
relationships between typical psychotic symptoms and dysfunctions of the candi-
date systems” [14].

In order to overcome the simplistic, symptom-centered approach in the DSM 
and ICD, several psychodynamic diagnostic manuals, the two most prominent 
ones are Psychodynamic Diagnostic Manual (PDM; PDM Task Force 2006) and 
Operationalized Psychodynamic Diagnosis (OPD; OPD Task Force 2008), have 
been offered aiming to increase the construct validity and provide clinical sophis-
tication to categorical diagnosis [23]. Paraphrasing Sartorius [24] from the Preface 
to the ICD-10 psychiatric classification is a way of our understanding and defin-
ing mental disorders at a point of time. One can freely say that current psychiatric 
classifications based on phenomenological psychopathology and operational defi-
nitions are only “a best guess” and “working hypotheses” which represent our cur-
rent knowledge about mental disorders and their treatment and as such they must 
be continually reviewed and reformulated in the light of new knowledge, concepts, 
and technology. Operational definitions of mental disorders with an aetiologically 
atheoretical perspective improved significantly interrater agreement and reliability 
for diagnosis in psychiatry and facilitated communication between clinicians.

Precision Psychiatry: Biomarkers, Endophenotypes, 
and Biosignatures—Is that All?

The era of precision medicine is imminent, but its use in psychiatry is still unde-
veloped [25], although the necessary technology to put it into operation is cur-
rently available. Precision medicine tends to use measurable health parameters 
or objective biomarkers to identify individuals at risk of a mental disorder, to 
improve diagnostic punctuality and to offer a personalized (patient-tailored) ther-
apy. Theoretically, it is expected that is possible to combine clinical data with dif-
ferent neurobiological measures, single-nucleotide polymorphisms, and epigenetic 
mechanisms in the different populations of patients in order to identify profiles 
that refer to and predict individual clinical response to individual or personalized 
treatment. Three categories of biomarkers in psychiatry: single markers, endophe-
notypes, and biosignatures may come from molecular genetics, biochemistry, and 
neuroimaging. However, identifying endophenotypes, biomarkers, and biosigna-
tures that would be applicable and useful for précising clinical diagnosis, moni-
toring disease regression, and predicting treatment response is still wishful, but a 
promising way of thinking. Endophenotypes are specific trait markers of an ill-
ness regardless of the phenotypic presence or absence of illness because they are 
heritable [3]. Biomarkers are measurable parameters that reflect biologic func-
tion or dysfunction, response to a treatment method, or predict the natural pro-
gression of illness. An attractive alternative to the single markers is the concept 
of biosignatures as the biological equivalent of a pathognomonic sign that could 
complement, augment, and make psychiatric diagnosis more valid and reliable. 
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For the time being, the reported biomarkers do not index pathophysiology or treat-
ment responses and do not enable prediction and treatment selection in psychiatry. 
Stratified and personalized therapeutic interventions that are predicated on bio-
markers are challenging concepts and treatment strategies.

Feature engineering for complexity of the mind. The first step in being able 
to classify which mental illness a patient has is determining the most informative 
set of markers either at behavioral, neurological, cellular or any other available 
measurement level. Quality of an illness marker can be evaluated based on two cri-
teria: (a) sensitivity—does the marker always or at least often manifest in certain 
illness and (b) specificity—is it specific for that illness or does it manifest in other 
illnesses as well. Suggested psychiatric biomarkers unfortunately often fail at one 
or both of these criteria.

Biomedical data in its raw form is often unsuitable for statistical prediction. 
First expert has to interpret the data and pick certain features which can then be 
quantized. For example, EEG expert will analyze amplitudes of certain brain wave 
frequencies and then that can be correlated with certain diagnoses to see whether 
brain waves can be used as an illness marker. Problem with this approach is that 
there are infinite ways to combine raw data into features. Alpha, beta, gamma and 
delta waves for EEG are just one way to do it which is based on not on neurosci-
entific theory but rather on common sense. In genetics, we are trying to identify 
which genes might predispose some people to develop certain illnesses which is 
based on the mechanistic notion that there is a gene for everything. In reality, it is 
entirely plausible that different gene combinations are associated with specific ill-
ness in a way that is too complex for a human to understand.

A possible solution to this problem has been developed in area of machine 
learning. One of the most central endeavors in the field of artificial intelligence 
is the development of software that can process images and recognize objects in 
a way humans can. At first, scientists tried writing manual rules for object recog-
nition. This has proven to be fruitless endeavor as there is no 1 on 1 relationship 
between 3D object and the image it projects on 2D camera. 3D object can project 
many different images depending on angle, distance, lighting, etc. Progress was 
made when scientists realized they are better off letting software develop its own 
rules for object recognition by implementing neural networks and other machine 
learning techniques. Artificial intelligence is trained on a large dataset of pictures 
which are labeled to inform the algorithm whether a specific picture contains the 
object. In other words, it is entirely possible to recognize 3D objects as a projec-
tion on 2D plane as evidenced by the ease at which humans do it. However, the 
rules are so complex and unintuitive that they have to be delegated to artificial 
intelligence. Parallel to that it is entirely possible that creation of biomedical data 
features relating to brain functioning should be relegated to artificial intelligence 
and expert should then analyze the most predictive feature AI has generated and 
try to explain it and integrate into existing theory.

Using a combination of predictors for nonlinear systems. In machine learn-
ing and Big Data, there is a very useful idea that unifying several weak classifiers 
which predict barely better than guessing can produce a strong classifier. The brain 
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is a complex system and in complex systems, by definition, every variable is influ-
enced my multitude of other variables. The more the causal factors are, there is 
less variance each individual factor can explain. Thus it is unlikely that behavior 
and psychological processes can be adequately explained by handful of variables. 
Instead of using individual markers, research paradigm needs to switch to using 
marker composites created by machine learning methods, which is related to the 
first idea that task of deriving biomedical markers should be relegated to artificial 
intelligence. Scientist should then strive to reverse engineer the markers created 
by AI and generate theoretical knowledge about brain functioning. This approach 
requires a large amount of data both in terms of patients and number of different 
measurements such as brain imaging or genetic testing which can be economically 
challenging. For that reason, researchers need to collaborate with practitioners and 
work on creating large, shared datasets so field as a whole can truly reap the ben-
efits of Big Data revolution.

Transdisciplinary Integrative Precision, Personalized 
and Person-Centered Participatory Psychiatry: Hope for the 
Future

There are two ways of acquiring knowledge, one through reason, the other by experiment.
—Roger Bacon

Instead of relatively broad pathological diagnoses and nonspecific “one-size- 
fits-all” therapies, psychiatry is moving toward an era of individualized, preci-
sion, personalized and person-centered and participatory care that should offer  
the right treatment to the right patient in the right time. Current psychiatric ther-
apies are actually effective and useful for many patients, but there are still high 
rates of partial response and treatment resistance [26]. Personalized, precision and 
person-centered psychiatry are commonly used as synonyms, in spite of the fact 
that these terms refer to the overlapping, but little distinctively different meanings 
and approaches. Personalized medicine considers clinical and personality charac-
teristics of a patient in order to predict susceptibility to disease, aid in diagnosis, 
and tailor individualized treatment [25], precision medicine searches objective 
measures, biomarkers, endophenotypes or biosignatures, while person-centered 
medicine promotes a patient to be proactive as partner in the treatment choice. 
Using computation technology, precision psychiatry tends to detect and integrate 
data, information, and knowledge from biomedical research and clinical practice 
across many layers, from genes to behavior. Personalized psychiatry claims that 
mental disorders do not manifest only on a molecular but on personal–interper-
sonal level as well as that all patients have their own unique needs, life and ill-
ness histories, family and cultural backgrounds, and illness expressions, needs for 
specific therapies and treatment programs and unique way of recovery. Person-
centered or person-centric psychiatry as the successor of the medicine of person 
[27] promotes the person who is responsible for his/her health as the key concept, 
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the center and goal of health care in achieving mental, physical, social and 
 spiritual well-being [28]. Mental health is not just mental capital to be consumed, 
it is a state of well-being created in each moment of life, and if it is not created 
then a person becomes sick [29]. In contrast to the traditional view of “patient” 
as a person who must wait patiently for the doctor to instruct them in what to do, 
person-centered psychiatry promotes personal mastery of patients to have a proac-
tive and participatory role as partners in their treatment (“nothing about the patient 
without the patient)”. The goals of 5-P person-centric psychiatry are to transdisci-
plinary address mental health and mental disorders in their totality and to render 
mental health care more precise, predictive, preventive, personalized and participa-
tory in order to reduce the burden and negative impact of mental disorders.

From Paradigmatic to Holodigmatic Approach: Mental 
Symptoms are an Indication of Mental Disorders, Mental 
Disorders are an Indication of Brain Dysfunctions/Disorders, 
Brain Disorders are an Indication of Epigenetic Dysfunctions/
Disorders

Mental health and mental disorders can and should be examined from different per-
spectives [30] and on different levels in system analysis (epi/genetic, biochemical, 
psychophysiological, cognitive, behavioral, family, social, and environmental). As 
health is a state of physical, mental, social, and spiritual well-being, transdiscipli-
nary integrative psychiatry considers the whole person (body–mind–energy–spirit 
holodigm) in the understanding and treatment of mental disorders and the quest 
for positive mental health and well-being. From a complex systems perspective, 
mental disorders can be understood in multiple different ways such as in terms of 
dysfunctional neuronal circuits and brain systems, neuroglial and homeostatic fail-
ure, dysfunctional epigenetic mechanisms, symptom–symptom network dynamics, 
brain miscomputations, misrepresentations and aberrant mentalization, evolution-
ary mismatch, neurodevelopment disorders, toxic encephalopathies, pathopsy-
chodynamics, dysfunctional self-dynamics, etc. Psychiatric theories of mental 
disorders seem to be mereological systems whose axioms are different, so that 
holodigmatic transdisciplinary integrative approach tends to create a sensible and 
functional network, vertical and horizontal, structures. According to mereology 
(Greek mere—part), discipline in philosophy and mathematical logic which stud-
ies the parts and the wholes they form, as well as system decomposition and parts, 
wholes and boundaries, everything is part of itself (reflexivity), that a part of a 
whole (transitivity), and that two distinct entities cannot each be a part of the other 
(antisymmetry), thus forming a partially ordered set or poset [31]. An example of 
a poset is a genealogical descendants of family. According to some opinions “psy-
chological and biological networks may be related through mereological matryosh-
kas (a Russian doll) structure, where biological network structure are ‘nested’ in a 
psychological without one causing the other, just as one smaller matryoshka does 
not cause a larger matryoshka” [32]. This metaphor seems interesting; however, 
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matryoshka is not living being, so that head of onion representing biological, psy-
chological, social, and spiritual dimension of human beings or different levels of 
symptoms network could be a useful metaphor. Fortunately, computational models 
of mental disorders may operate without metaphor and they might identify trans-
diagnostic and diagnose specific computational mechanisms. There is hope that a 
computational approach could lead to better theory- and data-driven diagnoses as 
well as to more selective and successful treatment in psychiatry.

Computational psychiatry is predicated on multiple levels and types of compu-
tation with multiple types of data in order to contribute to the better understand-
ing, prediction, and treatment of mental disorders [33]. Computational approach, 
in a narrow sense, refers to computer simulation in which components of a sys-
tem are modeled and their simulated behavior is used to study the system at large. 
In a wider sense, the computational approach includes advanced statistical meth-
ods such as neural networks or numerical optimization techniques although it is 
debatable whether such techniques should be subsumed under that label. They are 
tools which can be used in computer simulations but they are also often used in 
other fields such as machine learning and statistics. In our context, it is impor-
tant that simulations can be used to test scientific theories. For example, compu-
tational neuroscience aims to model a single neuron based on our knowledge of 
cellular biology and biochemical pathways. Model is then used to compare com-
putational predictions with the actual behavior of the neuron. The convergence of 
simulated and empirical outcome supports the validity of theory being tested while 
their divergence can act as a focusing lens to guide future research and data col-
lection toward specific areas of the system which are not yet sufficiently under-
stood. There are four recognizable contexts in today’s computational psychiatry: 
(1) dysfunctional brain connectivity; (2) dysfunctional network dynamics; (3) 
misrepresentation; and (4) aberrant information processing involving inference, 
information integration, and choice It tries to unite many dimensions and levels 
of description and explanation in mechanistic and rigorous way avoiding biologi-
cally reductionism and artificial nosological categories [34]. At a computational 
level, it describes the formal nature of mental disorders; at an algorithmic level, it 
depicts the method of solving the problem; and finally at an implementation level, 
it describes the physical realization of the method [34]. According to Huys et al. 
[33], computational psychiatry operates within three approaches: (1) data-driven, 
atheoretical data analysis based on machine learning (ML) widely construed, 
involving, but extending standard statistical methods, (2) theory-driven models 
which mathematically specify mechanistically interpretable relations between 
observable variables and postulated, theoretically meaningful hidden variables, 
and (3) combined theory- and data-driven approaches. Data-driven approaches 
have been applied to some clinically important issues such as automatic diagno-
sis and diagnostic classification (the symptom clusters mapping onto specific neu-
ropsychophysiological substrates), understanding relations between symptoms 
(co-occurrence and sequential expression of symptoms), prediction of longitudi-
nal illness course and treatment outcomes and treatment selection [33]. Theory-
driven approach, based on a theoretical, commonly mechanistic understanding 
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of brain functioning and mental disorders, can be classified synthetic (informed 
by relevant data from multiple sources, connectionist, and neural network mod-
els), algorithmic (exemplified by reinforcement learning—RL models), and opti-
mal (linking observed behavior to the Bayes optimal solution) models (35, 33). 
Synthetic, biophysically realistic neural network models have been applied to link 
neuro/biological abnormalities to psychological and behavioral consequences. 
Application of algorithmic RL models to mental disorders (affect, motivation, and 
decision-making) is motivated by the next three facts: (1) decisions are central to 
mental disorders as the final common pathway preceding many abnormal behav-
ior and bad decisions may have profound consequences for affected individuals; 
(2) psychoactive substance and medications influence neurotransmitters and neu-
romodulators in brain, and (3) unifying the previous two neurotransmitters/neu-
romodulators are central to computational models of decision-making and reward 
sensitivity [33, 35]. RL models can be model-free (MF) and model-based (MB) in 
which an internal/mental model of the world capture goal-directed behaviors and 
rely on cognitive and emotional (limbic) cortico-striato-thalamo-cortical (CSTC) 
loops [33]. Optimal behavior is related to comparing the future with the present, 
and RL models represent different ways in which past experience is used to esti-
mate and predict future rewards and punishments [34].

A viable and useful paradigm must project a domain of reality which is con-
gruent with a total reality projected by a holodigm, which reflects multiple evolv-
ing realities [36]. Disparate theories and models of explaining mental health 
and mental disorders imply the legitimacy of different assessment and treatment 
approaches. Concepts and models from seven perspectives are not mutually exclu-
sive but rather different ways of looking at and contributing to a possibility of 
transdisciplinary understanding of the same phenomena. In general, due to focus 
on psychopathology, fragmentary, unidimensional, uniperspective, and unimodal 
therapeutic approach, treatment of mental disorders is unfortunately too often 
associated with partial remissions, frequent relapse or recurrence as well as with 
persistent residual symptoms, distress and low level of well-being, coherence of 
being, life satisfaction and quality of life. Many aspects of psychiatric treatment 
have been criticized as harmful, dehumanizing, exploitative, and only pathology 
oriented on decrease of symptoms and illness and not on the development of well-
ness, purpose of life, and creativity. Concurrent use of two or more treatments may 
be a sword with two sides regarding the compatibility of treatments so that the 
combined use of different treatments is a very important issue in every integrative 
approach in psychiatry. The combined use of incompatible treatments is contrain-
dicated because of the unacceptable safety risks or a decrease in treatment efficacy 
and effectiveness. On the other side, the combined use of compatible treatments 
can result in neutral, additive, or synergistic effects.

Transdisciplinary holistic integrative treatment includes both disease and ill-
ness demotion and health and wellness promotion in the same time as well as 
combined parallel and sequential treatments with additive or synergistic effects. 
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It is aimed to stop multilevel pathogenesis of a mental disorder, but also to 
enhance salutogenesis and increase resilience and personal mastery of the 
patients including their somatic, psychological, social and spiritual well-being, 
better self-understanding, creativity and life satisfaction. In the acute phase of 
any mental disorder a disease/illness demotion treatment (e.g., psychophar-
macotherapy combined with psychotherapy) is usually dominant, while in the 
stabilization phase, a wellness/health and resilience promotion treatment (well-
being oriented therapy, life coaching, spiritual therapy, etc.) should be gaining 
a momentum and become dominant in prophylactic treatment phase. The treat-
ment program for any mental disorder should be multimodal, pluralistic, multi-
perspective, integrating, holistic and comprehensive, always including a set of 
strategies that address the specific needs of patients (person-centered psychia-
try). Strictly individualized pharmacotherapy with adequate dosage of modern 
mental health medications, and if needed with rational combination of several 
drug classes (antipsychotics, antidepressants, mood stabilizers, anxiolytics, and 
hypnotics) should be only a cornerstone of holistic and integrating treatment. 
Treatment framework in practice is a human encounter focused on issues such 
as beliefs, images, hope, trust, dignity, encouragement, making sense, empow-
erment, empathy, and care. Well-being therapy and life coaching [37] should 
bolster salutogenic strengths, basic life skills, increase social efficacy, coopera-
tiveness, self-esteem, and self-acceptance with separation of illness from identity, 
increase energy, coping efficacy, autonomy and independence, increase structure, 
increase activity, self-direction, and goal-orientation (proactivity). A healthy life-
style package including nutritional advice and exercise may be also of the great 
importance for achieving full recovery, life satisfaction, happiness, and well-
being by patients.

An interesting example is the person-centered integrative diagnosis (PID) 
model which is defined by (1) broad informational domains, covering both ill-
health and positive health along three levels: (1) health status, contributors to 
health, and health experience, and values; (2) pluralistic descriptive procedures 
(categories, dimensions, and narratives); and (3) evaluation partnerships among 
clinicians, patients and families [38]. “The five P’s approach to case formula-
tion or case conceptualization” which includes the presenting problem, predis-
posing factors, precipitating factors, perpetuating factors, and protective/positive 
factors [39] may be very useful in clinical practice and research. Case formula-
tion is the process of developing an explicit and clear understanding of patients 
and their problems that effectively guides treatment. This approach synthesizes 
the patient’s experience with relevant clinical theory and research and builds the 
bridge between diagnostic assessment and treatment. When done well, case for-
mulation provides an opportunity for a shared understanding of a patient’s symp-
toms and difficulties answering the classic questions: “Why this problem? Why in 
this person? and Why just now?” [39]. It also offers a rationale and shared agenda 
for what to target and in what order [39].
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A Network Theory, Multi-omics Illness Profile 
and Computational Neuroscience

If our brains were simple enough for us to understand them, we’d be so simple that we 
couldn’t.

—Ian Stuart: The Collapse of Chaos: Discovering Simplicity in a Complex World

As mentioned earlier the traditional “one-size-fits-all” approach to diagnosis and 
treatment of mental disorders (so-called blockbuster medicine) has been criticized, 
and new diagnostic and therapeutic tools are offered. Psychiatry lags behind other 
medical disciplines in the application of concepts of precision medicine in research 
and clinical practice [25]. The purpose of diagnosis is to communicate information 
about symptoms, etiopathogenesis, prognosis, and optimal treatment. The DSM and 
ICD classifications have improved diagnosis reliability and communication between 
psychiatrists, but they do not have causality structure and treat mental disorders as 
syndromes in concepts of a minimal interpretation of medical model [40]. If psy-
chiatry tends to be a real medical discipline, psychiatrists should use the strong 
interpretation of the medical model to define and describe psyhopathophysiological 
processes in mind–brain–body systems, just as diseases are explained by pathophys-
iological processes in somatic medicine. With a few exceptions, underlying aeti-
opathogenesis of mental disorders is still unknown or at best case controversial. The 
mind–brain–body trichotomy should not be present in research, understanding and 
explaining mental disorders. Huge body of research indicated that mental disorders 
are caused by, and cause in turn, many various physical, psychological, social, and 
spiritual factors. The core of transdisciplinary integrative systems psychiatry is to 
understand and describe mental and brain systems and their reciprocal communica-
tion involved in mental disorders at all levels, to dive into their complexities and to 
find effective methods of treatment. It is not to be expected that a single biomarker 
can impact the diagnosis and treatment of any mental illness. Only combination of 
multiple specific biomarkers obtained by multi-omics or panomics can identify aeti-
ology, diagnostics, and prognostics of mental disorders (Table 3). Transdisciplinary 
systems approach that integrates many diverse inputs including neurobiological, 
phenomenological, environmental, and clinical information may produce plausible 
specific models for individual mental diseases. According to systems thinking, the 
genome operates within the context of the body, the body within the context of the 
self, the self within the context of society, and the society within the context of the 
universe [41]. The phenotype of an organism is the joint product of the genotype 
and the environment. It is fascinating that genes within a single body can compete 
as well as genes in different bodies can collaborate [42]. All systems are composed 
of various elements and their relations. Fortunately, we are able to understand real-
ity by constructing maps and models, starting with qualitative concepts and ending 
up with corresponding mathematical models that can be tested by computer experi-
ments within computational neuroscience [43].
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Table 3  Domains related to precision psychiatry predicated on systems biology and computa-
tional psychiatry (adapted from Refs. [4, 23, 45, 47, 52])

Network theory: a study of graphs as a representation of symmetric and asymmetric relations in 
which nodes and edges have attributes. Network models: Originating from mathematical graph 
theory, network models represent complex systems as sets of discrete non-overlapping entities 
(nodes) and their pairwise relationships (edges) that can be summarized in the form of graph

    Network: a physical system which can be represented by a graph consisting of nodes and 
edges
    Nodes: anatomical areas at the macroscopic level, and single neurons or glial cells at the 
microscopic level in the brain, usually represent imaging voxels or regions of interest
    Edges: connections between pairs of nodes; represent the functional or structural con-
nectivity (often white matter fiber bundles between regions of interest or covariance in 
morphological measures)
    Path: a connection route between two nodes
    Path length: a property of a node in a network which is the average number of steps 
between a node and all other nodes in the network
    Hub: a node identified as having a high number of edges connected to it, low clustering, 
a short path length with other nodes, and connecting different modes. Play a central role in 
the communication; e.g., the medial frontal cortex
    Rich club structures: networks more densely connected among themselves, with more 
afferences than efferences
    Clustering: density of connections between neighbors of nodes
    Module: densely interconnected neighbors which form a cluster around the node
    Large-scale brain networks: neural systems which are distributed across most of the 
brain.
    Intrinsic connectivity network (ICN): a large-scale network of interdependent brain areas 
observed in subjects at rest
    Small-world network (the optimal balance of both high local clustering and high global 
integrity): a graph in which most nodes are not neighbors of one another but most nodes can 
be reached from every other by a small number of steps. It is intermediate to that of total 
random model and a regular model and combines high clustering with short path length 
Functional connectivity: reflect the organization and interrelationship of spatially separated 
brain regions. It involves principal component analysis (PCS) and independent component 
analysis (ICA)
    Coherence estimates the linear relationship in the frequency domain
    Connectome: a large-scale brain network
Information segregation and integration in the brain networks: topological segregation of 
the brain refers to information processing among local communities or clusters of nodes 
that are highly interconnected; integration refers to the efficiency of global information 
communication or the ability to integrate distributed information in the network

Molecular biosignature
Panomics or multi-omics: proteomics, metabolomics, genomics, transcriptomics, epigenom-
ics, microbiomics, other omics (GO–illness association, phenotype–illness associations, 
SNPs–illness association, CNVs–illness association, miRNA–illness association, illness–
environment association, etc.)

(continued)
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Mental Disorders as Disorders of Neuronal Network Coalition 
and Dynamics
Network neuroscience, dynamical systems theory (DST), a mathematical frame-
work dealing with systems which evolve in time, be they at subcellular, network, 
behavioral or societal level [44] and network models in psychopathology are con-
sistent and transparent frameworks for studying the core features of major mental 
disorders such as schizophrenia, bipolar disorder, depression, dementia, autism, 
etc. Predicated on these frameworks, a new concept termed pathoconnectomics 
[45] captures both complexity and individual variability of mental disorders and 
their treatment. According to Du et al. [46], more than 200 papers dealing with 
brain functional connectivity in the classification and prediction of brain dis-
orders were published from 1990 and 2017. A network theory in psychiatry has 
been articulated in two forms: (1) in clinical psychopathology as concept that “the 
term mental disorder refers to a syndrome constellation of symptoms that hang 
together empirically, often for unknown reasons, and that psychiatric symptoms 
can cause each other” [47]; (2) in neuroscience as concept that mental disorders 
reflect aberrant or dysfunctional brain networks [48]. The systems approach net-
work neuroscience and network theory of mental disorders integrate many insights 
from different paradigms and perspectives.

Criticizing explanatory reductionism in biological psychiatry Borsboom et al. 
[49] argue that “(1) mental disorders are massively multifactorial in their causal 
background; (2) many mechanisms that sustain disorders are transdiagnostic; and 
(3) mental disorders require pluralist explanatory accounts”. According to the net-
work approach to psychopathology, mental disorders can be depicted as complex 

Table 3  (continued)

Neuropsychophysiological biosignature
Connectomics, neural circles and networks, brain systems: central executive system/net-
work, memory formation and recollection system, default-mode system, central security 
(alarm) or harm avoidance system, approach-avoidance system, sleep–wakefulness (vigi-
lance/alertness) system, motivational/reward–punishment system, decision-making system, 
appraisal-reappraisal/salience (trust–distrust) system, dominance-submission system, sepa-
ration–attachment system, appetitive-aversive system, novelty-seeking/epistemic system, 
habituation–sensitisation (learning) system, empathy/mirror neuron system
Functional connectivity: the statistical interrelation of variable representing temporal 
changes in different network nodes as typically measured by fMRI
Structural connectivity: physical connectivity between brain areas measured with diffusion 
tensor imaging (DTI) in vivo or tracer studies on postmortem tissue

Neurodevelopment: Periods of risk and opportunities for resilience

Individual characteristics: Clinical history, demographics, somatic comorbidities

Personality characteristics or domains: Psychosocial development, Temperament: harm avoid-
ance, novelty-seeking, reward dependence, persistence; character: self-directedness, coopera-
tiveness, self-transcendence; identity, resilience

Environment: Social status, stress, and trauma, lifestyle and culture

GO—gene ontology, SNPs—single-nucleotide polymorphisms; CNVs—copy number variations
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networks states of causally interacting symptoms because mental disorders  follow 
network structure in which some symptoms are more firmly connected than  others 
[47, 49, 50]. Symptoms of mental disorders occur together not only because they 
reflect a common underlying mechanism, but also they influence each other. In 
other words, symptoms may have common causes, to be a result of individual 
developmental trajectories or of environmental adversity, but also they can cause 
one another forming a cascade of causal relationships. Symptoms that consti-
tute the same mental disorder appear to be more strongly statistically and caus-
ally associated than the symptoms within different mental disorders. Interestingly 
enough, the interactions between symptoms can be depicted as a network in which 
symptoms are nodes while causal relations between them are connections between 
nodes [47]. The coupled sets of symptoms that are close in the network will tend to 
synchronize and form a self-sustaining cluster of symptoms, conditions and events 
which influence symptoms from outside the network, such as life adversities con-
stitute the external field of symptoms and they may be symptom-specific or shared 
across symptoms [47]. This concept explains hysteresis effect, the self-sustaining 
symptom network that keeps itself activated even precipitating causes have disap-
peared [49]. Systems network theory offers a valid possibility for data integration 
from symptoms networks and brain circuits networks studies. As modern network 
science may provide an explicit study of billions of relationships in a single net-
work model, it may enable a new nosology for clinical psychiatry that emphasizes 
the relationship between symptoms and syndromes and does not presume artificial 
separation between them [51].

Neurons make up intrinsically coherent neural networks that perform many brain 
functions, but neural networks also interconnect into more complex networks ena-
bling the development of higher mental functions and complex learning and behav-
iors. It has been argued that the human brain has 100 billion neurons and that each 
neuron is connected with 10 thousand other neurons. The brain networks represent 
collections of brain regions (nodes) and connections (edges) that connect them [48]. 
Mental functions are represented by the joint activation of groups of neurons which 
form networks or assemblies by strengthening the connection between neurons that 
fire together commonly and persistently. From the recent time, the complex brain 
network characteristics in health and illness have become objects of mathematical 
deciphering. Major mental disorders reflect deficits in access, engagement, and dis-
engagement of large-scale brain networks as well as disrupted information process-
ing due to damage or dysfunction of individual nodes or edges. As according to DST 
the mental functions and processes are implemented in terms of the neural dynam-
ics, mental illnesses may be viewed as “disorders of neural network dynamics which 
involve alterations of oscillations, synchronization among units of a system, attrac-
tor states, phase transitions, or deterministic chaos” [44]. So, schizophrenia may 
be a result of altered attractor dynamics when “weak and flat attractor landscapes, 
and the distractor susceptibility that come with it, lead to incoherent and disorgan-
ized thoughts as the network state meanders around mainly driven by the system 
noise, or lead to spontaneous pop-out of representations experienced as hallucina-
tions” [44]. Overly strong attractor states in thought and action related to higher 
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glutamate activity that amplifies recurrent excitation and thus strengthening attrac-
tors can explain recurring obsessions and compulsions in obsessive-compulsive dis-
order [44]. In schizophrenia found decreasing NMDA receptor density on GABA 
inhibitory interneurons which connect cortical pyramidal neurons led to weaker and 
broader attractor states suggesting that working memory in schizophrenia should be 
particularly sensitive to distractors [33]. Rumination and negative mood with lack 
of attention and impaired decision-making in major depressive disorder can be 
depicted as “strong attractor states in emotion and self-referential processing sys-
tems” related to “ two network hubs with strong self-excitation but mutual inhibi-
tion” and when” either increasing the amount of self-excitation in one of two hubs 
or through an imbalance in the feedback between the two, one of the two attractor 
basins strongly expand at the expanse of the other” [44].

Alterations of the brain networks in the connectome have been reported in 
many major mental disorders indicating on biomarkers for illness diagnosis and 
prognosis as well as for the evaluation of treatment effectiveness [45]. A selective 
disruption of brain connectivity among central hubs and reduced regional central-
ity in hubs including the frontal association, parietal, limbic, and paralimbic brain 
areas based on structural studies, and including the frontal, temporal, parietal, lim-
bic, and occipital areas based on functional studies have been reported in patients 
with schizophrenia [45]. In the patients with autism, the whole-brain network 
functional analysis indicate on hypoconnectivity in the so-called social network 
encompassing the default mode, attention and executive networks and hypercon-
nectivity in limbic region with the brain connectome dominated by reduced long-
range connections and excessive short-range fibers [45]. Specific connectomic 
disturbances for individual mental disorders are very important for taxonomy and 
new classification of mental disorders. Patients with schizophrenia have abnor-
mality primarily in the frontal-temporal regions and a randomized organization, 
ADHD patients’ significant alterations in the prefrontal and orbitofrontal-striatal 
circuitry with an ordered tendency, and patients with autism spectrum disorders in 
the social network and subcortical regions [45].

The fundamental problem in mental disorders is a damage of the  self-regulatory 
systems which are no able to distinguish relevant from irrelevant stimuli and to 
restore the balance. Starting from the concept of the mind-as-decision maker men-
tal disorders can be described as a breakdown in the brain’s ability to optimize 
decisions [53]. The old idea that neuronal connections and networks are crucial 
for brain function related to mental health as well as to mental disorders has been 
central to the emerging field of connectomics [47]. Major, for sure, but probably 
all mental disorders reflect “faulty wiring” or aberrant neuronal connectivity in the 
CNS. Schizophrenia as a dysconnectivity disorder has been an well-known idea. 
Extreme bottom-up processing is characteristic of psychosis so that psychotic 
patients are not able to understand the cause–effect relationships and outcomes of 
their actions. Some delusions may reflect a malfunctioning appraisal-reappraisal 
(suspicion) system. At the neuropsychophysiological level anxiety disorders reflects 
the hyperactivity or dysfunction of the security vigilance/alarm system with false 
alarms activations. Hyperactivity of the security alarm system is associated with 
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chronic up-regulation of the hypothalamic–pituitary–adrenal (HPA) axis, which in 
turn, impairs integration of traumatic experiences and appropriate memory consoli-
dation [54]. PTSD reflects the malfunction of a harm avoidance mechanism that 
normally uses past experiences to escape actual or future dangers, hazards, and 
damage [54]. Helplessness and hopelessness involve dysfunction of serotoniner-
gic and noradrenergic systems. Imaging studies suggest that the amygdala is a key 
region in trustworthiness decisions [55]. Dysfunctions of motivational/reward–pun-
ishment system may be manifested like (1) motivational deficit such as anhedo-
nia, apathy, akinetic mutism, abulia, avolition, psychomotor slowing, anergia, and 
social/affiliative amotivation, (2) motivational dysregulation such as addiction and 
impulsive-compulsive spectrum syndromes, and (3) motivational excess such as 
mania in bipolar disorder and some psychopathic personality traits [56]. The com-
munication between right (“emotional”) and left (“rational”) brain was reported to 
be functionally impaired in some mental disorders such as schizophrenia and PTSD 
so that traumatic memories may be experienced as ego-alien [54].

Neuronal Network and Brain Systems Specific Interventions
Within the concept of functional psychopharmacology [57] and ECNP neuro-
science-based nomenclature of psychotropic drugs, treatment interventions are 
expected to be psychoneurophysiologically specific targeting dysfunction of spe-
cific neuronal circuits and brain systems (Table 3) that are responsible for specific 
psychopathology. Some examples for illustration of the concept: pharmacologi-
cal treatment of amotivational syndrome and anhedonia related to low activity of 
reward system with dopamine agonists, hallucinatory-delusional syndrome related 
to dysfunction of the appraisal/reappraisal information processing system with 
potent dopamine antagonists. According to DST alterations of neural network, 
dynamics should be in the near future a central target of therapeutic intervention, 
although the channels of intervention would remain neurobiological and/or behav-
ioral [44].

Mental Disorders Between Vicious and Virtuous Cycles—Circular 
Feedback Model of Mental Disorders
Circular feedback model (CFM) of mental disorders is a concept based on neu-
roscience, cognitive psychology, information processing which emphasize the cir-
cular and biopsychosocial nature of some mental disorders such as depression as 
well as the role of multiple factors that can trigger, exacerbate, or maintain depres-
sion and anxiety [58]. From the systems perspective, any mental disorder is part of 
the feedback process, not existing apart from it. There are two types of feedback 
processes: reinforcing and balancing [59]. Whenever things are growing, reinforc-
ing or amplifying is at work. Two types of reinforcing feedback processes can be 
recognized which form “vicious” and “virtuous” cycles. Some reinforcing pro-
cesses in mental disorders are “vicious cycles”, in which processes start off badly 
and grow worse (the cuckoo’s egg syndrome). Depression is a vicious circle of 
negative affectivity, cognition and behavior related to the negative cognitive triad 
about self (negative self-precept), world (hostile and demanding), and future (the 
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expectation of suffering and failure). Personal, psychological and spiritual post-
traumatic growth is strongly associated with processes that reinforce in desired 
directions of virtuous cycles. Balancing processes are associated with discover-
ing the sources of stability and resistance [59]. Balancing processes underlies all 
goal-oriented behavior. The human mind–body system contains countless of bal-
ancing feedback processes that may heal our traumas and alert us to real threat. 
Organizations and societies have also myriad balancing feedback processes which 
may support healing, recovery, and resilience. The healing process and recovery 
are always balancing processes. The recovery occurs when a new balance between 
resilience from one side and damage and vulnerability from another side estab-
lishes enriching victim’s mission, purpose, and quality of life. The road to full 
recovery lies not exclusively in alleviating the negative, but also in fostering the 
positive processes in a system. Bringing the person out of suffering and negative 
functioning is one form of success, but facilitating progression toward the restora-
tion of positive functioning is also very important [41].

Concept of Staging: Preventive and Preemptive Versus 
Palliative Psychiatry

The best way to predict the future is to create it.
—Abraham Lincoln

Psychiatry nosology in DSM-5 and ICD-10/11 has been criticized by both contem-
porary neuroscience and the emerging field of global mental health with emphasis 
that psychiatric diagnoses could not be essentialist categories because biological 
mechanisms lead to a spectrum of symptoms, and health services need to respond 
to the various stages of mental disorder by providing stepped levels of care [60]. 
The nature of mental disorders is associated with three crucial problems for the 
definition of illness categories: the threshold problem, the boundary problem, and 
illness explanatory difficulties. The threshold problem is the point at which symp-
toms become distinguishable from normal experience and defined as psychopa-
thology. The boundary problem refers to the valid boundary lines between mental 
disorders, e.g., between schizophrenia and bipolar disorder. Karl Jaspers (1913) 
suggested differentiation between (1) true diseases’ with clear boundaries among 
themselves and with normality; (2) “circles” (schizophrenia, manic-depressive 
insanity) with clear boundaries with normality, but not among themselves; and  
(3) “types” (neuroses, abnormal personalities) without clear boundaries either 
among themselves or with normality. Charcot (1887–88) differentiated archetypes, 
as ideal types of disorder from formes frustes in which archetypes manifest atypi-
cally or partially in individual subject [40]. Illness explanatory difficulties are illus-
trated with the existence of a lot of theories and models of mental disorders.

The great problem with mental disorders is their complexity, frequently “silent” 
transition from health to mental illness and its unperceived course with a late rec-
ognition and delayed, commonly only palliative treatment. Staging is a proven 
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strategy in somatic medicine which involves the links between biomarkers, clini-
cal phenotypes and disease development as the base for personalized or stratified 
treatment. The pathophysiology and progression of any, particularly those lifelong 
major mental disorders is a developmental process of transition from one stage to 
the next in which: (1) the intensity of symptoms or dysfunctionality is greater in 
subsequent phases; (2) the progress into subsequent phase is followed by a typical 
clinical picture; and (3) the treatment in initial or early phases is associated with 
better initial response or prognosis, (4) in general the earlier treatment has a more 
favorable risk–benefit ratio in comparison with later treatments. Fava and Kellner 
[61] were the first who pointed to the staging as a neglected dimension in psychi-
atric classification. As the knowledge of pathophysiology of mental disorders has 
been developed, staging of major mental disorders such as schizophrenia, bipolar 
affective disorder, panic disorder, eating disorders, substance abuse disorders, etc., 
has been gaining momentum [62–68]. Almost all major mental disorders are pro-
gressive conditions which have (1) diathesis or an at-risk stage, (2) a prodrome 
phase, (3) a symptomatic phase, and (4) a residual state. There is ample research 
evidence that initial episodes of many mental disorders are frequently precipitated 
by stressful events and response to treatment very well with achieving complete 
remission, but the appearance of each next episode increases the probability of the 
future episode, neuroprogression, and illness progression. The term neuroprogres-
sion refers to the pathological reorganization of the brain systems which occurs as 
a consequence of different insults such as allostatic hyperload, neuroinflammation, 
oxidative stress, etc. Each new episode of mental illness induces a brain rewiring 
that causes more increasing vulnerability to stressful events. Concept of clinical 
and biosignature staging offers the potential to improve logic, timing, and type of 
therapeutic interventions and prediction of outcome in psychiatry. A comprehen-
sive staging model is expected to promote early detection and effective personal-
ized treatment. It is argued that brain network metrics could be used for defining 
biomarkers to differentiate illness stages. Small-world metrics have been reported 
to be useful in differentiation between brain functional changes in the early and 
late phases of Alzheimer’s disease (AD) as well as between patients with AD and 
mild cognitive impairment [48].

According to the network theory, mental disorders are consequences of the 
presence of hysteresis, a phenomenon of self-sustaining feedback between symp-
toms in strongly connected symptom networks so that the symptoms continue to 
activate each other even in the absence of the triggering cause [47, 49]. Mental 
health is defined as the stable or equilibrium state of a weakly connected network, 
resilience is defined as the disposition of weakly connected networks to quickly 
return to their stable state of mental health, whereas vulnerability is depicted as 
the disposition of strongly connected networks to transition into a state of men-
tal disorder upon perturbation in the external field. After an asymptomatic or pre-
morbid phase in which the network is dormant (Phase 1), an external stress event 
activates some of the symptoms (Phase 2), which in turn activate connected symp-
toms (Phase 3), and finally there is no recovery because the network is self-sus-
taining strong connected and is stuck in its active state [47]. The network theory 
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in psychopathology focuses on two aspects: (1) so-called warning signals that may 
predict the upcoming mental disorder for a specific patient, and (2) signs and fea-
tures of group-level networks that may be useful in prognosis and course of mental 
disorders [50].

Staging Model Based on Neuroprogression and Allostatic 
Overload
Allostasis (from the Greek “allo” which means variable with connotation “remain-
ing stable by being variable” and “stasis” which means “stand”) is the active 
process of adaptation to everyday stress and challenges, predictable or unpredict-
able, good or bad, very important for health stability. Allostatic load and overload 
represent the cumulative pathophysiologic changes in brain and body leading to 
serious mental disorders and somatic diseases and their comorbidities. Major men-
tal disorders seem to be neuroprogressive condition with declining neurotrophic 
support and augmented neuronal loss via apoptosis. They usually begin with an 
asymptomatic premorbid phase (stage 1) which is associated with vulnerability, 
specific risk factors, and low primary resilience. Low primary resilience is asso-
ciated with stress vulnerability and development of allostatic hyperload. Morbid 
phase appears frequently after stressful life events associated with allostatic hyper-
load associated with dysregulation of the hypothalamic–pituitary–adrenal (HPA) 
axis, neuroinflammation of low intensity, increased oxidative stress, decreased 
neurotrophic support and increased neuronal apoptosis. The brain is vulnerable to 
oxidative stress because it uses a great amount of oxygen producing oxygen free 
radicals and reactive oxygen species, and has a limited antioxidant capacity [65] 
(Table  4).

Staging is particularly important in potentially severe disorders and disor-
ders that may progress if they are untreated. Neurodegeneration is an example 
of chronic, long-term process which begins long before the appearance of clini-
cally recognized symptoms, but unfortunately, there is an evident lack of targeted 
prevention in any age-category inchoate with early childhood, over adolescence 
until late adulthood [1]. Early treatment and phase-specific treatment of mental 
disorders could significantly improve treatment effectiveness and efficiency in 
psychiatry.

From the perspective of preemptive and preventive psychiatry studies of the 
fetal origins of mental health as well as mental disorders are formidable chal-
lenge [70–73]. According to “the developmental origins of health and disease” 
(DOHaD) hypothesis intrauterine signals which compromise fetal growth act to 
“program” tissue differentiation in a manner that shapes individual differences in 
the risk for chronic illness and mental disorders (ADHD, autism, anxiety, bipolar 
disorder, depression, schizophrenia, and substance abuse) over the lifespan [70]. 
The integrative models of fetal neurodevelopment suggest that antenatal maternal 
adversity operates through the biological pathways associated with fetal growth to 
program neurodevelopment. Compromised fetal development appears to establish 
a “meta-plastic” state that increases sensitivity to postnatal influences and risks for 
mental disorders. DOHaD studies provide an empirical basis for multidisciplinary 
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Table 4  A staging concept of mental disorders adapted from [62, 63, 69]

IDEAL PHASE: No vulnerability, no significant risk factors

1. PREMORBID PHASE (healthy but pathology-predisposed individuals)
Latent phase (Stage 1): Vulnerability, at-risk stage—Presymptomatic stage—Low primary 
resilience stage
Dysthymic, cyclothymic, hyperthymic, schizothymic, timid temperament; risky personality 
traits
2. PRODROMAL PHASE
Illness incipient phase (Stage 2): Prodrome/Prepsychotic: High-risk stage—Schizotypia:
Neuroplasticity disorder and Neurodysplasticity
3. MORBID PHASE
FIRST EPISODE PHASE: Neuroinflammation of low intensity, Oxidative stress, Neurotoxicity
Stage 3a: Full syndrome—The first manic or depressive episode, the first psychotic episode, the 
first episode of panic attacks
Stage 3b: First relapse
Stage 3c: Residual symptoms
RECURRENT EPISODES PHASE: Neurotoxicity, neurodegenration
Stage 4: First Recurrence episode
ADVANCED ILLNESS PHASE (3 and more episodes)
Stage 5: Intermittent course
Stage 6: Intermittent or progressive course (Progression-Residual states-Neurotoxicity with 
increasing neuronal loss via apoptosis)

Stage 7: Late or End stage of illness (Treatment refractoriness—Marked neurodegeneration)

programs across obstetrics/gynecology, neonatology, pediatrics, neuroscience, 
psychiatry, and psychology and are essential for a comprehensive understanding 
of the relation between maternal health, fetal growth, and neurodevelopment and 
predisposition for mental disorders.

Staging Model and Specific Predisposing Temperament/
Personality Traits
Staging in most psychiatric disorders should involve evaluation of the patient’s 
premorbid personality types and personality traits. Some clinical research has 
indicated the possibility of specific temperaments and personality traits associ-
ated with both the predisposition to and clinical manifestation of some mental 
disorders. In literature for a long time there exist a conceptualized link between 
major mental disorders and temperamental attributes and characteristics (Table 5). 
Kretschmer thought that endogenous psychoses are nothing but exaggerated forms 
of normal temperament. Many authors think about affective and schizothymic 
temperaments as proximate determinants in the heritability of bipolar disorder and 
schizophrenia. Hyperthymic and cyclothymic temperaments are considered as the 
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Table 5  Mental disorders and temperamental attributes [74–79]

Euthimic (sanguine) temperament: characterized by extroversion, activity, good humor, posi-
tive attitude, optimism, and enthusiasm

Schizotaxic temperaments
Schizotaxia (Meehl 1962)—a multifactorial polygenetic predisposition to developing schi-
zotypia or schizophrenia, and for some a complete spectrum of schizophrenic disorders—an 
universal entry door for schizophrenia spectrum,
Schizothymia (Bleuler 1926)—split in emotions or the existence of a personality and emotional 
traits that include introversion, a closed nature, shyness—hypersensitive and not affectively 
disinterested, cold nor void
Schizoidia (E. Bleuler 1908)—the natural human tendency in directing the attention of some 
people to their own internal world distancing themselves from the external world—affectively 
disinterested, remote and cold
Schizoid temperament (Kretschmenr 1919): 1. affective timidity (fearfulness, bashfulness)—
emotional hyperesthesia or hypersensitivity and 2. affective callousness and coldness –emo-
tional anesthesia or affective coldness.
Schizotypia (Bleuler 1926—latent sch) personality traits and specific behavior that include a 
bizarre or eccentric and general unordinary communication, hypersensitivity toward criticism, 
excessive social anxiety, social isolation, distrustfulness, and ideas concerning relationships, 
repeated illusions, magical thoughts, and inappropriate expressions when communicating face 
to face—a specific doorway to schizophrenia
Schizophrenia diathesis: 1. schizothymic temperament, hypersensitivity personality traits, shy-
ness and avoidant behaviors, schizoaffective disorder, schizophrenia 2. schizoid temperament
Affective temperaments
Thymopathic (Eugen Bleuler): an abnormal disruption of mood that shows a genetic suscepti-
bility to manic-depressive psychosis (bipolar affective disorder)
Hyperthymic temperament: tendency to overactivity and an excessive emotional response
Dysthymic temperament: subdued emotional tone, inability to enjoy life, self-depreciation, 
tendency to sadness and low, depressive mood; prone to develop a severe depressive disorder 
under stress
Cyclothymic temperament: tendency to fluctuations of mood from periods of elation and 
excitement to periods of depression and underactivity
Anxious (timid) temperament: tendency to experience timidity and anxiety in new situations 
and meeting new people, emotional hypersensitivity
Choleric (irritable, angry) temperament: characterized by irritability, quick/short temper, domi-
nance, decisiveness, goal-orientation, independence.
Phlegmatic temperament: easy-going individuals tend to relaxation, peacefulness and hiding 
emotions
Melancholic temperament: characterized by introversion, deep thinking, and feeling, striving 
for perfection and details
Anxiogenic diathesis: Timid temperament—Hypersensitivity personality traits—Avoidant 
personality traits/disorders—Acute stress reaction—PTSP—Social anxiety disorders—General 
anxiety disorder—Panic disorder—Depressive disorder—Schizoaffective disorder
Depression diathesis: Dysthymic temperament—Depressive personality characteristics/disor-
der—Dysthymia—Mild depressive disorder—Melancholia—Psychotic depressive disorder—
Unipolar schizoaffective disorders

(continued)
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core in bipolar I and bipolar II subtypes, while irritable, angry profile may be a 
feature of the soft bipolar spectrum disorders [74]. Some studies suggest that irri-
tability in major depression may be related to the bipolar spectrum and lithium 
responsivity.

Temperament refers to chemical, bioelectrical and neuropsychophysiologi-
cal properties of central nervous system and it has been argued that temperament  
and mental disorders, particularly affective disorders, lie along continuum of neu-
robehavioral regulation [79]. Creating taxonomies arising from the continuum 
models may result in more valid alignment between illness categories and under-
lying psychopathophysiology. This might contribute to a better understanding of 
predisposition for some mental disorders and enable preemptive interventions. The 
spectrum concept of mental disorders was proposed with goals of better defining 
and recognizing nosological entities and conditions between categories. According 
to Ernst Von Zeller and Edward Griesinger (1871) whole psychopathology 
 represent different manifestations of a single disorder called “Einheitspsychosis” 
(Unite Psychosis) and different mental disorders are just variations in the intensity 
of the “unite psychosis” [51].

Personalized Multi-omics Profiles, Comorbidity Mapping 
and Precision Medicine in Psychiatry

It has been argued that comorbidity is an intrinsic characteristic of mental disor-
ders [47]. Due to shared genetic, molecular, neurophyschophysiological, envi-
ronmental, and lifestyle risk factors, many mental disorders within themselves  
and with somatic diseases occur together in the same patient. Comorbidities are 
multi-interpretable phenomena which can be explained from different theoreti-
cal and conceptual perspectives [80, 81]. What is surprising at first glance many 
seemingly different disorders and diseases have common molecular mechanisms 
and strong comorbid associations [82]. From a traditional perspective, comorbid 
mental disorders are defined as a combination of different disorders. However, 
the network analysis indicates that mutual so-called bridged symptoms may 
spread activation from one disorder to another, e.g., from general anxiety disorder 
to major depressive disorder [50]. A complex integration of multi-omics, ontol-
ogy, phenotypic and environmental information is fundamental for prediction of 

Table 5  (continued)

Bipolar diathesis: 1. Cyclothymic temperament—Cyclothymic personality characteristic/
disorder—Cyclothymia—Emotionally instability disorder—Bipolar II—Bipolar I—Psychotic 
bipolar—Schizoaffective bipolar disorder; 2. Hyperthymic temperament—Hyperthymic 
personality characteristics/disorder—Hypomania—Bipolar II—Bipolar I—Schizoaffective 
unipolar disorder
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mental disorders and somatic diseases as well as for patients’ stratification. The 
computational frameworks that integrate all available heterogenous and relevant 
data including miRNA–target interactions, miRNA–disease association, phenotype 
similarities of diseases, gene ontology (GO), single-nucleotide polymorphisms 
(SNPs), copy number variations (CNVs) and known disease–environmental asso-
ciations to capture the complex relationships between phenotypes, genotypes 
and clinical comorbidity [82] offers a hope for the future of precision medicine. 
Precision medicine will probably be followed with fundamental changes in diag-
nostics and classifications of mental disorders and somatic diseases as well as in 
the health care enabling targeted preventive or therapeutic action at the earliest 
indications of risk, mental disorder or somatic disease.

Conclusion

The content of this chapter has been shaped by the ideas, theories, researches and 
clinical experiences of many scholars, experts and clinicians around the world, 
many of them found on Internet. The aim of the chapter is to offer an overarch-
ing model of a common language in psychiatry and bridging over theoretical gaps 
and disciplinary borders. Theoretical psychiatry predicated on transdisciplinary 
and trans-domain integrative approach and systems networking supports imple-
mentation of predictive, preventive, precision, person-centered and participa-
tory medicine in psychiatry. It is a formidable challenge, not a hype but a hope 
for the future. Criticizing one explanatory reductionism from the perspective of 
another reductionistic perspective is usually counterproductive and has no sense. 
Creatively combining the different theoretical perspectives brings us closer to a 
holistic understanding of the complex nature of mental health and mental disor-
ders, and to more efficient treatment of mental health problems. Psychiatry seems 
to be moving toward an era of a transdisciplinary, integrative, context-sensitive 
and person-centered mental health discipline that responds more effectively and 
humanly to the challenges of mental disorders. While we are waiting for estab-
lishing optimal 5P medicine in psychiatry and more personalized algorithms, it is 
possible to improve our clinical practice by using the knowledge and therapeutic 
methods from different disciplines in a creative and integrative way and practicing 
principles of the person-centered psychiatry.
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Abstract
Developmental psychopathology studies the basic mechanisms, including not 
only biological factors but also environmental and social factors that may inter-
act with them, by means of which developmental pathways deviate toward 
pathological or typical outcomes. Family studies conducted during the last 
century show substantial evidence of heritability among psychiatric disorders. 
Besides, a large number of genes implicated in shaping the development of the 
central nervous system have been related to psychiatric conditions. In addi-
tion, there is a wide range of stressors and harmful agents that, when acting 
on sensitive developmental periods, might damage brain function and generate 
or precipitate psychopathology over time. All these factors have the potential 
to change the way disorders with a neurodevelopmental origin are expressed, 
including their age of appearance and clinical manifestations. Both symp-
toms and social impairment need to be considered in clinical evaluations, as 
treatment is unlikely to be effective if the problem has not been characterized 
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correctly or if the patients’ particular characteristics, which change throughout 
development, are not taken into consideration.

Keywords
Developmental psychopathology · Neurodevelopmental disorders · Genetic 
factors · Environmental factors · Psychiatric disorders

Introduction

Developmental psychopathology is a relevant paradigm of psychopathologi-
cal research encompassing the study of the development of psychiatric disorders 
by means of a life course perspective [1]. Different domains including percep-
tions, sleep, memory, language, and conduct are studied through this perspective 
throughout all stages of development.

When approaching the study of developmental psychopathology, biochemi-
cal, genetic, and neurophysiological factors, as well as other environmental and 
social factors, need to be taken into account. It is relevant to consider the interac-
tion of biological factors with environmental factors that modify psychopathologi-
cal development and expression as both of them have the potential to lead to an 
anomalous development.

The way clinical characteristics manifest in the child may vary according to 
child’s stage of development. For instance, in depression, somatic symptoms are 
more frequent in childhood, while cognitive symptoms become prominent in ado-
lescence. In other words, developmental stage can modulate and determine clinical 
expression of most psychiatric disorders.

In every developmental period, different physical, psychic, cognitive, and psy-
chomotor particularities can be observed. The prenatal or intrauterine phase goes 
from the conception or fertilization to birth. This period is especially sensitive to 
infectious agents. Other risk factors that are detrimental to the development of the 
fetus in this period include toxicants exposure, or alcohol and drugs consumption, 
among other environmental stressors.

Most developmental disorders including attention deficit hyperactivity disorder 
(ADHD) and autism spectrum disorder (ASD) show their first manifestations dur-
ing childhood. This is a period of dramatic growth and change in which most skills 
and cognitive functions are mastered. It is also a period of vulnerability in which 
the impact of some risk factors may lead to early-onset psychopathology. As an 
example, motor deficits and caretaker instability have been found to be associated 
with early-onset major depression, but not with depression that appears for the 
first time during adulthood [2].

Adolescence is a developmental stage in which important physical changes 
driven by overall physical growth spurt and sexual maturation are observed. This 
phase is also important for cognitive development and crucial for the acquisition 
of a stable sense of self. In this period, affective, psychotic or behavioral disorders 
may appear for the first time.
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Genetic Factors

Family studies conducted during the last century show substantial evidence of her-
itability among psychiatric disorders, ranging between 30 and 90% depending on 
the disorder and the study design [3]. Studies based on large cohorts suggest a sig-
nificant genetic overlap between different disorders, the most replicated findings 
including bipolar disorder (BD), schizophrenia and schizoaffective disorder [4]; 
BD and major depressive disorder (MDD); and ASD and ADHD [5].

Regarding genetic studies, in the last decade, the focus has turned to genome-
wide association studies (GWAS), which study whether a genetic marker (usually 
a single nucleotide polymorphism–SNP-) appears more frequently in cases than 
in controls. Some of these studies have demonstrated quantified molecular evi-
dence for genetic correlations between schizophrenia, BD, MDD, ADHD and 
ASD, being the strongest relationship the one between schizophrenia and BD [5]. 
Nevertheless, GWAS present limitations on identifying variants of small effect and 
to explain familial risk of common diseases [6, 7].

A recent study of 25 brain disorders concluded that psychiatric disorders shared a 
common genetic risks, in which genetic correlation with each other was limited [8].  
Considering these results, some authors have suggested that common genetic 
influences break down the boundaries of psychiatric diagnoses [8–10]. One pos-
sible explanation for this might be that genes might confer risk for different psy-
chiatric disorders. However, other factors are needed for the disease’s clinical 
presentation, including environmental factors which result in epigenetic program-
ming. This might also reflect the presence of phenotypes shared by more than one 
disorder, for instance, difficulties in executive function [8]. As a result, the inter-
action among epigenetics, pleiotropy, and symptom-specific genes would lead the 
pathway to one disorder or another.

Regarding neurodevelopment, hundreds of genes have been involved in the 
development of the central nervous system (CNS). Both single rare genomic var-
iations and common variants, frequently SNPs in coding and noncoding loci of 
the genome, have been associated with developmental disorders. However, few 
SNPs with a minor allele frequency of >1% have been associated with neurode-
velopmental disorders (NDD), leading to identification of individually rare vari-
ants, either inherited or “de novo”. These rare variants have been found to occur 
more frequently, especially for individual liability. For instance, copy-number var-
iants (CNVs), which are duplications or deletions of more than 1000 base pairs 
that vary between the general population, are present in 10% of the cases of ASD, 
rate that rises to 22% in ASD associated with intellectual disability (ID) [11].  
In addition, low-IQ ASD cases have been correlated with “de novo” mutations 
and less family history of psychiatric illness than high-functioning autism, where 
family history is more frequent [3, 11]. On the other hand, a recent study from a 
Swedish sample supports the idea that common variants have a substantial impact 
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“enmasse” and that their contribution explains the biggest fraction of total herit-
ability in ASD, rather than inherited rare variations [12].

The different genes identified to play a role in critical pathways for typi-
cal neurodevelopment have been related mostly to synapse formation, including 
NRXN1, NLGN3, NLGN4, CNTNAP2, and SHANK3, neuronal proliferation, 
growth, transcription and splicing, and chromatin remodeling (MET, TSC1/2) [3, 
10, 13]. Moreover, mutations in the gene Gad1, essential for the functioning of the 
GABAergic circuit and therefore, for the appropriate functioning of brain circuits, 
have been associated also with some psychiatric disorders [14].

It seems that synapsis network may be altered from receptors and ion channels 
to proteins. The alteration of the synaptic function may alter the communication 
between neurons and lead to NDD or neurodegenerative disorders. Synaptic defects 
have been associated with defected genes in ASD, ID, and schizophrenia [15].

Even though different molecules and pathways have been identified, what it is 
yet to be discovered is where and when the events occur within the brain develop-
ment (spatiotemporal gene expression). Expression of some of the genes described 
for some NDD increase during mid-gestation, when some early neuronal differen-
tiation and synapse formation take place in prefrontal and temporal cortices [16].

As we mentioned above, to better understand the pathophysiology of NDD 
we need to consider the role of epigenetics. Epigenetics relates to long-lived and 
reversible modifications to nucleotides or chromosomes that do not change the 
genetic sequence but can alter gene expression and phenotype [17]. Epigenetics 
may help explain different phenotypic outcomes from similar gene mutations.

Several studies have demonstrated the influence of epigenetics on different pro-
cesses, such as methylation of genes and acetylation of histones, regulation of the 
expression of genes, and its penetrance across individuals through the life span, as 
well as the contribution to cumulative risk. Epigenetic changes may persist across 
generations, and in animal studies, it has been demonstrated that environmental 
factors may interact with both maternal and offspring genetics [14].

To sum up, a broad number of genes, expressing differentially through develop-
ment, have been associated with NDDs. Genes related to neuropsychiatric disor-
ders play an essential role in the synapse formation as well as in the development 
of other neuronal pathways. Furthermore, the interaction between the genetic 
background and the environmental factors might explain the different outcomes or 
phenotypes observed.

Environmental Factors

Environmental non-genetic factors shape normal development and affect the 
expression of neurodevelopmental psychopathology. The individual needs to adapt 
to the environment and is especially dependent on it.

This influence is particularly important during sensitive developmental peri-
ods. A general environmental model suggests that the child’s behavior is modu-
lated by the environment in which it happens, as development of self-regulation 
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ability is still undergoing [18]. It proposes that as long as the environment appears 
consistent, the child’s behavior will be consistent as well, but, if the environment 
changes, so will the child’s behavior [2]. Besides, each individual has certain par-
ticular characteristics that might match or not the environmental demands. In case 
demands are matched, the development will continue as expected. On the contrary, 
if the environmental demands cannot be fulfilled, there will be a deviation from 
normality. During periods of increased developmental plasticity, we may see this 
influence magnified [19].

The risk of developing psychopathological symptoms might be mediated by 
changes in patterns of emotional, behavioral, and cognitive functioning [20], in 
which environmental factors may have an impact. There is a wide range of dif-
ferent stressors and harmful agents which might damage brain function and may 
generate or precipitate psychopathology. These environmental factors are likely 
to have an influence on the psychopathology of children and adolescents through 
different moderators. Most of the brain development takes place intrauterus [21], 
and this period highly determines our life outside the uterus [22], so pregnancy 
and childbirth are especially critical times for neurodevelopment. Even before the 
child is born, he may be exposed to stress through infections by different agents 
such as bacteria, viruses, and parasites, which have been associated to fetal death, 
organ injury, and other effects on fetal development [23]. Exposure to hostile 
conditions during gestation may also result in a series of coordinated biological 
responses aimed at enhancing the probability of survival, but that could likewise 
increase the susceptibility to mental illnesses [24].

Exposure to psychosocial deprivation is also associated with elevations in 
numerous forms of impairment throughout the life course. Children who have 
been exposed to malnutrition show a higher prevalence of psychiatric disorders 
[25] and worse cognitive performance [26], what may consequently lead to worse 
family, school, and social performance.

The impact of other negative environmental factors is also relevant. It has been 
described that individuals reporting a history of childhood violence victimiza-
tion suffer neurodevelopmental insults where brain function is impaired [27, 28], 
including deficits in clinically significant cognitive functions such as general intel-
ligence and more specific measures of executive functioning, processing speed, 
memory, perceptual reasoning, and verbal comprehension [28]. Besides, child 
maltreatment has been linked with increased odds of a wide array of psychiatric 
disorders, including not only post-traumatic stress disorder but also internalizing 
and externalizing disorders.

Adolescence is a decisive phase of change and maturation. Adolescence is a 
peak age for both victimization and mental disorder onset [29], and for molecular 
changes in the developing brain that shape normal behavioral patterns [30]. In this 
stage of life, the relationship with others has a fundamental role and deviations 
from the expected patterns may have long-term consequences. As an example, 
school bullying has a role in a number of psychopathology outcomes in children 
and young people, especially anxiety disorders and depression, and it is suggested 
that its effects may be long-lasting [31].



G. Salazar de Pablo et al.434

Another important factor that needs to be taken into consideration is the fam-
ily and cultural context. The way a baby or a child interacts with his relatives is 
based not only on the child’s characteristics but also on parents/caregivers’ previ-
ous experiences and affects, and the failure of caregivers to provide co-regulation 
of children’s emotional experiences has enduring consequences in child develop-
ment and predisposes to the emergence of psychopathology [32]. This may occur 
even in patients that suffer from disorders with an important genetic component. 
For instance, the way caregivers interact with children has been shown to have an 
impact on the development of communication skills in children with autism [33]. 
Insecure attachment and disorganized attachment, in particular, have prospectively 
been related to the development of a wide array of problems, including external-
izing problems [34].

Finally, substance use may impact neurodevelopment, especially in the prenatal 
period, being prenatal alcohol exposure the cause of fetal alcohol spectrum dis-
orders. Also, adolescence is a unique period of neurobiological vulnerability to 
alcohol and drugs [35], as adolescent alcohol exposure persistently impacts adult 
neurobiology and behavior [36], and cannabis use influences different domains as 
neurocognition, both acutely and non-acutely [37].

Neurodevelopmental Disorders—Some Examples

In the following section, we provide examples of psychiatric disorders including 
some with childhood onset and a clear neurodevelopmental origin, such as autism 
spectrum disorders, specific language impairment, or attention deficit hyperactiv-
ity disorders, and others, such as schizophrenia or bipolar disorder, in which devel-
opmental features are critical in early-onset cases.

Autism Spectrum Disorder and Social Communication  
Disorder

Autism Spectrum Disorder (ASD) is a group of pervasive developmental disorders 
with early childhood onset. Patients with ASD may be characterized by three main 
features: qualitative impairments in social interactions, qualitatively impaired ver-
bal and nonverbal communication and restricted repetitive and stereotyped pat-
terns of behavior or interests [1]. Recently, DSM-5 has modified the diagnostic 
criteria reducing the number of core domains from three to two. The new crite-
ria include social communication impairment and restrictive repetitive behaviors 
(RRBs) [38]. This major change was decided based on repeated findings support-
ing that differentiation between social and communications criteria was arbitrary 
[39, 40].

Reported prevalence of ASD has changed over the last decades. While in the 
1970s the prevalence was around 2/1000 population, nowadays the latest estima-
tion from the Center for Disease Control and Prevention (CDC) in 2018 is 1.68% 
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of US children at age 8 [41]. Most authors relate this increase in prevalence with 
several factors like larger samples in the study, higher early detection, and broader 
criteria for the diagnosis [11, 41].

Although the etiology of ASD is complex, it has a strong genetic basis that 
seems to be explained more by multigene interactions, mainly in autistic individu-
als with unaffected family members, than by rare mutations with major effects. 
As in other neurodevelopmental disabilities, it is believed that gene–environment 
interaction is responsible for the final phenotype.

The estimated heritability of autism in a Swedish population-based cohort 
was found to be 0.80, suggesting that genetic factors explain most of the risk 
for autism [42, 43]. Several genes, such as NRXN, TSC1/2, CTNTAP2, and 
SHANK3, have been associated with the phenotype of autism, and their alteration 
suggests a crucial role of abnormalities in synapse formation as well as neuronal 
proliferation in this disorder [44]. It is important to note that, although heritability 
is high in a substantial fraction of ASD cases, most of them are not inherited, with 
mutations causing the phenotype not being present in the parental genome [45].

Besides the importance of synapse formation, several authors have found an 
alteration in different genes associated with the immune system. Studying brains 
postmortem, an increased transcription of these genes was observed. Additionally, 
several studies suggested the implication of chromosome 6 in the physiology of 
autism. It is indeed in this chromosome where the genes codifying HLA system 
are found. An altered HLA is a marker of some autoimmune diseases, and it is 
believed that, in the case of autism, it may show dysfunction in this system, which 
implies an important vulnerability to some infectious agents.

Environmental factors have been classically considered to be risk factors for 
ASD. These factors can contribute at different neurodevelopmental stages. For 
instance, maternal infection, maternal bleeding, and exposure to medication during 
pregnancy are relevant prenatal factors while birth injuries or a low APGAR [44], 
along with maternal hemorrhage, meconium aspiration, and anemia [46], have 
been associated with a higher risk of autism in the neonatal period. As for postna-
tal environmental factors, antibiotics use, acetaminophen use, ear infections, and 
early weaning were associated with increased risk of ASD as well [47].

Comorbidity is common in patients with ASD. According to previous studies, 
more than 70% of individuals with ASD have concurrent medical, developmental, 
or psychiatric conditions, which are frequently multiple [48]. Psychiatric comor-
bidity includes ADHD, which can reach 18% [49], and affective disorders, espe-
cially MDD, but also BD [50]. Although studies that examine the developmental 
trajectories of these comorbid conditions across the lifespan are sparse, a study 
observed that anxiety symptoms varied throughout the development, increasing 
from toddlerhood to childhood, then decreasing until young adulthood, where an 
increase along adulthood was found again [51].

ASD symptoms may present differently across development [52] and core 
symptoms may differ as well by age and gender [53]. The first symptoms of 
ASD usually appear early in childhood. Although there are still important delays 
between appearance of symptoms and diagnosis, children are nowadays more 
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frequently diagnosed at an earlier age than before, likely due to factors such as 
a better knowledge of atypical development and greater awareness [54]. This 
allows early intervention, which has a great impact on children with autism [55]. 
However, less affected patients such as high-functioning children and females can 
remain undiagnosed longer. Core ASD symptoms often persist into adulthood. 
Although some improvement can be seen compared to adolescence [52, 56], social 
integration usually remains poor [56], and patients usually need the support of 
their families.

Regarding sex differences, males are affected more frequently than females, 
with a suggested 4:1 ratio. Some explanations for this differential prevalence 
include sex differences in clinical symptoms, with recent studies suggesting also 
that the biological male phenotype may itself confers a higher risk for ASD [57], 
while other results show that females may be underdiagnosed because they cam-
ouflage the symptoms [58]. Additionally, some studies have estimated a lower 
ratio (2:1) among those with comorbid ID and a higher ratio around 6:1 for high-
functioning autism [59]. According to a previous metanalysis, boys may show less 
severe symptoms of repetitive and stereotyped behaviors, while males and females 
may not differ in the domain of social behavior and communication [53].

DSM-5 has created a new diagnosis to characterize children with social com-
munication impairments with no presence of restricted rigid patterns of behavior, 
interests, and activities that are needed for ASD diagnosis, called social (prag-
matic) communication disorder (SCD) [38].

SCD is a neurodevelopmental disorder, which impacts verbal and nonverbal 
communication for social purposes, ability of individuals to adapt their commu-
nication style and to follow conventional and cultural rules for conversation, as 
well as to understand implicit or ambiguous language [38]. Among observed dif-
ficulties, we may find in these patients alterations in theory of mind understanding 
and story content organization [60]. These difficulties may lead patients to impair-
ments in their ability to communicate, social participation, and functioning at aca-
demic and professional level [38], as a result of a potential misinterpretation of 
what other people are willing to express or do. As a consequence, anxiety, social 
isolation, frustration, and behavioral problems may appear [61].

SCD diagnosis has been included in psychiatric nosology recently, so the char-
acterization of its risk factors and physiopathology is still preliminary. The pos-
sibility of this social communication disorder being due to a failure in the brain’s 
right hemisphere, which would impair simultaneous processing of verbal and vis-
ual information has been suggested [62].

As with other neurodevelopmental disorders, the first symptoms of SCD usu-
ally appear in the early developmental period [63], and the deficits are usually 
noticed when social communication demands surpass limited capacity. Around 
5 years old, teachers and classmates may find out these difficulties, and this can 
confer susceptibility for being bullied or taken advantage of [61].

Diagnoses of ASD and SCD are clinical, ideally made by clinicians with 
experience in childhood disorders. Nevertheless, validated instruments such as 
“Autism Diagnostic Observation Schedule, second edition” (ADOS-2) [64] and 
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“Autism Diagnostic Interview-Revised” (ADI-R) [65] may be of help supporting 
the diagnostic process. Other comprehensive instruments such as the “Diagnostic 
Interview for Social and Communication Disorders” (DISCO) [66], which evalu-
ates social communication and restricted and repetitive behavior separately, along 
with the psychiatric interview, may also be of help in the diagnosis of SCD, which 
will be established only after ASD is ruled out.

Specific Language Impairment

Language development can be altered by disorders such as hearing impairment, 
ID, congenital defects or acquired brain damage. When language delay is sig-
nificant and another cause or associated clinical features are not found, patients 
receive the diagnosis of primary language disorder or specific language impair-
ment (SLI) [67, 68]. This category is usually heterogeneous, and the severity and 
profile of the disorder may vary.

SLI is frequent in the general population [68, 69], and it has been stated that it 
may be the most prevalent developmental disorder [68]. It is known that deficits 
may appear beyond the linguistic domain, especially in the neuropsychological 
field, where there is evidence that limitation in phonologic working memory may 
be a core deficit in this disorder [70]. As for executive functions, children with SLI 
perform poorly on both inhibitory control tasks and cognitive flexibility tasks [71].

Complex neurogenetic and environmental factors contribute to the onset of this 
neurodevelopmental disease. Several specific genes have been found to be associ-
ated with language development. Among them, some genes including FOXP2 and 
CNTNAP2 influence language on its physiological acquisition, and others such as 
ATP2C2, CMIP, and NOP9 are related to specific language disorders [72]. This 
knowledge has led to the search for candidate genes that could potentially be caus-
ative of this disease. Unfortunately, for the moment a single gene that could be 
the cause of SLI has not been found. However, it has been suggested that regula-
tory mechanisms influence gene expression at particular developmental windows 
during child’s development [69]. Other neural contributions that have been studied 
include abnormalities in fronto-corticocerebellar circuits [73]. Also, structural neu-
roimaging studies suggest that atypical patterns of asymmetry of language cortex, 
white-matter abnormalities, and cortical dysplasia may be associated with SLI as 
well [70].

While genes regulate developmental processes such as language acquisition, 
the environment may modulate genetic expression. Environmental variables 
related to poor early child language development include male gender, low level 
of education of the mother and family history of language or psychiatric prob-
lems, while bilingualism seems to be a protective factor [72]. As for SLI, it has 
been observed that children with SLI had younger mothers compared to children 
without SLI, were less often breastfed, and were more frequently not firstborns 
[68], while the significant association was not found between SLI and perinatal 
factors [68].
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Most cases of SLI are diagnosed in childhood. However, some of these children 
do not outgrow their language difficulties. In fact, oral language deficits often per-
sist [67, 74] and children with SLI are outperformed by their non-affected peers 
in the whole set of spoken language tests [67]. This suggests that neural networks 
related to their language may not normalize with time [75].

Emotional and behavioral needs have been reported in children with SLI [74], 
as well as social problems and behavioral difficulties [69, 74, 76]. In a longitudinal 
study, a decrease in behavioral and emotional problems was observed from child-
hood to adolescence [76]. While behavioral difficulties appeared to decrease to 
normative levels by adolescence, emotional problems were still evident in adoles-
cence and social problems increased significantly [76]. It needs to be noticed that 
SLI is primarily a diagnosis made after the exclusion of other causes for delayed 
or deviant language, considering the evolutionary moment and main characteris-
tics or difficulties.

Attention Deficit Hyperactivity Disorder

Attention deficit hyperactivity disorder (ADHD) is a neurodevelopmental hetero-
geneous disorder defined by a persistent pattern of inattention and hyperactivity 
that interferes with functioning or development [38, 77]. We may find patients 
with predominantly inattentive presentation, predominantly hyperactive-impulsive 
presentation or a combined presentation, which, from one another, show different 
patterns of cognitive and motivational deficits, some of which appear to be linked 
to delays in brain maturation [2, 78].

Multiple causal pathways and more than one developmental pathway are likely 
involved in ADHD [79]. Also, different genetic and environmental factors are 
found in this disorder, which may lead to one or more of the previously mentioned 
subtypes.

Early-onset ADHD has been associated with polygenic risk and neurocognitive 
deficits [80]. The high heritability (around 0.6–0.9) needs to be highlighted in this 
disease, especially in early-onset ADHD, stressing out the underlying importance 
of genetic factors and biological correlates. Among them, the involvement of brain 
dopamine systems in the pathogenesis of ADHD is suggested by the significant 
association found between ADHD and dopamine system genes, especially DRD4 
and DRD5 [81]. The serotonergic neurotransmitter system, particularly serotonin 
receptor 1B, has been reported to be associated with the disorder too [82].

Individuals with ADHD present difficulties in cognitive functions, including 
alterations in several attentional domains [82]. Other disturbed cognitive functions 
include executive control of attention and response suppression, reward response, 
and state regulation implicating arousal or activation function [5].

An altered development of some neuroanatomical elements as the basal ganglia 
and the cerebellum appears in the disorder [79]. Besides, neuroimaging studies in 
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children with ADHD disclose globally decreased brain volumes [83] and dimin-
ished volumes in the right frontal lobe, caudate nucleus, cerebellar hemisphere, 
and posterior-inferior lobules of the cerebellar vermis [82].

Although ADHD may be conceptualized as a final common manifestation of 
several neurobiological risks, these may be exacerbated or ameliorated by environ-
mental factors [2, 84]. Prenatal stress has been linked to ADHD and pregnancy is a 
critical moment in which smoking, alcohol use, or drug use along with exposure to 
environmental toxins can lead to low birth weight or brain injuries. Additionally, 
the developmental progression is related to socialization contexts such as early 
parent–family interactions and later peer and school environments [67]. Among 
disease moderators, symptom patterns and severity of impairment are strongly 
associated with family adversity and parenting competence [2]. Childhood tem-
perament, especially high levels of reactivity to the setting and low levels of regu-
lation with great impulsivity and poor attention control have been associated with 
and may predispose to ADHD [79].

We have more and more data, not only about clinical expression, but also 
regarding comorbidity and residual adult life impairment states, that ADHD per-
sists in adulthood [80, 85–87]. However, the clinical picture can change from 
childhood to adulthood and patients may shift from one subtype to another. 
Hyperactive-impulsive symptoms appear prominently during childhood, decreas-
ing in frequency by adolescence, while inattentive symptoms that are usually 
noticed at school age are more stable throughout adolescence and adulthood [67]. 
ADHD in the general adult population is associated with substantial personal and 
individual burden [86], and patients who experience persistent symptoms that 
reach adulthood show greater psychiatric comorbidity and functional impairment 
[85]. Among peculiar characteristics and comorbidity that appears in late-onset 
ADHD, we find elevated rates of generalized anxiety disorder, conduct disorder, 
and substance use disorder [88]. ADHD is associated with elevated risk of several 
personality disorders as well, both cluster B and C, and these co-occurring disor-
ders do not account for neither the impairments experienced by these adults or for 
their neuropsychological deficits [67].

Regarding sex differences, some studies suggest that young boys have higher 
rates of overt hyperactivity [77]. Studies of girls with ADHD suggest lower rates 
of conduct disorder compared with boys with ADHD and less externalizing behav-
iors, which may translate into less hyperactivity and impulsivity in adulthood [89]. 
Less disruptive behaviors lead to lower request for help and consequently under-
diagnoses and absence of treatment. Thus, in this period, boys are more likely to 
be referred for childhood ADHD evaluation than girls [77]. On the other side, in 
late-onset ADHD the proportion of women referred is greater [88] compared to 
early-onset ADHD. The reason for this could be that they are more likely to show 
intellectual impairment and internalizing disorders as depressive disorders [90]. 
However, the fact that in adults women are more likely to seek psychiatric care 
and counseling in general [77] may influence as well.



G. Salazar de Pablo et al.440

Schizophrenia and Early-Onset Psychosis

Psychosis is a common and functionally disruptive clinical manifestation of many 
psychiatric, neurodevelopmental, and medical situations [91]. Psychotic symp-
toms have a high prevalence in children and adolescents, suggesting rates of 17% 
in children aged 9–12 years and 7.5% among adolescents aged 13–18 years [92]. 
These symptoms can be seen as either denoting an excess or distortion of normal 
function (positive symptoms) or a reduction or loss of normal function (negative 
symptoms) [93]. This high frequency and clinical heterogeneity, makes diagnosis 
in the early stages difficult, although most patients who are diagnosed with schizo-
phrenia at early stages continue to meet criteria two years after [94].

Schizophrenia is a heterogeneous condition and a particularly devastating psy-
chiatric disorder [95], that commonly involves severe cognitive deficits that com-
promise functional ability [96]. Although extremely rare before the age of 10, the 
incidence of schizophrenia rises gradually through adolescence to reach its peak in 
early adult life [93].

Early-onset schizophrenia (EOS) is a rare (1/5000–1/20,000) and severe 
chronic psychiatric disorder. Although all diagnostic criteria apply, positive 
symptoms of psychosis such as delusions, hallucinations, and disorganized 
speech or behavior before the age of 18 are necessary for the diagnosis. Patients 
have frequently deficits in cognition and communication, as well as neuromotor 
impairments. In addition, EOS is associated with predominant male gender, a pos-
itive family history of schizophrenia and other psychiatric conditions, particularly 
affective disorders [97].

Schizophrenia is a very highly heritable (80%) condition. Over 1,000 genes 
have been suggested. This makes schizophrenia one of the most studied disorders 
through a candidate gene approach [98]. Existing genetic data suggest that multi-
ple genetic variants of varying frequencies contribute to the disorder [99]. A high 
heritability rate of schizophrenia has also been suggested in early adoption-twin 
studies and has been confirmed by family aggregation studies. Some of the can-
didate genes in the pathway of schizophrenia are NRG1, BDNF, DISC1, COMT, 
DTNBP1, and G72 (DAOA).

A polygenic basis of EOS involves hundreds of genes with small individual 
effects. In EOS pathogeny, recent studies have demonstrated the contribution of 
mutations in NRXN1 (2p16.3) and UPF3B (Xq24), which are crucial for develop-
ment and brain function [97]. Some of the most consistent findings from schizo-
phrenia Genome-Wide Association Studies (GWAS) implicate the role of major 
histocompatibility complex on chromosome 6, microRNA MIR137 and NGRN 
[100]. Recently, “de novo” heterozygous mutations (c.385G > A) in the ATP1A3 
gene (19q13.2) have been described in this disorder [101].

The two-hit hypothesis of schizophrenia suggests that a combination of genetic 
susceptibility coupled with distinct developmental insults can lead to the onset of 
the full clinical syndrome [102]. According to this theory, environmental variables 
related to obstetric complications, abnormal presentation, and cesarean birth, as 
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well as childhood viral infections or use of substances in the mother may be impli-
cated [103, 104] in the early development of this disorder.

As for later events, migration and childhood abuse or neglect have been related 
to the diagnosis of schizophrenia. Migrants living in disadvantaged areas are 
exposed to a range of psychosocial difficulties including increased exposure to 
drugs, discriminatory experiences, violence, and crime [105]. Cannabis confers an 
overall increased risk for later schizophrenia, varying in a dose-dependent fashion 
and is associated with an average of 2.7 years earlier onset of psychotic symptoms 
[106, 107].

Although the same diagnostic criteria apply across the age range, there are 
developmental variations in phenomenology, with early-onset cases of schizo-
phrenia characterized by a more insidious onset, negative symptoms, and fewer 
systematized or persecutory delusions. Schizophrenia in the pediatric popula-
tion may vary from adult-onset form presentation because of developmental fac-
tors. In as much as 67% of children with childhood-onset schizophrenia, there are 
social, motor, and language premorbid disturbances as well as learning disabilities. 
Additionally, almost 30% met criteria for ASD prior to the onset of their psychotic 
symptoms [108]. EOS is characterized by greater disorganization and more nega-
tive symptoms, while in later-onset cases there is a higher frequency of systema-
tized and paranoid delusions [109]. EOS usually runs a chronic course, with poor 
outcomes, progressive decline, and social functioning impairment. The short-term 
outcome for schizophrenia presenting in early life is worse than for first-episode 
adult patients. A number of long-term follow-up studies of EOS describe a typi-
cally chronic, continuous long-term course with severely impaired functioning in 
adult life. The predictors of poor outcome in adolescent-onset psychosis include 
premorbid social and cognitive impairments, a prolonged first psychotic episode, 
extended duration of untreated psychosis, and the presence of negative symptoms. 
Premorbid functioning and negative symptoms at onset provide better prediction 
for long-term outcomes than categorical diagnosis [110].

At-risk mental states (ARMS) describe the clinical characteristics related to 
highest risk of transition to psychosis or schizophrenia. ARMS are characterized 
by help-seeking behavior and the presence of attenuated positive symptoms of 
schizophrenia, brief-limited intermittent psychotic symptoms, or a combination 
of familial risk indicators with recent functional deterioration [93]. As treating 
ARMS leads to a significant reduction in the transition rate to a first-episode psy-
chosis [111], identification and referral at this stage can be beneficial.

Bipolar Disorder

BD is characterized by the presence of manic or hypomanic episodes interspersed 
with periods of depression or euthymia. BD is considered rare during childhood, 
but the rates increase during adolescence and many bipolar adults recall that their 
first affective episode began before the age of eighteen [112]. According to the 
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literature, there are no sex differences in rates of bipolar spectrum disorder or any 
of the bipolar subtypes [113]. However, sex differences are found regarding the 
clinical presentation, with males having greater rates of mania and females report-
ing greater rates of depression [114].

The number of children and adolescents diagnosed with BD has increased con-
siderably over the last years [115]. A meta-analysis reported that the prevalence of 
bipolar spectrum disorders in youth is on average 1.8%, and for bipolar disorder I 
(BD-I) reached 1.2%, rates of BD-I being consistent among most countries [114, 
116, 117].

Like many other psychiatric disorders, BD may be understood through a diath-
esis-stress model. BD seems to be a complex genetic disorder arising in response 
to a combination of environmental, genetic, and epigenetic factors [118].

Inherited factors are known to be important in BD. The risk of developing 
BD in a first degree relative is 5–10% and for monozygotic co-twins is around 
40–70% [119]. In a Swedish population-based study they estimated a heritabil-
ity of 59% [120]. Larger estimated heritability was found in twin studies [121], 
suggesting great importance of genetic factors in BD. In biological relatives of 
probands with BD, a significant increase in the risk of developing schizophrenia 
was found as well, which evidences the substantial genetic relationship between 
schizophrenia and BD [120].

Robust and replicable significant associations have been reported in genome-
wide association studies at several common polymorphisms, including variants 
within the genes CACNA1C (related to ion channels in brain), ODZ4 (related to 
cell surface signaling and neuronal pathfinding), and NCAN (a brain-expressed 
extracellular matrix glycoprotein related behavioral abnormalities in mice) [119].

Many studies have demonstrated a higher risk of BD in the offspring of patients 
diagnosed with BD. In a recent meta-analysis of a high-risk cohort, 10.1% met 
criteria for a BD compared to 0.1% of control offspring [122] and the most robust 
risk factor predicting BD was a positive family history [123].

Some events associated with affective disorders appear at early developmen-
tal stages [2, 124], including psychomotor developmental deviations and general 
adjustment problems [124] and more and more studies underscore the importance 
of a developmental approach [124, 125], stating that pervasive developmental 
disorders increase the risk for both SZ and BD, especially in cases with normal 
intelligence [124]. A recent study about the differences between developmen-
tal pathology in BD and SZ underline that, although generally milder than in SZ, 
developmental pathology in BD is relevant and associated with early onset [125]. 
For instance, it is likely that sleep disorders confer an increased risk of bipolar dis-
order spectrum psychopathology [125].

The clinical presentation of pediatric BD has been controversial. Although diag-
nostic criteria for BD are the same for adults and for youths, the perception that 
pediatric BD is qualitatively different from adult BD still remains. According to a 
recent meta-analysis, the most prevalent manic symptoms in youth were increased 
energy, irritability, mood lability, distractibility, and goal-directed activity. Other 
frequent symptoms were euphoric/elated mood, pressured speech, hyperactive,  
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racing thoughts, poor judgment, grandiosity, inappropriate laughter, decreased 
need for sleep, flight of ideas, increased productivity, increased creativity, unin-
hibited people-seeking, hypersexuality, hallucinations, and delusions [126]. BD 
is associated with a high risk of suicide and other adverse outcomes and is often 
initially misdiagnosed as depression [127]. Prospective studies of child and ado-
lescent offspring of bipolar parents have found that BD begins with a depres-
sive episode in 67–88%, often years before the first hypomanic or manic episode 
[128–130].

Bipolar youths tend to suffer different comorbid disorders, with the high-
est prevalence rate found for anxiety disorders (54%), ADHD (48%), disruptive 
behavior disorders (31%), and substance use disorders (31%) [131]. Besides being 
most prevalent comorbid disorders in BD, anxiety disorders and ADHD have been 
reported to precede and predict BD in family high-risk studies [132]. In a recent 
Danish study, it was found that the combination of ADHD and anxiety increased 
the risk of developing BD 30-fold compared with those with no prior history of 
ADHD or anxiety [133].

Diagnostic and Therapeutic Implications

Diagnosis, which in psychiatry is clinical, should be prompt. It is essential to 
attend to biological, psychological, and emotional factors associated with child 
development. A good diagnostic procedure should include an evaluation of per-
sonality, emotional intelligence, and affectivity as well as an exhaustive study of 
developmental milestones and of the current developmental status. It is important 
to consider any subtle alteration in development as a possible risk factor, espe-
cially in potentially vulnerable children such as those with a significant familiar 
psychiatric history or with an ID.

For an accurate diagnosis, we need to consider the peculiar characteristics of 
the different symptoms’ appearance according to the evolutionary period. A pre-
dominance of somatic and behavioral response systems is the norm in childhood, 
while cognitive manifestations of those symptoms appear more typically in ado-
lescence. As for anxiety, a change of trend may be found along development, with 
small children complaining of physical symptoms and adults suffering from repet-
itive thoughts and ruminations. Also, some disorders such as ADHD and ASD are 
more frequently diagnosed along childhood while psychotic and affective disor-
ders are usually diagnosed later in life.

Although childhood is not risk-free, most symptoms associated with mental 
health disorders as BD and schizophrenia first emerge during adolescence, with 
a negative impact that can continue into adulthood. However, most of the chil-
dren who will develop early-onset psychotic disorders already show alterations in 
development including abnormalities in language and motor development [134] 
and cognitive and adjustment to the environment impairments [124].

Especially in young children, who may not have enough cognitive level to 
understand and answer clinicians’ questions, it is essential to collect information 



G. Salazar de Pablo et al.444

from different sources, including not only patients but also school and parents, 
and to integrate this information, which might not be totally concordant. In any 
case, the diagnostic process should include a mental state examination and, when 
needed, neuropsychological and supplementary tests, using age-appropriate 
instruments.

An accurate assessment and diagnostic formulation is essential. Internationally 
validated diagnostic criteria such as DSM-5 [38] and ICD-10 [135] are the diag-
nostic standard. Screening instruments and structured clinical diagnostic inter-
views are complementary to diagnostic interviews by trained clinicians with 
experience in child and adolescent psychiatry.

Treatment should be initiated as soon as possible, but it is unlikely to be effec-
tive if the clinical problem has not been characterized adequately. Although 
treatment targets are often symptomatic and may not point to the causal patho-
physiological mechanisms, treatment plans should be comprehensive and consider 
psychiatric and somatic comorbidities as well as potential treatment complica-
tions. Early intervention and youth mental health research focusing on at-risk 
populations may provide insights on later severe mental illness development. 
Preliminary data from prevention programs for anxiety, psychosis, and depressive 
symptoms also point toward evidence of effectiveness of these interventions on 
promoting mental health outcomes [136].

According to established diagnoses, different interventions should be initiated. 
In ASD there are no pharmacological treatments for core symptoms, so stimula-
tion and psychosocial intervention should be started [137]. In psychosis and bipo-
lar disorder, atypical antipsychotic drugs are indicated as most of the evidence 
point to their usefulness [138]. In ADHD, evidence states that stimulants, the treat-
ment of choice, and alpha-2 agonists, can reduce the symptoms of ADHD, but also 
environmental changes should be arranged [77].

Although other medications such as selective serotonin reuptake inhibitors 
(SSRIs) have proven effective for other pediatric disorders such as depression, 
anxiety or obsessive-compulsive disorders, research suggests that psychotherapy 
can have a significant and positive impact on children and adolescents with these 
mental health problems [139]. There are now several tested treatments that have 
proven to be useful, like cognitive behavioral therapy and family therapy, and oth-
ers are under evaluation [93].

Development of pediatric psychopharmacology typically lags behind adult 
pharmacology. Comparatively, there are fewer studies in minors, and therefore 
children are frequently prescribed psychiatric drugs off-label, based on informa-
tion derived from adult studies. This adds to the fact that pharmacokinetics, the 
way human body absorbs, distributes, and metabolizes drugs change along devel-
opment, with rapid hepatic clearance often dominating at early ages. About phar-
macodynamics, since a single drug may activate multiple receptor types with 
markedly different effects, developmental changes in the number and propor-
tion of these receptors may account for differential drug effects on children and 
adults [114]. Differential effects are seen not only for therapeutic effects but also 
for adverse events [140], which makes frequent monitoring essential in minors 
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undergoing psychopharmacological treatment. There are currently a number of 
international initiatives aimed at promoting pharmacological research in children 
and adolescents that will hopefully better inform the effective and safe use of psy-
chiatric medications in children and adolescents.
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Abstract
This chapter aims to provide a perspective of the complex formation of emo-
tion and its operational usage in neuroscience. In the first section, the essence 
and function of emotion will be introduced from different perspectives. After an 
overview of historical and ongoing debates in the second section, the neurosci-
entific findings regarding emotional instances in healthy subjects and psychiat-
ric patients will be outlined throughout the third and fourth sections. In the last 
section, a comprehensive approach of the newly developing field of computa-
tional psychiatry to emotion will be introduced.
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Introduction

Emotion is one of the phenomena that everyone has an intuitive understanding 
of. A feeling of certainty accompanies our own subjective experience such as 
for other complex subjective phenomena, for example, being alive or conscious. 
Think for a moment how much emotions shape our daily subjective and interper-
sonal experiences, our behaviour and decisions, even in situations when we are not 
aware of them. However, defining emotion is not as easy as it seems at first glance. 
Is emotion only how we subjectively experience? What about the things that we 
do not experience consciously, yet elicit peripheral physiological reactions? It is 
widely accepted that emotion has a complex formation, namely, that it has multi-
ple components, which cannot be reduced to one another. For example, facial and 
bodily expressions are somatic components of emotion; thereby they present our 
affective state to the world and play a dominant role in social functions. But are a 
smile and happiness the same thing? Obviously, they are not the “same” thing, but 
they could possibly be components or results of a “same” thing.

It may appear trivial at a first glance, but, as the previous example showed, it is 
important to delineate the elements that constitute emotion and the elements that 
result from emotion. For example, if the subjective experience was merely a result 
of emotion (an epiphenomenon), an emotional instance could happen without an 
accompanying observational change. Therefore, even though the subjective experi-
ence could guide to tracing emotion, it cannot serve as a reliable indicator of an emo-
tional instance, because it would not be an essential element of emotion. Imagine a 
situation, where a person feels happy, but measures of the autonomic nervous sys-
tem (ANS), in contrast, indicate a threatening condition, while the person’s face 
shows no emotion. Is she fooling herself, thinking that she is happy, although she is 
afraid? Many neuroscientists would agree that this individual is much more fearful 
than happy. Nevertheless, can we claim that feeling fearful is not a necessary element 
of the emotion of fear? For some researchers, the answer would simply be “yes”. 
However, other theorists would prioritize subjective experience of the individual in 
their considerations. Indeed, the main historical and current debate on the nature of 
emotion is principally about the demonstration of the necessary and sufficient compo-
nents. Interestingly, answers to these questions are becoming a part of the competition 
between technology companies in the recognition and categorization of emotional 
instances that will open the barrier between artificial intelligence and social cognition.

Although there is no consensus on the nature of emotion, many philosophers 
and scientists agree that emotion has a vital role in the functioning of an organism 
[1, 2]. If we agree that emotion is elicited by either an internal or external incen-
tive, we also need to accept its intentional character. In other words, emotion pre-
sents a complex form of information about significant stimuli, which furthermore 
shapes our attention, memory and behavioural actions. Since antiquity, there has 
been a notion that the interference of emotion with cognition and the influence on 
behavioural actions should be overcome. Yet, these interactions are not constant 
throughout a lifetime. Humans learn to utilize emotion according to their immedi-
ate and future needs, following the underlying biological development from birth 
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to adulthood. In that sense, psychiatric disorders impede patients’ ability to pro-
duce appropriate affective responses and/or to utilize emotional information.

Regardless of the diagnostic category, psychiatric patients manifest symptoms 
related to the experience, the expression and the regulation of emotion [3–6]. Along 
with the subjective burden that patients suffer from, problems in emotional processing 
interfere with bodily, cognitive and social functionality and contribute to the progres-
sion of the disease [7], to the treatment response [8, 9] or relapses [10]. The com-
plexity of psychiatric disorders calls for better diagnostic and prognostic approaches 
that would enable clinicians to detect risk groups and plan individual treatment pro-
grammes. Thus, components of emotional processing are good candidates as state or 
trait markers, which might even indicate the psychiatric disorder before the full-scale 
disease manifestation is presented or predict the treatment response before the clinical 
response is achieved. A striking example is the prediction of antidepressant response to 
selective serotonin reuptake transporters (SSRI) by measures of emotional processing 
that are acquired before or in the early phase of the treatment [11, 12].

What is Emotion?

The nature of emotion has been a matter of debate since antiquity, and in principle, 
it all boils down to two reasons why human beings generate emotions: being alive 
and possessing a complex nervous system. Some researchers argue that emotion, 
as humans experience it, is specific to humans [13], while others propose that ani-
mals as well experience emotion [14]. Darwin argued that emotions are mental 
states that cause stereotypic bodily expressions [15]. His aim was to point out the 
homologous behaviours between humans and other animals and to underscore the 
common natural selection processes behind animal (including human) evolution 
[15]. The prominence of an instinctual aspect of emotion was strengthened by  
Mc Dougall [16]. He interpreted the experience of emotion as a combination 
of the affective quality of instinctive processes and the sum of bodily changes 
resulting from it [16]. His position continues to be defended by basic emotion the-
orists today. They argue that every emotional instance consists of a specific combi-
nation of fixed components that involve facial expressions, subjective feelings and 
autonomic changes or brain activities, all of which share common structural and 
functional mechanisms installed through evolution [14, 17].

It is evident that emotional experiences are accompanied by physiologi-
cal changes. When we are angry or afraid, our heart rate and blood pressure are 
increased, our pupils are dilated and we start to sweat. In the nineteenth century, 
James wrote a critique called “What is an Emotion?” [18]. Contrary to his successors 
who assumed that mental events have temporal priority over emotional expressions 
and bodily changes, he postulated that physiological activity in response to an event 
produces emotion [18]. Independent of that, Lange wrote that emotions result from 
a bodily vasomotor response [19]. Moreover, Watson drew attention to the reflex-
like physiological patterns in emotion and defined emotion as a hereditary pattern of 
reactions of visceral and glandular systems [20]. The most famous criticism of the 
priority of physiological reactions in emotion was provided by Cannon in his article 
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“The James-Lange Theory of Emotions: A Critical Examination and an Alternative 
Theory” [21]. According to Cannon, the body cannot be the cause of emotion because 
visceral changes are not fast enough and are too ambiguous to be interpreted as spe-
cific emotions [21]. Likewise, some research points to the incoherence between the 
self-reports of discrete emotions and physiological measures [22, 23]. Furthermore, 
many contemporary researchers challenge the idea of common labels across partici-
pants for discrete instances of emotion [24, 25].

Lang and colleagues support a framework built upon on motivational circuits 
that are shared between man and animal [26]. Instead of labelling discrete emo-
tions such as anger or happiness, Lang put forward a simple affective language 
based on motivational tendencies—approach and avoidance [24, 26]. When a 
threatening object is encountered there is a tendency to avoid, whereas an appeal-
ing stimulus evokes a tendency to approach it. In this context, activation of the 
appetitive system is associated with positive affect and activation of the aversive 
system induces a negative affect [24]. The intensity of the motivational mobiliza-
tion depends on the need and the probability of an expected outcome of a stimulus 
[24]. Factor analysis studies of verbal reports of phenomena of emotion disclosed 
two main factors explaining most of the experimental variance [27–29]. The first 
factor is named hedonic valence, which refers to a sign of internal state that is 
directional [24]. The second one is named emotional arousal, which refers to the 
intensity of activation. This view is commonly called a dimensional view of emo-
tion, which proposes that there is rather a dimensional emotional space compared 
to the discrete emotions, which the classical view proposes [30].

At the beginning of the twentieth century, Allport argued that peripheral physi-
ological reactions vary only according to pleasant and unpleasant affect [31]. 
However, he claimed that afferent sensory information from body postures and 
facial expressions facilitates the discrimination of affective responses according to 
the discrete kind of emotions [31]. Interestingly, behavioural measures like facial 
expressions and ANS measures show high correlation, unlike self-reports and ANS 
measures [32]. Allport put forward a set of possible configurations of facial mus-
cle movements that involve six basic elements: pain, grief, surprise, fear, anger, 
disgust, pleasure and various “attitudes” (a group of neutral expressions). He put 
forward the idea of a one to one correspondence between facial movements and 
discrete emotion categories, setting a hallmark of modern basic emotion theory.

The vital role of common facial expressions across individuals on social interac-
tion and survival has been stressed since Darwin. When we see a fearful expression 
even on the face of a stranger, we effortlessly recognize fear. This non-verbal commu-
nication can incite further thoughts or behavioural actions, such as helping the other. 
If emotional expressions are products of evolution, it is expected that human beings 
present similar facial expression in similar conditions that can be recognized by other 
human beings. In other words, facial expressions should be universal. Following these 
assumptions, Ekman conducted numerous studies on the topic of the universality of 
facial emotions. Contrary to social constructivists, who propose that emotion and 
facial expressions are culture-dependent, he showed that basic emotional expressions 
are universal [33]. However, a recent cross-cultural study has reported conflicting 
results with the universality of expressions specific to basic discrete emotions [34].
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Furthermore, we could ask: are instances of emotion only instinctual reflexes or 
are there additional mental mechanisms modulating or even causing emotion? As 
early as in 1897, Wundt put forward that “inceptive feelings”, which are caused 
either by an external or internal source, are distinguished by “ideational processes” 
and consequently different emotions occur [35]. Later, Newman, Perkins [36] 
underscored the indispensability of mental representations of the objects or related 
goals. They argued that only if a goal is present and meaning is attributed to the 
stimulus, cues from the body contribute to the production of an emotional state 
[36]. By highlighting the role of assigning meaning to a bodily cue, they influenced 
the modern appraisal theory. Appraisal theory was also inspired by Young [37], 
who described emotions as an acute disturbance in behaviour, experience and vis-
ceral functioning originating from mental events, and later on by Arnold [38], who 
defined emotions as intentional states referring to an object or a situation, in which 
different emotions are produced through meaning analysis of a particular stimulus.

In the last decade, the existence of mere emotional instances and emotion-
related brain circuits has been challenged. Barrett [39] suggests that hedonic 
valence and arousal are basic features of consciousness, that are not specific to 
emotion, and underlines the degeneracy in the emotion-related brain circuits not 
only between discrete emotional types but also for different functions of the brain, 
including emotion, interoception and visceromotor actions. Indeed, regions includ-
ing the amygdala, ventral striatum, insula, OFC, ACC and mPFC are collectively 
called “visceromotor areas”, and are also proposed to be involved in the circuits 
related to emotion and the formation of the self [39]. Subsequently, followers of 
constructive emotion theory object to the existence of emotion-specific mecha-
nisms in the brain, and in turn argue that emotion is produced dynamically [39]. 
This outlines the existence of two separate frameworks within the field of emotion 
research—one highlights “domain-general mechanisms”, as proposed by Barrett 
and colleagues, and the other is centred on “emotion-specific mechanisms”, as 
pursued by representatives of both the classical and dimensional viewpoints.

Affective Reactivity

Affective reactivity refers to short-term affective responses following an emotion-
inducing stimulus [40]. The severity and timing of affective reactions to stimuli vary 
across individuals and are widely accepted to be indicative of durability, psycho-
logical functioning and well-being [41, 42]. Affective reactivity is also commonly 
referred to as emotional reactivity. Here, we preferred to use “affective” instead of 
“emotional”, because of the relatively clear reference of affect to rapid and short-term 
changes in emotional expression of patients in the field of psychiatry [43], whereas 
the definitions of emotion and emotional instances/episodes are more arguable.

Affective reactivity manifests in different components of emotion. Affective 
response domains can be operationally defined as systems that are reactive 
to affective stimuli and enable us to measure the resulting reactivity. In this 
framework, three domains of affective responses are usually mentioned [41]:  
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(a) subjective/experiential (self-report scales) (b) behavioural/expressive/motor 
(e.g. facial expression coding, electromyographic (EMG) recordings of the facial 
muscles, affect-modulated startle reflex), (c) somatic, which involves peripheral 
and central nervous system responses, and endocrine responses. In the following 
paragraphs, affective reactivity in subjective, behavioural and ANS domains will 
be outlined. There are also plenty of findings from EEG and imaging studies about 
the activity in brain regions and networks, which will be discussed in a separate 
section about affective biases in perception and attention.

Affective Reactivity in the Subjective Domain

Self-reported questionnaires like positive and negative affect scale and self-assess-
ment manikin (SAM; [29]) have been used as operational measures of subjective 
affective states. Because the experiential component of emotion is not directly 
accessible by objective methods, participants are asked to choose one of the dis-
crete emotions or to rate the valence and arousal according to how they feel dur-
ing the induction of affect. Proponents of each emotion theory have a particular 
view about the experiential component of emotion. For that reason, they are using 
different kinds of stimuli and types of scales. For example, researchers akin to 
basic emotions, mostly induce affect by presenting facial expressions or words and 
probe the subjective experience of the participant using scales, in which partici-
pants choose one of the discrete emotion categories or families of emotion kinds 
[45]. In 1976, Ekman and colleagues developed a frequently used validated set 
of facial expressions for the purpose of affect induction in the laboratory [46]. 
The set consists of 60 black and white pictures of facial expressions. Later, the 
Karolinska Emotional Directed Faces database was developed [47]. This database 
contains 490 pictures of 70 men and women, each displaying six basic emotions 
and a neutral facial expression. The development of validated sets of affective 
stimuli provided standardized affective stimuli that can reliably evoke reactions in 
different affective domains and contributed to improving emotion research.

Dimensional theorists generally prefer to use scales, by which they can probe 
the dimensions of affectivity. For example, participants are asked to rate their feel-
ings during affect induction in terms of valence and arousal. Lang, Bradley [48] 
developed a broad and validated database of affective pictures called International 
Affective Picture System (IAPS), and a database of affective audio recordings 
and words (IADS; [49]), single words (ANEW; [50]) and descriptive sentences 
(ANET; [51]). Normative valence, arousal and dominance ratings for each item 
in these datasets was calculated by using SAM in validation studies separately for 
each set, even for different cultures [29].

Plenty of studies examined affective reactivity in Major Depressive Disorder 
(MDD) patients. The cognitive theory of depression suggests that dysfunctional 
processing of affective stimuli, especially negative-valence stimuli play role in 
the development and continuation of depressive state [52, 53]. Others empha-
size the attenuation of the affective response to positive stimuli and associate this 
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with symptoms like anhedonia, fatigue and sleep problems. Furthermore, a dis-
tinctive role of the reward system in attenuation of affect was proposed [54, 55]. 
Therefore, it would be expected that, because of the ongoing depressive mood, 
processing of positive stimuli should be attenuated, while processing of negative 
stimuli should be facilitated in MDD. Contrary to these expectations, some stud-
ies reported that the affective reactions of depression patients probed over differ-
ent affective response domains are comparable to healthy controls or suppressed 
for both positive and negative stimuli [56–59]. Rottenberg, Gross [56] proposed 
an emotion-context insensitivity in depression and argued that the affective reac-
tivity in depression is reduced in response to both the rewarding and threatening 
stimuli. Accordingly, a meta-analysis showed that depression patients reported less 
positive mood, more depressed feelings and anhedonia, but short-term instantane-
ous responses to positive and negative stimuli were both attenuated [41]. Further, 
the variability of affect, collected with experience sampling method (ESM), was 
the same for depressed and control subjects for 90 min intervals but was lower 
in MDD patients for shorter intervals [60]. Therefore, some authors suggest that 
MDD patients are less likely to respond to stimuli known to induce affect in 
healthy people in short time intervals, and mood disturbances might be driven by 
long-term cognitive processes such as rumination, as well as other contributors of 
depressive state such as circadian rhythm dysfunctions instead of immediate affec-
tive reactions to the world [61].

Affective Reactivity in the Behavioural Response Domain

Analysis of Facial Expressions
Facial expressions, the necessary constituents of social behaviour, exhibit the 
individual’s affective state and intentions to observers. They are considered as 
one of the behavioural or motor components of emotion [41]. Facial expressions 
are operationally measured via coding of facial expressions by researchers Lang, 
Greenwald [62] (e.g. FACS; [63]), or via electromyographic (EMG) measures of 
facial muscles [62, 64, 65]. By using FACS analysis, it was found that schizophre-
nia and depression patients exhibited less spontaneous facial expressions than con-
trol subjects [66].

Affect-Modulated Startle Reflex
Startle reflex is a common motor response, found in mammals, to an unexpected 
and intense stimulus, characterized by series of quick muscle contractions, pre-
sumably to protect the body from a sudden attack and/or to facilitate the escape 
response [67]. Whilst the startle reflex is stereotypical, the magnitude of the reflex 
is variable and reflects the state of the organism [68–72]. Years of research have 
shown that the startle response also varies as a function of affective state [73–77]. 
Rodent studies have shown that after conditioning with an aversive stimulus, rats 
show higher amplitude in startle response in the presence of a non-aversive stimu-
lus such as light or a tone [78]. The increase in amplitude of the startle reflexes 
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in the presence of the conditional stimulus is called the “fear-potentiated star-
tle reflex” and is considered to be an operational measure of fear [77]. Studies 
have confirmed the presence of fear-potentiated startle reflex also in humans [79]. 
The startle reflex is generally measured over the EMG activity of the orbicularis 
oculi [80]. The startle reflex is potentiated not only in the presence of a threat-
relevant stimulus but also with other unpleasant or highly arousable stimuli [81]. 
Moreover, the presence of pleasant stimuli can lead to an attenuation in the ampli-
tude of startle reflex [81]. This phenomenon is known as affective modulation of 
startle reflex [82].

Affective modulation of the startle reflex can be atypical in psychiatric disor-
ders. For instance, when phobia-relevant stimuli are presented to phobia patients 
the affect modulate startle is potentiated [75]. On the contrary, depressive patients 
have a decreased amplitude in the startle reflex during a pleasant or unpleasant 
stimulus, which is comparable to the reaction to a neutral stimulus [57, 58, 83]. 
Furthermore, this atypical pattern in affect-modulated startle reflex in depression 
can change after SSRI treatment [84]. Affect-modulated startle paradigms are 
also commonly used in substance abuse research. The presence of alcohol-related 
cues in pictures presented to alcohol use disorder patients attenuates their startle 
response [85, 86]. Curiously, in the early phase of withdrawal, alcohol-relevant 
cues attenuate the startle reflex, suggesting they are still interpreted as tempting; 
however, later on, alcohol-relevant cues potentiate the startle reflex [85]. These 
findings indicate that the affective modulation of the startle reflex is associated 
with disease state and can thus serve as a treatment marker.

Affective Reactivity in the Autonomic Nervous System

Another research measure that has been commonly applied is the effect of affect 
induction on the autonomic nervous system. The ANS can be investigated in terms 
of cardiorespiratory parameters including heart rate, respiration rate or heart rate 
variability (HRV). These are controlled by both the sympathetic and the parasym-
pathetic branches of the ANS. Moreover, pupil reactivity and skin conductance 
response (SCR) can be also utilized, which are under control of the sympathetic 
branch of the ANS.

Currently, there is a debate if the ANS reactivity differs across discrete emo-
tions. Some evidence for specific patterns of ANS reactivity was reported [87–89]. 
For example, fear and anger could be differentiated when cardiovascular and res-
piratory measures were used concomitantly [90]. However, a meta-analysis has 
reported inconsistencies across studies [91], and instead, the authors argued that 
the variability in ANS reactivity between studies was produced by the different 
affect induction methods instead of discrete emotions. On the other hand, there 
is plenty of evidence that ANS measures vary, especially in response to arousal 
and hedonic valence of the stimuli [73, 92]. For example, heart rate deceleration 
is observed initially when a novel affective picture is presented and the decrease in 
heart rate is higher for unpleasant pictures than pleasant ones [82].
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Skin conductance response is a widely used and reliable measure of affect-
related autonomic arousal [93]. It shows high correlation with self-rating of arous-
ability [82]. The electrodes connected to hands monitor the activity in the eccrine 
sweat glands, which are only innervated by the sympathetic branch of the ANS 
[93].In addition to the threat-relevant stimuli, any other stimulus that has a moti-
vational significance can evoke SCR even when the stimulus is masked and not 
consciously processed by the participant [94].

Altered skin conductance response has also been discussed as a potential diag-
nostic marker of depression. Depression patients have decreased SCR amplitudes 
in response to arousing stimuli [95, 96]. Compared to this, the amplitude of the 
SCR was reported to be higher in general anxiety disorder than in major depres-
sion after stress induction [97]. Additionally, SRC may also serve as a treatment 
marker; lower amplitudes of SCR during a sad movie clip have been associated 
with a better response to antidepressants [98].

A number of studies indicate abnormalities of the HRV at rest or during affect 
induction in major depression [99]. It is widely assumed that HRV reflects the 
integrated function of both sympathetic and parasympathetic branches of ANS on 
the heart [100–102]. Evidence suggests that HRV can be used as a probe to mirror 
the physiological reactivity of the body to affective stimuli [101, 103]. Moreover, 
HRV is associated with the ability to regulate emotion [11, 104]. Various param-
eters of the HRV change after antidepressant treatment [105] and are also associ-
ated with other types of intervention [106, 107].

The Interaction Between Affective Processing and Cognition

Traditionally, cognitive functions and emotion are considered as two discrete func-
tions of the brain, but it is now commonly acknowledged that the presence of an 
affective stimulus alters the processing of any kind of information. Affective bias 
on attention, memory and decision making were repeatedly reported in healthy sub-
jects [108–110] and was shown to differ between different psychopathologies [111–
115]. In this part, the interaction between affective processing and cognition will 
be outlined over behavioural, neurophysiological and especially neuroimaging find-
ings. Similar to behavioural studies, neuroimaging studies employ several different 
approaches to emotion theories. Despite the inconsistencies in methodology, certain 
canonical regions and circuits have been found repeatedly [116–118]. The princi-
ple of emotion circuits was first formulated in animal research, where fear regula-
tion and response are commonly tested in rodents [119]. In these animal studies, 
core components of the fear circuit were delineated, encompassing the amygdala 
and the mPFC [120]. This cortico-limbic circuit has been extensively investigated in 
humans, too, particularly in the context of fear formation, regulation and deviations 
in conditions such as anxiety and PTSD [121, 122]. Moreover, regions of this cir-
cuit, such as rostral anterior cingulate cortex, have been implicated in emotion regu-
lation [123–126]. Consequentially, these areas have been frequently investigated in 
the context of mood disorders such as unipolar and bipolar depression [3, 127–129].



Z. D. Sen et al.462

Affective Bias in Perception and Attention

The interaction between attention and affect is usually examined with visual 
search paradigms. Participants are asked to find an affective target among an 
array of non-affective distractors. Affective targets, especially threat-related ones, 
can be detected faster than neutral targets [108, 130]. Another common paradigm 
used to delineate the interaction of affect and attention is the dot-probe task. A 
neutral probe (e.g. a dot or letter) is preceded by an affective predictive cue such 
as a picture. Participants are asked to detect the location of the probe. If the loca-
tion of the preceding affective predictive cue matches with the probe, the reaction 
time is faster [131, 132]. In addition, the meaning of the affective cue plays a 
substantial role in attention. For example, people who have snake phobia detect 
snake pictures faster, while the ones with spider phobia detect spider pictures 
faster [108].

Remarkably, the facilitative effect on attention can be observed even if the 
affective cue is presented for such a brief period that it cannot be perceived in full 
awareness [133]. It was therefore suggested that such stimuli modulate further 
processing even if they were not consciously perceived [134]. The processing of 
affective stimuli without awareness indicates its pre-attentive feature [135]. For 
that reason, some authors suggest a modulatory role of emotion in early perceptual 
processing [135, 136]. Accordingly, EEG studies have shown that affective stimuli 
evoke higher event-related potentials (ERPs) in the early stages of stimulus pro-
cessing [131, 137]. In support of these findings, the enhancing effect of affective 
stimuli on neural activity could also be shown in early sensory cortices, as well as 
in associative cortices in fMRI studies [138–141].

Prior research generally confirms the role of the amygdala on the process-
ing of both the overt and the masked affective stimuli. First, the enhancement 
in activity of early sensory cortices is correlated with the increase in amygdala 
activity [142–145]. Second, the change in the amygdala activity in response to 
masked stimuli differs between the affective and the non-affective stimuli [146, 
147]. More direct evidence comes from patients with amygdala lesions. Contrary 
to healthy subjects, patients who suffer from selective amygdala and hippocam-
pus lesions do not exhibit higher activity in fusiform gyrus when viewing fear-
ful faces [148]. Strikingly, patients who only suffer from hippocampal lesions 
but have an intact amygdala show a similar pattern as controls, which indicates 
that the amygdala might mediate the changed fusiform gyrus behaviour [148]. 
The reciprocal connections of the amygdala with sensory and associative cortices 
shed light on the joint functions of the amygdala, other limbic areas and prefron-
tal regions during the processing of affective salient stimuli. On the other hand, 
some studies reported that patients with unilateral or bilateral amygdala damage 
still demonstrate some facilitatory effect of affect on attention [149, 150]. These 
findings indicate that other brain regions might be involved in the processing 
of affective stimuli as well. Indeed, the activity in the anterior cingulate cortex 
(ACC) and orbitofrontal cortex (OFC) correlate with the effect of affect on atten-
tion [151–153].
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From the evolutionary perspective, threat-related stimuli are expected to be 
more significant for the organism, therefore more salient. However, evidence from 
behavioural, EEG and imaging studies indicate that the influence of an affective 
stimulus on attention depends on how arousing the stimulus is, rather than on its 
hedonic valence [154]. In contrast, there are also results suggesting that negative 
stimuli might induce higher detection rates and higher activity in the early sensory 
areas than positive ones, even though both types of stimuli were equally arousing 
[144, 155, 156]. Generally, it is thought that healthy subjects attend more to pleas-
ant stimuli as compared to MDD patients [157]. Instead of focusing on indistinct 
negative versus positive stimuli, other authors drew attention to the differential 
effect of discrete emotions like fear or disgust [158].

Although some brain areas are preferentially responsive to specific kinds of 
discrete emotions or dimensions of emotion, affective stimuli induce distributed 
and overlapping activations in many areas depending on the type and modal-
ity of stimulus [118, 159, 160]. Contrary to its commonly acknowledged role in 
processing threat, it was recently indicated that the amygdala is rather involved 
in dealing with unexpected information [30, 161, 162]. Likewise, although ante-
rior insula activation is associated with the discrete emotion disgust [163–166] 
increased anterior insula activity was also reported for other conditions such as 
anger, or happiness [167]. Furthermore, even though studies have demonstrated 
involvement of the rostral ACC and ventral striatum in processing laughter [116, 
160, 168], the ventral striatum also contributes to processing of negative stimuli 
[169, 170]. Similarly, the rostral ACC is responsive to sadness [171], but also to 
other discrete emotions [172, 173]. It has been suggested that overlapping acti-
vations in brain regions in response to different affective stimuli may indicate 
general functions like detection of salience, appraisal of relevance or novelty, 
which are accompanied by an alteration in sensorimotor, autonomic and cognitive 
domains [174].

Depression and anxiety disorder patients show disorder-specific affective atten-
tional biases [175]. While anxiety disorder patients detect threat-relevant stimuli 
like angry or fearful faces, a bias toward sad faces is seen in depression patients 
[111–114]. Moreover, it is hypothesized that anxiety is related to biases in atten-
tion allocation, whereas depression patients have difficulties associated with biases 
in sustained attention [111, 113]. Accordingly, the differential features of affec-
tive attentional bias are apparent in eye-tracking studies, where anxiety disorder 
patients initially orient to threat-relevant stimuli, while depression patients show 
increased sustained attention to negative stimuli and decreased sustained attention 
to positive stimuli [176].

Contrary to behavioural findings, ERP indices of affective attentional biases 
indicate that threat-relevant stimuli exert bias both in attention allocation and sus-
tained attention in anxiety disorders [177–180]. Depression patients show reduced 
amplitudes in late ERP indices, a sustained attentional associate, with either posi-
tive or negative stimuli instead of only depression-relevant stimuli [181, 182].

One of the prominent hypotheses about affective processing in MDD states 
that limbic areas are hyperactive at rest or in response to affectively salient stimuli 
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[183–186]. Amygdala’s influence on the pre-attentive and the early phases of 
attention cannot be effectively regulated by the lateral PFC, right inferior fron-
tal gyrus and dorsal ACC via shifting attention away from the affective infor-
mation in MDD patients [187–189]. In line with this hypothesis, neuroimaging 
findings mostly point to an increase in amygdala activity in response to negative 
stimuli relative to controls [190, 191]. Studies have shown that after antidepres-
sant treatment, the activity of amygdala becomes comparable to controls [190, 
191]. Interestingly, the effects of antidepressants can be detected even in the early 
phases of treatment [12]. Moreover, basal amygdala reaction to negative stimuli 
can predict the treatment response 8 weeks later [12].

Affective Bias in Memory

Besides prompting immediate effects on perception and attention, affective stimuli 
can modulate memory formation and recall [110]. As with attention, healthy sub-
jects display a bias for positive stimuli [192]. Patient populations that have been 
mostly investigated in this framework are depression patients. The affective bias 
is most evident in encoding tasks with a self-referential component [193, 194]. 
In such tasks, depressive patients show negative encoding more frequently than 
controls [115], although the recall of positive cues seems to be modulated as well 
[195]. The affective state might thus contribute to the formation of memory in 
mood disorder patients [196] indicating a mood-congruent bias. In tasks, where 
the implicit memory is tested, depressed subjects have shown similar results to 
controls [197]. Some authors have thus argued that mood-congruent biases are 
observable with conceptual and not perceptual memory tasks [198]. However, a 
recent meta-analysis showed a negative bias in depressive patients during implicit 
memory as well [199]. Moreover, other memory tasks, such as prospective mem-
ory tasks, show only mild interaction with mood state [200].

In healthy controls, amygdala–hippocampus interaction is involved in general 
recall, while the orbitofrontal cortex is activated during mood-congruent recall 
[201]. During encoding and retrieval of happy faces, depression patients display 
enhanced recruitment of amygdala/hippocampus area, as well as medial frontal 
gyrus [202], and posterior cingulate cortex [203]. Intriguingly, certain features of 
affective bias in memory are also observed in remitted patients [203] or after phar-
macological treatment [204]. Strikingly, the bias toward negative stimuli could be 
induced via tryptophan depletion in controls [205, 206].

Looking at a dimensional approach, arousal and valence seem to activate dis-
tinct circuits in emotion memory; arousal is dependent on the amygdala–hip-
pocampus activation [207, 208]. Valence, on the other hand, activates frontal 
regions for positive, and occipital, and temporal regions for negative stimuli [209].
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Emotion Regulation

Emotion regulation can be broadly defined as a set of consciously executed strate-
gies that are used during different stages of emotions, or on different components 
of emotions [210]. The process of emotion regulation can be set during monitoring 
(awareness), evaluation or modulation of behavioural response [210, 211]. As with 
other aspects of emotion, there is no unique classification of emotion regulations 
strategies. Koole [212] proposed a dichotomy of targets (attention, emotion-rele-
vant knowledge and bodily manifestations) and psychological functions (hedonic 
needs, goal-orientation, person-orientation), where different combinations can 
be paired. Others have focused on fear-circuitry modulations, like extinction and 
reconsolidation [213]. The most investigated strategy is reappraisal, a method 
which reinterprets emotion-inducing situations [214, 215]. For example, in experi-
mental tasks subjects might be instructed to re-evaluate negative pictures as “not 
real” or “better than it seems” [216]. Another common strategy is suppression, 
which aims to inhibit or reduce emotion experience [214, 215].

In general, it is thought that prefrontal regions mediate regulation of the imme-
diate response to affect inducing stimuli of the sub-cortical regions, but emotion 
regulation strategies activate distinct regions [217]. For instance, when subjects 
were asked to use reappraisal to downregulate their emotions, researchers found 
activation of cognitive prefrontal areas and decreased amygdala/hippocampus, and 
insula activity. In contrast, when applying emotion suppression, subjects showed 
increased activity in prefrontal cortex, but also insula [123–125, 216]. Enhancing 
current emotions (upregulating) via reappraisal, on the other hand, resulted in both 
increased amygdala and prefrontal cortex activity [124, 216]. The distinction in 
amygdala activity between downregulation and upregulation mirrors the goal of 
the regulation strategy. Contrarily, activation of prefrontal regions like dorsome-
dial prefrontal cortex reflects the domain-general cognitive aspect of regulation 
strategies [123, 218].

Importantly, the emotion regulation is also observable in the ANS response 
[219, 220], and subjects with mood vulnerabilities show decreased HRV during 
emotion regulation [221].

Dysfunctions in emotion regulation are a hallmark of psychiatric disorders 
[222]. Certain regulation strategies, like suppression, are also more present in psy-
chopathologies than in healthy controls [223]. On the brain level, bipolar patients 
show hyperactivation, while schizophrenia patients show hypoactivation of pre-
frontal regions during downregulation/reappraisal, indicating disorder-specific 
deficits [224]. Moreover, a hypofunction of the frontoparietal network during reap-
praisal was found in a recent meta-analysis in mood and anxiety patients [225]. In 
contrast, other regions like insula showed increased activity indicating an increase 
in the experience of emotions [225].
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Lastly, emotion regulation strategies can be utilized to change mood state 
[226], and so may serve as additional treatment in clinical practice [227], e.g. for 
anxiety disorders [228]. Recently, other approaches such as mindfulness have also 
been introduced in clinical practice [229, 230].

Future Perspectives

A fundamental debate was started in recent years, following the development of 
Bayesian understanding of the brain functions. The conventional view that under-
stands emotion as a/or a part of the response of the organism after the perception 
of emotion-inducing stimuli has been challenged [231, 232]. It is put forward 
that an instance of emotion is a result of prediction error processing as any other 
psychological phenomena. Prediction signals based on past experiences serve 
as Bayesian filters for incoming sensory input to drive action, construct percep-
tion and emotion. Considering the vitality of the maintenance of the homeostatic 
state of the organism, the brain is proposed to have an internal model of “the body 
in the world”; a model that is dynamically formatted with internal and external 
sensations [231]. The representation and utilization of the internal sensations are 
called interoception, which is suggested to arise from allostatic processes [39, 
233–236]. Moreover, it is proposed that affective states mirror the precision of the 
interoceptive predictions [236–238]. Positive emotions are associated with events 
resolving interoceptive uncertainty, whereas negative emotions are related to 
events that are expected to enhance it [239, 240].

In the light of the incongruent scientific findings on the affective reactivity 
and affective bias in MDD patients, an explanation of the relation between affect 
and mood is crucial. Some findings indicate that MDD patients show a blunted 
affective reactivity both to positive and negative stimuli [56, 83, 84, 181, 182], 
whereas most of the studies show processing bias to negative stimuli [114, 176, 
206]. Bayesian decision theory proponents Huys, Daw [241] argue that in MDD 
patients, biases are seen in the interpretation of ambiguous information rather than 
in the immediate evaluation. In psychiatry practice, mood is defined as common, 
slow-changing sensation states that do not have an immediate relationship with 
stimuli, whereas affect is the rapid and short-term response to stimuli [43]. This 
definition in the frame of clinical practice might correspond to the Bayesian infer-
ence model of the mood and the affect that has been put forward by Clark, Watson 
[232]. Accepting that the affective state is associated with the precision of intero-
ceptive predictions, Clark and colleagues [232] proposed that mood refers to the 
predictions about the affective state. Based on this predictive coding framework of 
interoception, affect and mood, the discrepancy in the findings of a study in differ-
ent response domains of affective reactivity and affective bias in cognition is to be 
re-conceptualized.
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Conclusion

This chapter sought to introduce basic concepts of emotion theories, accompany-
ing methods and exemplary findings in psychiatry patients. As it was seen, often, 
methodological approaches are not clear cut within an outline of a single theory, 
and findings from different research modalities complement each other by tapping 
into distinctive psycho-biological measures of emotions, and related components. 
In sum, the field of emotion research is wide and highly dynamic, yet it provides a 
crucial element in investigating psychiatric disorders and can be used both in basic 
science and clinical practice.
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Abstract
Understanding of the psychopathology of various psychiatric disorders is 
evolving, with newer avenues of research enlightening us from genetics, epi-
genetics, functional neurobiology, neural circuits, hormones and social/envi-
ronmental determinants. We are now aware that neurobiological factors are 
contributing to the development of psychiatric illnesses coupled with their 
interaction with psychosocial factors. Resilience is defined as the ability to 
bounce back after an adversity or life event that was traumatic and life-chang-
ing. It is a factor that is a unique psychopathological construct as it is a biopsy-
chosocial factor which determines an individual’s response to an illness and 
recovery from the same. Resilience is a human capacity to adapt swiftly and 
successfully to stress and to revert to a positive state. There has been now a 
paradigm shift in the understanding of resilience with respect to stress risk vul-
nerability and such dimensions of psychopathology. Resilience is a factor that 
must be evaluated in every patient and that shall help us determine the outcome 
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of psychiatric disorders and will also be a determinant in the occurrence of 
relapses. Early identification of vulnerable patients shall lead to the implemen-
tation of resilience-based interventions in these populations and shall prevent 
against future occurrence of these disorders. In this chapter, we posit the con-
struct of resilience as a psychopathological construct for mental disorders.

Keywords
Resilience · Psychopathology · Recovery · Construct · Psychiatric disorder ·  
Neurobiology · Biopsychosocial

Introduction

The present chapter evaluates the concept of resilience as psychopathological 
construct in the development of psychiatric disorders. The role of resilience is 
multipronged from being an antecedent factor, to a factor in the genesis and patho-
physiology of psychiatric disorder and emerging as both a preventive and promot-
ing factor in recovery and outcome from psychiatric disorder. It is a single factor 
that is intertwined in all phases and during the entire course of a psychiatric dis-
order and one which is determined genetically, by neurobiology and psychosocial 
determinants. The chapter evaluates the role of resilience as a unique construct of 
psychopathology from a clinical perspective.

The Concept of Resilience

Resilience is defined as the ability of an individual to bounce back after trauma 
or stressful event to previous levels of functioning and even better levels of 
functioning [1]. Resilience is a construct that plays a role in mediating stress 
and protecting the individual from adverse events or stimuli that may challenge 
one’s psychobiological homeostasis [2]. While resilience may mediate the stress 
response of trauma, a high level of resilience works as a protective factor, and a 
lower level of resilience increases the vulnerability for developing a psychiatric 
disorder [3]. Resilience is a construct with inherent biological, social and psycho-
logical factors that affect it and consequently lead to substantial ramifications [4]. 
Resilience has also been implicated as a marker of psychopathology in various 
disorders and plays a role in the recovery from trauma and stressful events [5].

The stress-diathesis model explains the biopsychosocial vulnerability and 
predisposition of risk that an individual develops towards a psychiatric disorder. 
Some individuals may withstand the worst stressors and still not undergo a psy-
chological collapse. Resilience thus reflects a positive spectrum of adaptation and 
maladaptation in response and exposure to risk factors [6].

Resilience is a protective factor against the development of mental disorder and 
a risk factor for a number of clinical conditions. Main features describing resil-
ience include good outcomes regardless of high-risk statuses, constant competence 



Resilience as a Psychopathological Construct for … 481

under stress and recovery from a trauma considered as challenging for growth, 
which helps making future hardships more tolerable [7]. Resilience is a multidi-
mensional concept variously defined as a personal trait protective against mental 
disorders and a dynamic process of adaptation to challenging life conditions. It 
expresses psychological flexibility (bounceback) face to highly stressful events 
operating relevant changes: it is devoted to obtain new and positive homeostasis 
and help the individual emerge from adversities stronger and more resourceful [8].

Resilience has now received a lot of attention in studies on major psychiatric 
disorders like schizophrenia, substance abuse and bipolar disorder [9]. Resilience 
is now emerging as a vital concept in preventive psychiatry and mental health 
promotion with resilience promoting interventions being discussed in various 
preventive mental health community programmes [10]. Resilience as one of the 
predictors of sound mental health is now receiving the attention as a construct 
that could be developed in an individual for better combat from illnesses [11]. 
Resilience is understood as a concept that has emerged from positive psychology 
and is looked at as a construct for describing and explaining unexpected positive 
outcomes in an individual, despite high risks of maladjustment and exposures to 
psychosocial adversities [12].

Psychosocial Factors and Resilience

There are several psychosocial factors that determine the ‘level’ of resilience in 
an individual; however, many of these factors have not been identified. Out of the 
many, there is a reasonable possibility that there may be underlying cognitive fea-
tures and neurobiological factors that couple onto psychosocial factors and play a 
significant role in determining how appropriate and sufficient a response to stress 
or trauma is and/or how well the symptoms are minimized or maximized in a spe-
cific case [13]. Resilience is most widely understood as a human capacity to adapt 
swiftly and successfully to stressful or traumatic events and to be able to revert to 
a positive state of being and function [14].

The extent to which resilience may act as a preventive measure also depends 
on various psychosocial factors that an individual is exposed to. The primary psy-
chosocial factors include active coping, cognitive flexibility and social support 
available to an individual [15]. Active coping is one’s lifelong acquired ability to 
utilize psychological and behavioural resources to cope with trauma or stressors 
[16]. Active coping is an effective means of resilience which develops better given 
an individual is placed in an environment that encourages healthy development of 
intrinsic psychological and behavioural traits. Cognitive flexibility adds to resil-
ience strength by allowing the person to adapt to rising challenges that come from 
changing circumstances. The ability to bend one’s cognition to better deal with 
trauma arises from acquired knowledge which developed throughout one’s life, 
and it forms the bases for flexibility in cognitive resilience [17]. The social envi-
ronment of an individual is equally important as it allows the individual to respond 
to stressful events and adversities in a positive manner. The quality of social 
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support available, the number of individuals the person is networked with and the 
significance of social relationships that the individual has are all crucial determi-
nants of the strength of resilience [18]. These are a combination of intrinsic (cop-
ing style and cognitive flexibility) and extrinsic (social support) factors that have a 
crucial interplay in determining the overall resilience in an individual [15].

There are many other psychosocial factors that have been implicated across 
various studies in the development and maintenance of resilience. These include 
loneliness [19], early life adversity [20], unemployment [21], financial status and 
poverty [22] and the presence of psychopathology in the family [23].

The better developed these factors in an individual, better and stronger is the 
resilience in that individual. Resilient individuals are also characterized by dis-
positional optimism and high positive emotionality [24]. Apart from the above 
mentioned, other psychosocial characteristics associated with stress resilience 
include a sense of purpose in life, a moral compass, spirituality and the ability to 
find meaning in the midst of trauma [25]. There is also a role of family resilience 
that contributes to individual resilience which is the resilience of various family 
members when summed up. Thus, even if a particular individual within a family 
may have low resilience, the overall resilience of the family being strong protects 
him from vulnerability [26]. An extension of this concept is the role of community 
resilience that results in the protection of the weaker sections of society and nur-
turing them in times of crisis. This has been particularly noted in times of how a 
community reacts in the wake of disasters and natural calamities [27].

Neurobiological Factors in Resilience

In neurobiological paradigms, resilience is seen as an independent domain and 
there is increasing neurobiological evidence regarding the existing molecular 
structures and neural circuits that are implicated in protection of stress-related 
neuropsychiatric disorders. There are various areas of the brain involved in 
responding to stress and thus are equally implicated in the capacity of resilience in 
an individual. There is an interplay of hormones, neurotransmitters and neuropep-
tides which are found implicated in the acute psychobiological responses to stress. 
Differences in the function, balance and interaction of these factors underlie inter-
individual variability in stress resilience [25].

The corticotropin-releasing hormone is released by the hypothalamus, in 
response to stress, which activates the hypothalamus–pituitary–adrenal axis (HPA 
axis) and leads to the release of cortisol. Although the short-term actions of corti-
sol are protective and promote adaptation, sustained exposure to abnormally high 
levels of cortisol can be harmful, leading to hypertension, immunosuppression, 
cardiovascular disease and other health problems [28]. Glucocorticoids (GCs) are 
situated to either promote or prevent adaption to stress. They are considered to be 
important regulators of basal and stress-related homeostasis that influence a wide 
array of genes in almost every organ and tissue [29] (Fig. 1).
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Noradrenergic systems as well as serotonergic and dopaminergic systems are 
also related to acute stress response [30]. Neuropeptide Y (NPY) is widely distrib-
uted in the brain, has anxiolytic-like effects in rodents and is thought to enhance 
cognition under stressful conditions. NPY also counteracts the anxiogenic effects 
of CRH in the amygdala, the hippocampus, the hypothalamus and the locus coer-
uleus, and resilience might involve maintaining a balance between NPY and CRH 
levels during stress [31]. There is evolving literature in the psychoneuroendocri-
nology of resilience where multiple hormones like galanin [32], testosterone [33] 
and estrogens [34] being implicated in the genesis and maintenance of resilience.

Brain-derived neurotrophic factor (BDNF) is one of the crucial elements that 
affect different brain regions. Though its role has not been well researched in 
resilience, it has been seen that raised levels of BDNF have been found in nucleus 
accumbens in states of chronic stress and depression. There is now research to 
indicate that BDNF is a protective factor that plays a role in development or resil-
ience and low BDNF levels increases the vulnerability to develop a psychiatric 
disorder [35].

Neuronal systems underlying positive traits of an individual are also being 
explored. Current investigations have shown the possible exploratory role of neu-
ronal systems in treatment and prevention of mental disorders [36]. Additionally, it 
has also been identified that changes in neuroplasticity [37], HPA axis response to 
stress and neurotransmissions of dopamine, serotonin and norepinephrine play an 
important role in maintaining homeostasis of resilience plasticity [38].

Complex interactions between an individual’s genetic make-up and their spe-
cific history of exposure to environmental stressors have also been found to deter-
mine the degree of adaptability of neurochemical stress response systems to new 
adverse exposures, as well as the function of the neural circuitry involved in stress 
responses [39].

Fig. 1  CRH and the stress response
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A growing number of brain imaging studies have attempted to define the brain 
circuits that mediate distinct aspects of mood and emotion under normal circum-
stances and in various pathological conditions which are indicative of low resil-
ience. Several limbic regions have been identified in the forebrain, which are 
highly interconnected and function as a series of integrated parallel circuits that 
regulate emotional states. There are three main circuits, that of fear, rewards and 
emotional regulation [40].

Conditions characterized by diminished resilience on exposure to a traumatic 
stressor, involve abnormal fear learning and an underlying dysfunction in the neu-
ral circuitry of fear, comprising the amygdala, the hippocampus and the ventro-
medial prefrontal cortex (vmPFC) [41]. The neural circuitry of fear is found to 
be important in resilience, but it has not been studied well in resilient individuals 
and thus, greater evidence is awaited to draw concrete parallels. Trait optimism 
is linked to resilience, and it is hypothesized that it may also be related to reward 
circuit function [42]. In a study, researchers scanned participants who were imag-
ining positive and negative future events. The phenomenon of optimism bias was 
studied. It is the tendency to expect future events to be positive—which was found 
associated with higher activation in the amygdala and the rostral anterior cingu-
late cortex (ACC) when imagining positive events than when imagining negative 
events. Thus, the level of activation in the rostral ACC was positively correlated 
with dispositional optimism [43]. The circuit of emotional regulation includes 
regions of amygdala, hippocampus, subgenual ACC and PFC function. In addi-
tion, there are circuits for social behaviour as well those comprise mirror neurons 
(cortical neurons), limbic system and the vmPFC. The capacity for empathy ena-
bles individuals to generate appropriate emotional responses in social contexts and 
might be related to social competence, which is a characteristic of resilient indi-
viduals [44].

There is a need for future research to look at genetic and epigenetic factors that 
may be responsible for the development of resilience. There is also a need to study 
and identify neural circuits that play a role and may thus elicit a neural circuitry 
and pathway that can be implicated in the development of resilience.

Resilience as a Psychopathological Construct

The understanding of resilience is still in its developing phases; recent investiga-
tions reveal that there are various mechanisms including factors such as genetic, 
epigenetic, developmental, psychological and neurochemical that underlie the 
development of and building of resilience. These are also the factors that predict 
(vulnerability to stress and) susceptibility to psychiatric disorders in the face of 
stress and trauma [45].

Resilience is an individualized and contextualized construct that builds depend-
ing on the experience of an individual. The internal and external sources of sup-
port and protection available to the individual also help determine the extent of the 
level of resilience that may prevail in an individual. Among other crucial factors, 
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early experiences in the course of life promote the development of healthy brain 
architecture supporting cognitive flexibility that allows the brain to continue to 
change with ongoing experiences. There is no one agreed-upon definition of resil-
ience but the construct is understood under various lenses depending on the con-
text of study [46].

It is essential to remember that resilience can be a protective factor against the 
development of mental disorders and also be a risk factor for a number of clinical 
conditions. It has been well established that resilience is lower in individuals suf-
fering from a psychiatric condition or disorder and that higher levels of resilience 
may prevent the development of an illness or minimize the severity of illness [47].

Resilience is being studied as a marker for the response of an individual to 
treatments; it defines how fast an individual may recover from psychiatric illness. 
It also defines the response and participation of an individual in psychotherapy and 
the response of a patient to therapeutic interventions. Thus, resilience is a predic-
tor of psychopathology; it is a psychopathological construct itself and can also 
serve as a marker for risk and recovery towards psychiatric disorders.

Resilience-Based Interventions and Psychopathology

Studies to determine the effectiveness of resilience-enhancement in youth have 
been done in Russia. The study offered combined recreational sport and psy-
chosocial rehabilitation for 94 participants who were taken hostage in the 2004 
school tragedy. The results indicated that significant intraparticipant mean increase 
in resilience at follow-up assessment, and greater self-reported improvement in 
resilience processes for participants who experienced more traumatic events. 
Therefore, resilience can be modified and enhanced by metallization and cognitive 
training [48].

There is another study where researchers have examined the effect of mind-
fulness training on resilience mechanisms in active-duty marines preparing for 
deployment [49]. The mindfulness training condition was in the form of 8 weeks 
of Mindfulness-based Mind Fitness Training (MMFT), with 20 hours of the class-
room instruction and daily homework exercises. MMFT emphasizes interceptive 
awareness, attention control and tolerance of present-moment experiences. The 
main outcome measures were heart rate, breathing rate, plasma neuropeptide Y 
concentration, score on the response to stressful experiences scale, and brain acti-
vation as measured by functional magnetic resonance imaging. The results showed 
that mechanisms related to stress recovery could be modified in healthy individu-
als prior to stress exposure [49].

Resilience programmes can also be developed in order to increase the effec-
tiveness of a treatment and improve the outcome of the treatment process. In this, 
respect and intervention can increase resilience and as such, high resilience can 
enhance the effectiveness of a treatment. This has a strong clinical implication for 
physical disorder as well as mental disorders, especially in how the treatment is 
developed and delivered [50]. Similarly, resilience plays an important role in the 
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overall well-being of individuals [51]. Some resilience researchers believe that 
personal resilience is significant for responding to workplace and adult adversity 
[52], and when someone experiences childhood adversity, they seem to demon-
strate a certain level of posttraumatic growth.

Resilience is now being thought of as a paradigm to be introduced in nursing 
curricula, medical curricula, corporate wellness training and as part of psychiatric 
rehabilitation programmes in substance abuse and other psychiatric disorders. It is 
also an integral part of emotional intelligence interventions that may increase cop-
ing resources and enhance social skills for nurses and doctors, which may benefit 
their long-term occupational health [52]. Resilience has a pivotal role in the wake 
of trauma and natural disasters. In one study, with Palestinian school children, it 
has been reported that resilience-based interventions did not increase the level of 
resilience. The effect of the intervention was moderated by maternal attachment 
responses and/or family atmosphere [53]. Therefore, it must be noted that the level 
of adversity which creates a beneficial level of posttraumatic resilience training is 
finite and is modified by various familial and psychosocial factors.

There is also a newer emerging role of resilience enhancement training with 
at-risk children and adolescents and school-based resilience enhancement inter-
ventions are being aimed at targeting high-risk groups and in the prevention of 
development of psychopathology in childhood and adolescence. This in turn may 
also help in the prevention of adult psychopathology [54].

Conclusion

Resilience, an individual’s capacity for successful adaptation to acute stress, 
trauma or more chronic forms of adversity, is determined by the functional capac-
ity of the brain structures that are involved in the integrated circuits that mediate 
mood and emotion. This is reflected in an individual’s psychological make-up. An 
individual’s level of resilience is better if they have a greater adaptive functioning 
of fear, reward, emotion regulation or social-behaviour circuits. This helps them to 
better face fears, experience positive emotions, increase their ability to search for 
positive ways to reframe stressful events and derive benefit from supportive rela-
tionships. In conclusion, resilience is an active process, and not just the absence 
of (psycho)pathology, and it can be promoted by enhancing protective factors. 
Greater research is required to understand stress resistance and resilience in indi-
viduals. There are several other factors that may better help to determine resilience 
levels in an individual.

It is not yet known whether resilience is a modifiable or non-modifiable factor. 
The role of psychopharmacological treatments in the enhancement of resilience 
is still unknown. Thus, we need future research to elucidate the neurobiology of 
resilience and mechanisms that promote it in order to enhance resilience as a mod-
ifiable psychopathological construct in the recovery and outcome from psychiatric 
disorders.
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Abstract
Psychiatric disorders are too multifactorial to be defined as a primarily 
 inflammatory disorder, and increased inflammatory response is not specific to 
mental disorder only. Numerous factors are involved in  neuroinflammation, 
and there also are many confounding variables, making it difficult to 
obtain  consistent outcomes. Therefore, it is necessary to specify genetic, 
 physiological, and epidemiological attributes of particular population groups 
vulnerable to inflammatory response as well as the disease subtypes. As of 
now, definitive inflammatory markers for psychiatric disorders have not been 
 identified, but they could be very useful in patients with minimal vulnerability. 
In addition, it is possible to use inflammatory markers as depression biomarkers 
in subtypes of depression, which can serve as bases to develop medications to 
treat the disorder.
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Introduction

It was a fresh idea that inflammation may be contributory to the  pathophysiology 
of psychiatric disorders, and much research has so far been conducted based 
on the idea. However, whether the scientific bases to link psychiatric disorders  
to inflammation are a fact or hypothesis continues to be debatable. Though 
 neuroinflammation seems to be associated with various psychiatric disorders 
such as schizophrenia [1], dementia [2], and anxiety disorder [3], depression (a 
highly  prevalent condition that causes social issues including suicide) is of the 
 greatest  interest among them [4]. The first question we may ask is: “Is depression 
an inflammatory disorder?” The question concerns whether inflammation indeed 
induces depression or some pathologies present in depression are inflammation. 
The second question is: “Is there a subtype of depression related to inflammation?” 
Namely, the question concerns the possibility that a subtype of depression specific 
to  inflammation may exist, even if inflammatory process cannot explain the entirety 
of developing depression [5]. The last question is: “Is it possible to develop  potential 
therapeutic agents related to inflammation that can be applied in the treatment of 
depression?” Below, we aim to organize available evidence to answer the question.

Evidence for the Linkage Between Inflammation 
and Depression

The immune system modulates the nervous system through diverse cytokines 
 produced in immune cells. Cytokines are proteins produced in inflammatory 
response, primarily found in monocytes, lymphocytes, T cells, B cells, natural killer 
cells, and fibroblasts, and they deliver information from a cell to another by  reacting 
to cell membrane receptors like a neurotransmitter, or intracellular receptors like a 
hormone. Representative cytokines are interleukin (IL), interferon (IFN), chemo-
kine, tumor necrosis factor (TNF), and transforming growth factor (TGF). Of those, 
IL-1, IL-2, IL-6, IFN-γ, and TNF-α are pro-inflammatory cytokines, and IL-4, IL-10, 
IL-11, IL-13, and TGF-β are anti-inflammatory cytokines [6]. Pro-inflammatory 
cytokines activate cyclooxygenase-2 (COX-2) to increase prostaglandin E2 (PGE2) 
and activate inflammatory cells, triggering an inflammatory process. But an increase 
in cytokines in the cerebrospinal fluid is not considered to be a marker for such 
 condition as encephalitis, because they can be increased in the central nervous system 
not only by inflammation but also by other diverse factors like stress and ischemia [7].

Cytokines keep in balance through a mutual interaction. As examples, IL-10 
suppresses the production of TNF, and a cytokine exists which is antagonistic to 
IL-1 receptors (i.e., IL-1 receptor antagonist, IL-1ra). Chronic inflammation seems 
to induce a variety of disorders including depression, because it increases pro-
inflammatory cytokines and decreases anti-inflammatory cytokines,  disturbing 
balance among cytokines [8]. Such change is commonly observed in various 
inflammatory and infectious diseases as well as in metabolic diseases such as 
 atherosclerosis and obesity.
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Cytokines generated by the peripheral immune system are directly transported 
to the central nervous system through the blood–brain barrier in a relatively loose 
area like choroid plexus or through the vagus nerve. They also have an indirect 
impact on the brain by decomposing nitric oxide and PGE2 in blood vessels [6]. 
Cytokines are produced in cerebral neurons and glial cells. Hence, a change in 
cytokines both induces and reflects an abnormality in the central nervous system. In 
addition, cytokine receptors are densely distributed in the areas important in  mental 
 functioning such as hypothalamus, hippocampus, locus coeruleus, and prefrontal 
cortex, by which the linkage to psychiatric disorder like depression is explained [9].

IL-1 and IL-2, i.e., representative pro-inflammatory cytokines, on the one hand, 
increase the synthesis and circulation of serotonin, norepinephrine, and dopamine.  
On the other hand, they increase the activation of indoleamine-2,3- dioxygenase 
(IDO), a protein that decomposes tryptophan (a precursor of serotonin), thus 
inhibiting the production of serotonin [10]. Additionally, in combination with 
pro-inflammatory cytokines (such as IL-6), norepinephrine and dopamine 
reduce immune function by facilitating the secretion of CRF and activating 
the  sympathetic nervous system. In this process, the temperature of the central 
 nervous system rises, causing what is called “sickness behavior” [7]. Sickness 
 behavior refers to behavioral change occurring in an individual with inflammation 
and is accompanied by weakness, depressive symptoms, anxiety, somnolence, loss 
of appetite, decreased concentration, etc. The hypothesis that depression is a type 
of sickness behavior has been derived on the basis of the findings that in patients 
with depression, pro-inflammatory cytokines decreased and anti-inflammatory 
cytokines increased in blood [11], and PGE2 increased in cerebrospinal fluid [12].

Cytokines are mutually involved in the secretion of neurotransmitters in 
the  central nervous system. Particularly, they modulate the activation of the 
 hypothalamic–pituitary–adrenal (HPA) axis and affect the occurrence of  various 
psychiatric symptoms including depression and anxiety, by working on the 
hypothalamus, an area playing a central role in the endocrine system. Recently, 
cytokines were reported to facilitate neuronal differentiation and remodeling in the 
brain. Accordingly, interest in their role in neurodegenerative diseases is increasing. 
In the brain of patients with chronic depression, in particular, the ventricles expand, 
and the volumes of the hippopotamus, prefrontal lobe, and amygdala decrease due 
to increased apoptosis, and the likelihood for dementia to develop increases [13]. 
Chronic inflammatory response is speculated to be involved in the process. It has 
been reported that pro-inflammatory cytokines reduce neuroplasticity by increasing 
quinolinic acid, a powerful agonist of N-methyl-D-aspartate (NMDA) receptor.

Is Depression an Inflammatory Disorder?

The question of whether depression is an inflammatory disorder began with 
the study findings that the incidence of depression was high in patients with 
 inflammatory disease and that inflammatory markers increased in patients with 
major depressive disorder without physical symptoms [14]. The symptoms 
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occurring in as high as 90% of patients administered with an IFN therapy to treat 
hepatitis C or cancer, i.e., fatigue, depression, restricted affect are an  especially 
strong clue that depression may be an inflammatory disorder. It remains 
 controversial among researchers whether these symptoms should be considered as 
the symptoms of sickness behavior or chronic fatigue syndrome or the symptoms 
of depression. However, a study found that more than 50% of patients treated with 
high-dose IFN-α met the diagnostic criteria for major depressive disorder within 
3 months [15] and that IL-6 and TNF-α increased following IFN-α administration, 
which showed a strong association with increase in depression symptoms [16]. It 
has been reported that the occurrence of fatigue and depression symptoms induced 
by IFN-α administration depends on genetic polymorphism of serotonin transporter 
genes and IL-6 genes [17] and that IFN-α decreases the utilization rate of serotonin 
by increasing IDO activation [18]. More direct evidence will be obtained in autopsy 
research on the brain tissues of patients with depression. But previously, studies 
have demonstrated an increase in the expression of TNF, an important protein in 
apoptosis, in the frontal lobe [19].

To summarize the study findings so far, it seems that inflammatory change 
affects the pattern of neurotransmission in the brain which plays a crucial role in 
depression and the mechanism of action of antidepressants, and that further, it is 
related to neurogenesis and neuroplasticity. Accordingly, inflammation plays a role 
of causing or prolonging depression, and in the future, it could be used as a marker 
for depression diagnosis, treatment response, and prognosis prediction. Based 
on epidemiologic studies, elevated IL-6, IL-1ra, and CRP levels are likely to be 
 predictors of the occurrence of depression [20].

According to a recently conducted meta-analysis, IL-6, TNF-α, TNF-β1, IFN, 
and C-reactive protein (CRP) are the inflammatory markers in depression  showing 
an increase relatively consistently [21]. These pro-inflammatory cytokines have 
the effect of increasing glucocorticoid resistance in the periphery, resulting in 
HPA axis dysfunction, and decrease the utilization rate of serotonin by converting 
 tryptophan to kynurenine rather than to serotonin [10].

However, depression is too multifactorial to be defined as a primarily 
 inflammatory disorder, and increased inflammatory response is not specific to 
 depression only. Clearly, stress increases pro-inflammatory cytokines. But it is 
 difficult to say that inflammatory markers extracted from blood samples completely 
represent the state of the central nervous system. In addition, it cannot be  determined 
whether depression occurs due to increased inflammation or  inflammation increases 
as a consequence of depression. It is speculated that as a part of the far-flung “super-
network” involving allostatic load, inflammatory response probably has an effect 
of immune response element amplification, interlinked with  desensitization of 
 glucocorticoid negative feedback, decreased conduction of the  parasympathetic 
nervous system, reduction of a brain-derived neurotrophic factor (BDNF), increased 
activity in the anterior cingulate cortex, hippocampal atrophy, increased  adipose 
 tissues, atherosclerosis, etc. [22]. Thus, the increase in inflammation and the 
 incidence of depression may not form a direct causal relationship with each other. 
In many studies, increase and decrease in the level of inflammatory markers have 
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been observed only in a small scale and inconsistently. It is possible that these 
problems have arisen, because depression is currently diagnosed based only on 
 phenomenological symptoms, and hence, intrinsic heterogeneities and diverse 
 environmental factors across patients are not controlled in diagnosing the disorder.

Does the Linkage Between Inflammation and Depression 
Remain Merely Hypothetical?

Clinical studies conducted so far support the idea that the activation of the immune 
system may be involved in the etiology and pathophysiology of  depression via 
the production of pro-inflammatory cytokines, but the cytokine hypothesis in 
depression is still controversial. According to the cytokine hypothesis,  depletion 
of such neurotransmitters as serotonin, activation of the HPA axis (both observed 
in depression), and manifestation of depressive symptoms are secondary to an 
increase of pro-inflammatory cytokines. However, the hypothesis does not  specify 
whether in depression, an increase of pro-inflammatory cytokines due to immune 
system activation is a causative factor or an epiphenomenon that plays the role 
of sustaining and prolonging depressive symptoms regardless of the  etiology of 
depression. However, based on the findings that in cancer patients, IFN-α used 
in immunotherapy induces depression and the termination of the therapy or the 
administration of an antidepressant ameliorates depression symptoms, it is 
highly likely that pro-inflammatory cytokines are a causative factor in cases in 
which depression occurs due to a medical illness or immunotherapy. However, it 
is unclear whether or not pro-inflammatory cytokines are a causative factor for 
depression in cases other than those mentioned above [23].

Second, with respect to the mechanism of action of antidepressants, not all 
 antidepressants are associated with decrease in pro-inflammatory cytokines [24]. 
It may be that regardless of the level of cytokines decomposed in the periphery, 
antidepressants interfere with the process in which peripheral cytokines work 
on the central nervous system and not that the drugs’ mechanism of action is to 
 suppress the synthesis and decomposition of cytokines. Accordingly, the efficacy 
of  antidepressants may not be in directly inhibiting immune system activation but 
in indirectly modulating immune function.

The increased levels of cytokines in depression shown in previous studies are 
in a lower range in comparison to immune disease. Thus, a question arises as to 
whether or not a low volume of cytokines can work on the central nervous system 
to affect the pathophysiology. One previous study compared the effects of low and 
high levels of peripheral cytokines in sleep–wake behavior and reported that the 
effects were similar [25]. However, it has not yet been resolved whether a similar 
effect would be observed in depression.

Currently, a large number of preclinical and clinical trials exist which support 
inflammation as an etiology of depression, but the precise mechanism in which 
inflammation mediates depression symptoms has not been clearly identified. Thus, 
it is difficult to conclude whether inflammation is a cause of depression or an 
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immunological by-product following the occurrence of depression. Nevertheless, 
the cytokine hypothesis in depression is of great significance as a hypothesis 
 formulated from a new viewpoint to explain psychological and neurophysiological 
changes associated with depression.

Does Inflammatory Process Contribute to the Development 
of a Specific Subtype of Depression?

Animal experimental studies demonstrating that cytokines induce  symptoms 
 similar to depression and are associated with HPA axis activation, CRF 
 production, and neurotransmitter metabolism present a possibility for the link 
between the pathophysiology of depression and cytokines. However, in human 
studies, different researchers have reported different findings. Some human 
 studies found no significant difference in in vivo or in vitro levels of IL-1β,  
IL-2, IL-6, and TNF-α [26], or rather reduced IL-1, IL-2, and IL-6 levels in 
depression patient [24]. On the one hand, these findings could be attributed to 
 different research methods. On the other hand, it is speculated that  depression 
may be immunologically heterogeneous and varying changes in immune  function 
may occur depending on the patient’s specific state. For instance, a recent 
report that serum IL-1β level increased in typical depression whereas it did not 
change in atypical depression suggests that the extent of the involvement of 
 inflammation may  differ according to depression subtype [27]. It implies that the 
 pathophysiology of depression and the mechanism of action of antidepressants 
may vary according to depression subtype and also that the biological mechanism 
of depression may differ depending on the type of depression symptoms.

Change in cytokines is observed not only in depression but also in other  mental 
disorders (schizophrenia, bipolar disorder, eating disorder, and post-traumatic 
stress disorder). As an example, IL-6 shows abnormality both in  schizophrenia 
and depression [28]. These findings may be due to a problem intrinsic to the 
 current diagnostic system, which is based only on clinical symptoms. But it is also 
 possible for behavioral and biological changes associated with cytokines to be 
linked to biological etiology common across various psychiatric disorders.

Depression is a syndrome having a collection of diverse symptoms, recognized 
as a complex psychiatric disorder with heterogeneous etiologies. Therefore, a 
 single mechanism to explain all aspects of depression may not exist. That is, some 
patients may present depression in association with the dysfunction of  cellular 
proteins  produced in the process of complex intracellular signal conduction of 
 neurotransmitters such as 5-HT and NE, while in some other patients depression 
may develop as a consequence of the overproduction of cerebral CRF induced by 
continued activation of central CRF systems due to stress in childhood and increased 
stress response in adulthood [29]. In still other patients, depression may occur as 
the HPA axis is activated and the circulation of neurotransmitters is increased by 
an increase of cytokines due to immune system activation. In a depression patient, 
these factors may function simultaneously or one of them plays a dominant role.
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Potential Antidepressants Concerning the Modulation 
of Inflammation

A drug preventing or alleviating hypercortisolism could be a potent 
 antidepressant. From this perspective, researchers paid attention to metyrapone, 
a cortisol synthesis inhibitor, as a treatment for depression [30]. Metyrapone 
has been reported to show antidepressant effect in open-label clinical trials 
conducted with patients with treatment-resistant depression [30]. Additionally, 
a double-blind randomized controlled trial conducted with patients with 
severe major depressive disorder observed that a combination therapy using 
metyrapone (1 g/day) and nefazodone or fluvoxamine had a significant 
 antidepressant effect over 3 weeks, compared with a placebo [31]. Since that 
study, an additional double-blind randomized controlled study was  initiated 
but the outcome has not yet been reported (NCT01375920). Oxytocin, a drug 
 highlighted as a potential antidepressant, is also known as an inhibitor of 
the HPA axis [32]. Currently, a randomized controlled trial is underway to 
 investigate the antidepressant effect of oxytocin nasal administration in patients 
with treatment-resistant depression (NCT01239888).

An increase of inflammatory cytokines in the brain increases IDO such that 
tryptophan (a precursor of serotonin) is metabolized into kynurenine, which can 
consequently induce depression by reducing serotonin level [29]. In  addition, 
inflammatory cytokines such as TNF-α and IL-1β overactivate  microglia 
and reduce neuroplasticity, consequently inducing depression by  interfering 
with the function of the neural circuits involved in mood regulation [33]. The 
 overactivation of microglia also works to activate glutamate receptors, thus 
 inducing depression [34]. Furthermore, inflammatory cytokines may induce 
depression by activating the HPA axis and suppressing the inhibitory feedback 
loop to increase cortisol and decrease neuroplasticity [35]. As discussed so far, 
inflammatory response in the brain is related to depression, and accordingly, anti-
inflammatory agents like non-steroidal anti-inflammatory drugs (NSAID), TNF-α 
antagonist, omega 3, and curcumin could work as antidepressants.

Of NSAIDs, aspirin (acetyl-salicylic acid), known as an irreversible  inhibitor 
of COX-1 and COX-2, has been confirmed in many clinical trials to have 
 antidepressant effect when used in combination with an existing  antidepressant 
[36]. Additionally, several clinical trials with depressed patients showed that 
 combination therapy consisting of celecoxib (a selective COX-2 inhibitor) and an 
existing antidepressant drug had antidepressant effect [37].

Of TNF-α antagonists, infliximab is currently used to treat autoimmune 
 disease, but it is also studied as a treatment for depression [38]. In a randomized 
controlled study conducted to test for the antidepressant effect of  infliximab IV 
administration in patients with treatment-resistant depression, the study drug 
 (infliximab 5 mg/kg) did not show a significant difference from a placebo, but 
its antidepressant effect was significant in a patient group with high level of 
 inflammatory marker (a hsCRP value of 5 mg/dL or higher) [39].
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Omega 3 is an unsaturated fat and has anti-inflammatory effects,  suppressing 
the production of inflammatory cytokines [40]. Hence, it may have an 
 antidepressant effect, and the effect has indeed been confirmed in several studies 
in which antidepressant effect of combination therapies with SSRIs and omega 3 
was investigated in patients with major depressive disorder [41, 42]. Curcumin is 
a natural substance with powerful anti-inflammatory and anti-oxidative effects, 
and so it may show antidepressant effect, as well [43]. The antidepressant effect of 
 curcumin was reported in animal research, but it has not been clearly demonstrated 
in clinical studies [44, 45].

Doxycycline and minocycline, both tetracycline antibiotics, have  powerful 
anti-inflammatory effect, and thus, it is speculated that they may also show 
 antidepressant effect [46]. The antidepressant effect of doxycycline has been 
shown in animal research, but clinical research has not yet been conducted on 
the drug [47]. Regarding minocycline, clinical research was conducted in  bipolar 
 disorder, and many additional clinical trials are underway in major depressive 
 disorder and bipolar depression [48].

Conclusions

In the past 50 or so years, monoamine hypothesis has been the main  framework 
in which to explain psychiatric disorders. But the mental disorders are much 
more multifactorial than postulated by monoamine hypothesis, and therapies 
to correct the pathology pathways have not been developed. In the situation, an 
 understanding of immunity-inflammatory response can provide a more global 
approach to psychiatric disorders. Inflammation in the central nervous system is 
involved in the pathophysiology of psychiatric disorders, by  inducing changes 
in cytokines and neurotransmitters as allostatic load mediated by microglia and 
affecting neuronal apoptosis and regeneration and neuroplasticity. Accordingly, 
research has continued to explore inflammatory markers which could be used 
as markers for psychiatric disorders and the effects of  anti-inflammatory 
drugs in the disorders. From the perspective of psychoneuroimmunology, the 
immune, endocrine, and nervous systems in human body closely interact with 
one another, and inflammation works as allostatic load to induce changes in the 
 systems. Depression can occur as a consequence. Sickness behavior manifest in 
 inflammatory state are very similar to depression symptoms, and the findings that 
cytokine therapy to treat various illnesses increases the occurrence of depression 
have shed light on the linkage between inflammation and depression. In light of 
this, studies have been mainly conducted on changes in cytokines and the HPA 
axis, and cytokines such as IL-1, IL-2, IL-6, IFN-γ, and TNF-α, hormones such as 
CRF and glucocorticoid, and CRP were proposed as inflammatory markers.

The inflammatory response seems to contribute to the incidence of depression 
and interfere with the recovery from the disorder by affecting the synthesis and 
transportation of neurotransmitters, glucocorticoid resistance, neural  regeneration, 
etc. Typically, however, neuroinflammation is chronic and progresses very slowly. 
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Moreover, numerous factors are involved in neuroinflammation, and there also are 
many confounding variables, making it difficult to obtain  consistent  outcomes. 
Therefore, it is necessary to specify genetic, physiological, and  epidemiological 
attributes of particular population groups vulnerable to inflammatory response 
as well as the disease subtypes. From a therapeutic perspective, research should 
be conducted to develop interventions to reduce the loss and unnecessary 
 overactivation of microglia, and decrease oxidative stress. As of now,  definitive 
 inflammatory markers for psychiatric disorders have not been identified, but 
they could be very useful in patients with minimal vulnerability. In addition, it 
is  possible to use inflammatory markers as depression biomarkers in subtypes of 
depression, which can serve as bases to develop medications to treat the disorder.
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Abstract
Suicide is a serious public health problem in many countries and has always 
been a source of apprehension and quest to human mankind, which can be 
resolved with due diligence. Suicide is a hidden and silent epidemic, with many 
causative factors. Studying and researching on various causative factors have 
always been the subject of significance for the researchers. Psychiatric ill-
nesses happen to be the primary reasons for the majority of suicide mortality 
cases. Not only this, there has been a consistent increase in the no. of cases 
of mental disorders as well as attempted and completed suicide cases. If one 
looks at global scenario, an approximate 70,000 people commit suicide, and 
further alarming is the fact that the rate of suicide attempt cases has gone up 
to 250% during last 18 years in conflict zones. Poisoning, hanging and self-
immolation are some of the common methods to commit suicide. Physical and 
mental illness, disturbed emotional relationships and economic difficulties were 
the major reasons for suicide with the predisposed population being women, 
student and farmers. As per WHO’s approximation, there is one suicide every 
minute and an attempted suicide every third second. It implies that the number 
of killed due to suicide is greater than that of the ones killed due to the armed 
conflict.
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Introduction and Epidemiology of Suicide

Suicide is one of the major mental health and public health problems in the world. 
It is estimated that about one million people die each year. The incidence of sui-
cide worldwide is 16 per 100,000 or one death every 40s [1]. It is estimated that 
the number of people who attempt suicide is 20 times more than the people who 
commit suicide. Further, according to the World Health Organisation (WHO), the 
number of suicide deaths is more as compared to deaths due to war and homicide 
[2]. In India, over 100,000 people die by committing suicide. The suicide rate has 
increased from 6.4 in 1982 to 10.5 in 2002 [3]. The numbers of recorded suicide 
cases have been approximately 14.5 in 100000 populations. In 1 year, the suicide 
rate is less in women compared to men being 18.9 cases per 100000 in men and 
10.6 in 100000 in women [3]. Suicide ranks as the 11th leading cause of death 
in the United States. The WHO estimates that one suicide occurs approximately 
every minute and an attempt at the suicide is made every third second; thus, a 
number of people killed by suicide are more than the armed conflict [1]. The rate 
of completed suicides cases increases with age [4]. Suicide is a multidimensional 
phenomenon which has different meanings in different cultures and places [5]. A 
review of the literature shows that the attempted suicide rates vary from 100 to 
300 per 100,000, with a preponderance of those attempting suicides being females 
[6]. Suicide is among the top 10 causes of death in India and among the top 3 
causes of death in those who are between 16 and 25 years of age [7]. The national 
suicide rate for 2001 was 10.6 per 100,000 populations, a 14.5% increase from the 
statistics of 1991 [8].

Definition of Suicide and Process

Suicide does not have one universally accepted definition. It can be defined as 
intentional self-inflicted death [9]. Suicide can be defined as a self-inflicted death 
with evidence that the person intended to die. It can be preceded by suicidal idea-
tion or suicidal attempts or without them [10, 11]. Scheidman (1985) defines it 
as ‘the conscious act of self-induced annihilation, best understood as multidimen-
sional malaise in a needful individual who defines an issue for which the suicide 
act is perceived as the best solution [9, 12]. As stated by Shneidman (1985), sui-
cide is a multidimensional malaise. In fact, a more complete understanding of the 
etiology of suicide requires a multidimensional model comprising psychosocial, 
biologic, genetic, psychiatric and temperament/personality domains [12]. Suicide 
is not a random or pointless act; on the contrary, it is a way out of a problem [10]. 
In 1975, Clinard and Meier defined suicide in a legal sense as the destruction of 
oneself, self-killing or self-murder [13].

Retterstol (1993) defined suicide and gave a more detailed definition as an act 
with a fatal outcome, that is deliberately initiated and performed by the deceased 
him- or herself, in the knowledge or expectation of its fatal outcome, the outcome 
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being considered by the actor as instrumental in bringing about desired changes in 
consciousness and/or social conditions. The spectrum of suicidal behaviour ranges 
from low-level suicide ideation, which is occasionally thinking about suicide 
through, to a deliberate action that actually results in death [14].

Attempted Suicide

It can be defined as self-harm where there is an intention to kill oneself but it will 
not lead to death [15]. Attempted suicide can be defined as action that is intended 
at self-harm/the possibility of self-harm in a way that it does not ensure his/her 
survival. However, many a time, in the case of attempted/completed suicide, it is 
vague as to if the person really wanted to die. The four different types of behav-
iours pertaining to suicide can be termed as suicide, attempted suicide, suicidal 
gesture and accidents [16]. Suicide may be defined as a situation in which the per-
son intends to die and actually dies. Attempted suicide, as the name suggests, is 
an attempt/intention to die by a person but he actually does not die. Suicidal ges-
tures, on the other hand, are the gestures which merely indicate a sign or some 
inkling to but with no real intention to do so, and therefore, the person does not 
die. Accidents refer to the situations in which the person does not want to die, but 
does [16].

Stages of Suicide

Suicide is not merely an event but it’s a process which can be presented in various 
and different intensities in the individuals who attempt suicide [17].

 I.  Wish to be dead: Person endorses thoughts about a wish to be dead or not 
alive anymore, or wish to fall asleep and not wake up.

 II.  Suicidal thoughts: General non-specific thoughts of wanting to end one’s 
life/commit suicide, ‘I’ve thought about killing myself’ without general 
thoughts of ways to kill oneself/associated methods, intent or plan.

 III.  Suicidal thoughts with method (without specific plan or intent to act): 
Person endorses thoughts of suicide and has thought of a least one method 
during the assessment period. This is different than a specific plan with time, 
place or method details worked out.

 IV.  Suicidal intent (without specific plan): Active suicidal thoughts of killing 
oneself and patient reports, having some intent to act on such thoughts.

 V.  Suicide intent with specific plan: Thoughts of killing oneself with details of 
plan fully or partially worked out and the person has some intent to carry it 
out.

 VI.  Suicidal behaviour can be described as a situation in which the person 
has started taking concrete steps/actions to end his/her life: It can be in 
the form of acquiring pills, getting a gun, leaving all valuables in name of 
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others, or swallowing pills/actually pulling the trigger. These are definitive 
actions taken by a person to ensure that he/she does not survive from that 
point onwards.

Factors Affecting Suicide and Recent Changing Trends

Suicide is a phenomenon influenced by individual, family, psychosocial and cul-
tural factors. Many factors contribute to person attempting suicide. Suicide can be 
seen as a psychological phenomenon, social phenomenon and as a phenomenon 
associated with psychiatric disorders, genetic and biologic problems [17–21].

Factors Affecting Suicide

Risk factor can be defined as the relation between some features of a person and 
a heightened probability of occurrence of some disease/allied problems. The eti-
ological factors responsible for the development of suicide phenomenon can be 
identified with the study of risk factors. The identification of risk factors is an 
important step in the prevention of suicide. The knowledge about risk factors can 
provide a basis for suicide prevention programmes and interventions [22]. A com-
bination of individual, relationship, community and societal factors contributes to 
the risk of suicide. Risk factors are characteristics associated with suicide, which 
can directly lead to suicide or indirectly influence the process of suicide. There are 
various factors which increase the risk of suicide [22]. These factors can be kept in 
three categories: biopsychosocial, environmental and sociocultural.

Biological
Biological causes account for most suicides and attempted suicides [9]. These 
causes include mental health disorders such as:

 I. Depression.
 II. Bipolar disorder.
 III. Schizophrenia.
 IV. Anxiety disorders.
 V. Personality disorders.
 VI. Substance abuse.
 VII. Childhood abuse or trauma.
 VIII. Family history of suicide.
 IX. Previous suicide attempts.
 X. Having a chronic disease.
 XI. Feelings of hopelessness.
 XII. Impulsive and aggressive tendencies.
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Environmental and Sociocultural Causes
There is also an increased risk of suicide due to environmental and social causes. 
Environmental factors that increase the risk for suicide often occur due to a stress-
ful life event or a series of such incidents. This may include the loss of a person, 
pet or job. This may also include social factors like being isolated or feeling unac-
cepted by others or being unable to adjust to others [19, 20].

Other causes include:

 I. Social loss, such as the loss of a significant relationship.
 II. Recent loss of a family member or close friend.
 III. Access to lethal means, including firearms and drugs.
 IV. Being exposed to suicide.
 V. Being a victim of harassment, bullying or physical abuse.
 VI. Difficulty seeking help or support.
 VII. Lack of access to mental health or substance abuse treatment.
 VIII.  Following belief systems that accept suicide as a solution to personal 

problems.
 IX. Exposure to suicidal behaviour.
 X. Problems in sexual orientation, religious beliefs and gender identity.
 XI. Legal or disciplinary problems.
 XII. Local epidemics of suicide.
 XIII. Being a victim of cyberbullying.

Protective Factors

The factors that restrain/stop a person from committing suicide are very signifi-
cant. Though such factors have not been well researched/studied in detail, a com-
prehensive understanding of these could facilitate a decrease in suicide rates. 
Some of the preventive factors could include:

(a) Clinical care (physical, mental and abuse disorders).
(b) Timely clinical interventions and support groups.
(c) Community and significant others’ support.
(d) Healthcare providers’ care.
(e) Teaching conflict management.
(f) Faith and positive belief systems [23, 24].

Suicidal Behaviour and Process of Suicide

Suicidal behaviour and process of suicide can be better explained by three-
step theory of suicide. The three-step theory is based on the ideation of action 
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framework. The theory is based on the key constructs that are hopelessness, con-
nectedness and suicide capacity. This theory provides a good insight into suicide, 
suicidal behaviour and prediction of suicide [25].

Step 1. Development of Suicidal Ideation: The first step is the development 
of suicidal ideation. Suicidal ideation begins with psychological or physical pain. 
The pain can be of physical suffering, social isolation, burdensomeness and low 
sense of belongingness. The mere presence of pain will not lead to suicidal idea-
tion. However, if the pain is associated with the hope that it can be reduced, then 
the individual may not think about suicide. But if the pain is associated with 
hopelessness and there is no way to diminish it, the person may think of suicide. 
Suicide is motivated by the presence of many other factors including burdensome-
ness, lack of belongingness, a desire for help or communication and impulsivity, 
social isolation and negative self-perception. Pain and hopelessness in combina-
tion are what lead to suicidal ideation [26].

Step 2. Strong versus Moderate Ideation: The second step towards suicide 
occurs when the person experiences a deepening sense of pain and loose connect-
edness. The connectedness can be explained as the feeling of being connected to 
other people or having a goal or interest or any sense of purpose in life. If the per-
son experiences pain and hopelessness but has connectedness with people, then the 
person will have moderate ideation. If the person is in pain, hopelessness and the 
connectedness is absent, the person will have a desire to end his life. The second 
step towards potentially lethal suicidal behaviour occurs when pain exceeds con-
nectedness. In contrast to other theories, the three-step theory explains that con-
nectedness protects the person from developing suicidal ideation due to pain and 
hopelessness. In other theories, like joiners’ interpersonal theory, it is explained 
that disrupted connectedness can contribute directly to suicidal ideation [27].

Step 3. Progression from Ideation to Attempts: In the third step, the individ-
uals have strong ideation which can often lead to suicide attempt. Most individuals 
with ideation do not make a suicide attempt; the final step of the suicidal ideation 
addresses the conditions under which strong ideation leads to a suicide attempt. 
Joiner explained that fear of death is a strong instinct that stops the person from 
attempting suicide. The individuals can attempt suicide only if they cross the bar-
rier. The wish to die is developed by painful events that decrease tolerance to pain, 
individuals differ in different pain sensitivity. Practical variables like easy acces-
sibility play a major role in suicide attempts [27].

Suicidal Behaviour and Models of Suicidal Process

Suicidal behaviour can be described as the series of behaviours which reflect 
death ideation initially, and suicide attempts in between and completed suicide in 
some cases. It is pertinent to note here that the behaviours are different for suicide 
ideators, suicide attempters and suicide completers. However, in almost all cases, 
suicide ideation precedes suicidal actions and states. It was found that suicide ide-
ators and attempters manifest similar psychological phenomena. Suicidal ideation 
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is important in the prediction of suicide. Different concepts or models have been 
developed to understand the relationship among these phenomena [28]. These are 
the suicidal pyramid, the suicidal career and the suicidal process.

• Suicidal pyramid: Suicidal pyramid is based on the assumption that there is 
a systematic progression from suicide ideation, suicide attempts to completed 
suicide. A cross-sectional and longitudinal study by researchers placed the indi-
viduals as per the prevalence of exhibited suicidal behaviour [29]. A distinction 
was made bet

The suicidal career: It can be defined as a sequence of events that happen in 
individual’s life that kind of shape his/her suicidal career. This concept implies 
that suicide is not always reactive to a particular time/incident at one point but is 
rather, a result of series of incidents in one’s life experiences of a person:

(a) when the profiles for suicides, nonfatal suicide attempters and natural deaths 
were observed a given set of variables will differ, (b) it is necessary to predict that 
life-threatening behaviours can have histories, i.e. as being processes in evolution 
(c) death cannot be instantaneous and reactive to a situation. There should be a 
relevant biography or a set of biographies which mediates reaction to stress and 
helps to specify which individuals can be kept in high-risk groups and who are 
most likely to react to a stressful situation with self-destructive behaviour. (d) The 
lethality of the act can be acute (the short-term probability of self-destruction) or 
chronic (the long-term probability of self-destruction). (e) The self-destructive 
behaviours should be spanned into causal models that span suicidal subjects’ lives 
from birth to death; the behaviours should be analysed using analysis of variance 
and regression techniques. These informative studies are better than merely label-
ling individuals as members of high-risk groups; (f) the concept of suicidal careers 
implies that death styles can be mapped on relevant indices like the numbers of 
previous acts of self-destruction [30].

• Suicidal process: Suicidal process approach posits that suicidal behaviour 
of an individual is a result of transition from suicidal thoughts to completed 
action, which is prompted by underlying/hidden suicidal tendencies. Further, 
this can begin at any point in life and is generally heightened by negative/
stressful life experiences. These can either be chronic or temporary or may even 
never show up actively.

• The suicidal process is believed to be entrenched in early childhood. The pro-
cess may begin with momentary thoughts about suicide which may disappear 
and return after a while and eventually progress into a completed action. The 
important fact observed in the studies conducted is that most of the unplanned 
and planned suicides occur within 1 year of onset of suicide ideation. Kessler 
et al. state that suicide ideation in psychiatric patients can predict the occur-
rence of eventual suicide. Moreover, suicide ideation significantly predicts 
eventual suicide in psychiatric patients [31, 32]. In a 20-year prospective study, 
Brown et al. found that there are higher levels of suicidal ideation in completed 
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suicide committed by patients with psychiatric illness and the suicide risk can 
be estimated [31]. Rudd and joiner in 1998 studied about the continuum of sui-
cidality and the continuous process of suicidal behaviour presence and intensity 
of suicidal ideation with other associated factors [33]. Rudd and Joiner provide 
the description of the suicide continuum thus: (a) nonexistent: no identifiable 
suicidal ideation; (b) mild: the suicidal ideation of limited frequency, intensity 
and duration, and it is without any identifiable plans. There will be no intent to 
die subjectively or objectively. There may be mild dysphoria with good self-
control that can be subjective or objective with few risk factors and identifi-
able protective factors. (c) Moderate: there will be frequent suicidal ideation, 
with limited intensity and duration and there will be some specific plans but 
without any intent subjectively or objectively. There is good self-control that 
can be subjective or objective with limited Dysphoria and presence of some 
risk factors but with identifiable protective factors. (d) Severe: there will be fre-
quent, intense and enduring suicidal ideation with specific plans and no subjec-
tive intent but some objective markers of intent like easy accessibility to lethal 
methods. There will be evidence of impaired self-control which is subjective 
and/or objective with severe dysphoria and presence of multiple risk factors and 
few protective factors. (e) Extreme: there will be frequent, intense and enduring 
suicidal ideation with specific plans and clear subjective and objective intent 
with impaired self-control that can be subjective and objective with, severe dys-
phoria and presence of many risk factors with no protective factors [34].

Association Between Suicide and Psychiatric Disorders

Suicide is one of the major causes of death all over the world [23]. The multifacto-
rial etiology of suicide has not been well understood and research is going on to 
understand the underlying causal factors. Most of the studies show the associa-
tion of suicide with a mental health problem [35, 36]. People who commit suicide 
have a diagnosable mental disorder; studies suggest 90% of people who die by sui-
cide have a diagnosable mental disorder [37, 38]. Mental disorders in general are 
associated with suicidal behaviour, and research is being done on which disorders 
exhibit more association with suicidal behaviour [39, 40]. When examined in this 
way, virtually all mental disorders are associated with suicidal behaviour [35].

• Depression: As per WHO’s approximation, presently there are 121 million 
people who suffer from depression globally. Further, it is believed that it would 
become the second most common reason for disability by 2020. If one looks at 
the high prevalence of depression and its correlation with suicide, it becomes 
imperative that this issue needs to be addressed immediately to reduce the mor-
tality rate. For instance, the lifetime risk for unipolar depression is 15%. It can 
be thus inferred that the crucial and causal role of depression in suicide has lim-
ited validity in Asia. Even those who were depressed had only mild to moderate 
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symptomatology for a brief duration and majority committed suicide during 
their very first episode [43, 44].

• Bipolar disorder: The patients with bipolar disorder have a significant associa-
tion with suicide. 10–15 percent of patients have a significant risk of commit-
ting suicide. Nearly 20–50 percent has a history of suicide attempt [45]. Suicide 
is most commonly seen in patients with bipolar 2 disorder than in bipolar 1 
disorder [46].

• Schizophrenia: The patients suffering from schizophrenia have 10–15 per-
cent lifetime risk of suicide. The recent studies show that the risk of suicide is 
more common in the first years of illness. Studies conducted by Palmar BA& 
Panbratzy VS showed a lifetime risk of 5.6 percent [45]. There are various fac-
tors like previous suicide attempt, comorbid depression, substance abuse, poor 
compliance and personal loss. Suicide is more commonly observed in patients 
with positive symptoms. The most common cause of death in those with schiz-
ophrenia is suicide [47].

• Alcohol dependence: The risk of suicide in alcohol abusers is estimated to be 
7 percent [19]. The associations between substance use and suicidal behaviour 
are due to several underlying mechanisms. Depression is the most common 
comorbid disorder in substance abuse. It increases the individual’s vulnerability 
for suicide. The rate of suicide increases due to the presence of social, mari-
tal and family personality disorders. The other factors including unemployment 
and physical illness also play a role in suicidal behaviour. There is an increased 
risk of suicide with patients who are acutely intoxicated. The increased rate is 
due to underlying risk factors like impulsiveness, childhood abuse and person-
ality disorders. Acute intoxication may increase impulsiveness and trigger sui-
cidal acts. Alcohol or other substances are used by the patient to get courage to 
commit the act or reduce fear pain and less conscious about the surroundings. 
The alcohol abuse of patient can have an impact on the family and increase vul-
nerability for suicide. The alcohol abuse of patient can have an impact on the 
family and increase vulnerability for suicide [47, 48].

Understanding Changes in Variables Influencing Suicide

Nearly a million people worldwide die annually by committing suicide, and sui-
cide prevention is among the primary global and public health objectives. Central 
risk factors for suicide are a previous suicide attempt and mood disorders [46, 
49]. Although mood episodes, suicidal ideation and suicide attempts are major 
indicators of risk, numerous other factors are also likely to have an influence. 
Psychological factors including hopelessness, impulsivity and other personality 
traits and adult and childhood negative life events presumably affect the diathesis 
of suicidal behaviour [50].

• Suicide intent: Suicide intent is commonly defined as the seriousness or inten-
sity of the wish of a patient to terminate his or her life [51]. Several studies 
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were conducted on the effect of suicide intent on suicide. The findings show 
that suicide attempters with high intent scores may have a higher risk of com-
pleted suicide than attempters with lower intent [52]. Several studies have 
investigated the relationship between depression and suicide intent [52]. 
Hopelessness is the key mediating variable between depression and suicide 
intent [53].

• Hopelessness: Hopelessness has emerged as a powerful cognitive variable con-
necting depression and suicidal behaviour. Early empirical studies revealed a 
significant association between hopelessness and degree of suicide intent in sui-
cide attempters. Looked deeply, hopelessness has been found to be more related 
to suicide intent as compared to depression [54]. In fact, studies have proved 
that hopelessness is more likely to be the governing element in suicide attempt-
ers, ideators as well as completed suicides. A 10-year study of 165 hospitalized 
patients also led to the conclusion that hopeless was a quite significant indicator 
of eventual suicide [55]. Studies have reported that hopelessness is predictive of 
actual suicide both in psychiatric out-patients and in hospitalized suicidal idea-
tors [2, 51, 56]. However, the role of hopelessness in the relationship between 
alcoholism and suicide attempts is not clear [57–59]. In fact, Beck found that 
only a diagnosis of alcoholism predicted eventual suicide in a sample of hospi-
talized suicide attempters [60]. On the other hand, in patients with affective dis-
orders the degree of hopelessness appeared to be an important factor predicting 
eventual suicide, although its significance may depend on the history of drug 
and alcohol abuse. Thus, the role of hopelessness may vary between mental dis-
orders [61].

• Impulsiveness: Impulsiveness can be defined as a tendency to respond quickly 
to a given stimulus, without deliberation and evaluation of the consequences 
[62]. The role of serotonin and its major metabolite 5-hydroxyindole acetic acid 
(5-HIAA) in depression, impulsiveness and suicidal behaviour has been stud-
ied for the past few years and has prompted great interest in suicide research. 
In a number of post-mortem studies, low levels of serotonin or 5-HIAA have 
been found in the brainstem of suicide victims. Low cerebrospinal fluid (CSF) 
5-HIAA levels have been associated with acts characterized by violence, 
aggressiveness and impulsivity. Particularly several studies show that low 
CSF 5-HIAA indicates a particularly high risk of suicide following a previ-
ous attempt [63]. Studies show subjects who attempt suicide with impulsivity 
are less depressive, less hopeless and have a less strong intent to die than non-
impulsive attempters. Biological markers of impulsiveness have been identified 
as one of the risk factors for completed suicide [64].

Current Challenges

Publicity and Internet, social and cluster suicides and cyberbullying are the major 
current challenges. Research shows that extensive media coverage of suicide is 
associated with increase in the rate of suicide [65].
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• Suicide cluster (adapted from Larkin and Beautrais 2012): A series of three 
or more closely grouped death which is linked by space or social relationships 
constitutes suicide cluster. In the absence of transparent social connectedness, 
evidence of space and time linkages is required to define a cluster. In the pres-
ence of a strong demonstrated social connection, only temporal significance is 
required [66, 67].

• Suicide contagion: It is more likely to occur where a suicide involves a per-
son with similar characteristics (e.g. gender, age, social circumstances) to 
other people who have died (so-called horizontal transmission). Such deaths 
may have occurred within an individual’s social network or among people they 
became aware of, through media or other influences and new methods of sui-
cide are publicized there is a death of a celebrity by suicide (or other cause). 
This is known as ‘vertical transmission’ [67].

• Suicide contagion: Suicide can be contagious too. Social learning may be 
an important factor in both familial and non-familial transmission of suicidal 
behaviours. The concept of suicide contagion is based on the infective disease 
model and assumes that a suicidal behaviour by one person may facilitate the 
occurrence of subsequent, similar behaviours by other researchers [22]. The 
process is implemented via imitation. Theories of imitation have been postu-
lated to explain clustering of suicides and DSH behaviours. Studies conducted 
primarily in adolescents revealed that up to 5% of all suicides may be the result 
of suicide clustering and that exposure to DSH behaviours in family and friends 
was predictive of DSH and suicide ideation [22].

• Role of media: The most important factor influencing cluster suicides is 
media. The news of suicides is spread through print television, newspapers and 
Internet including social media. The suicide clusters or contagion can occur if 
the news is highlighted more frequently and if it is shown on the first page. The 
way of presentation of news like description of methods and detailed descrip-
tions of the individuals who committed suicide [68, 69].

• The Papageno effect: A vast majority of the studies about the possible effects 
of media reporting on suicidal contagion have been conducted. The findings 
show that there is a definite association between the role of media and mass 
suicide. There is also a risk of reporting bias showing only positive reports. 
Studies conducted in 1990 showed that there is no significant association 
between media reports and suicide [70–72]. Media can provoke suicides by 
Werther effect or even make it less by the Papageno effect. The modelling or 
copycat mechanisms are observed in people who are more influenced by acts 
done by highly influential people or public figures. It implies that the individu-
als with same age, gender and demographic background also play a role in this 
modelling. People get influenced by seeing the suicide acts in a dramatic way 
with repetition. Many a time, the facts tend to be exaggerated by media and are 
often not the official reports which can be reliable. Many studies go on to show 
the negative impact of media’s dramatic representation and advertisement of 
lethal and dangerous suicide methods, which don’t happen to occur in real life 
frequently. It must be understood that media reports in no way are an authentic 
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representation of official suicide data [70]. The description of suicide in movies 
also plays a major role in suicide clusters. Research has been done on the influ-
ence of movies on suicide. Movies portray suicide in giving vivid and graphic 
details of methods of suicide. These can create misunderstanding of nature and 
context and can trigger mass suicides through identification and copy cat mech-
anisms. Suicides in movies generally don’t have any guidelines or age restric-
tions [71].

• The Werther effect: The rate of suicides is directly proportional to the duration 
of the content and prominence of the media coverage. In 1774, after the release of 
a novel called ‘The sorrows of Young Werther’, there was a substantial increase 
in the number of suicides. It was believed that this book had somehow prompted 
the negative/suicidal behaviours among people and therefore was banned in many 
European countries. In the contemporary world, similar concerns have been 
raised by the unjudicious use of Internet as there are some sites that promote sui-
cide, dangerous behaviours and even online games prompting self-harm to its 
users. In a similar fashion, media can also act as an instrument of preventing sui-
cides contagion by its effective and correct usage. The lack of an apparent copy-
cat effect following Cobain’s death is hypothesized to be due to various aspects 
of the media coverage and the intense activity of the crisis centre and community 
outreach interventions in Seattle that occurred following Cobain’s suicide [72].

• Bullying: Bullying is the use of strength or influence on someone and forcing 
them to do something. Bullying is commonly seen in children with conduct 
disorder and childhood depression. It can be continued in adulthood. Studies 
showed that there is increased number of suicides in bullies and also the vic-
tims [73, 74]. The studies of Brent et al. show that boys who were bully showed 
more number of suicide attempts than girls and in contrast girls who were vic-
tims did more suicide attempts [24]. The young people now are exposed to 
cyberbullying through Internet social sites, gaming sites, emails and even text 
messages. There is an increase in the rate of suicides due to social contagion, in 
spite of strenuous efforts children and adolescents are drawn towards the dan-
gerous suicide games and resulting in mass suicides [75].

• Sexual orientation: Sexual orientation is significant as it plays a major role in 
adolescents and young people. Young people with same-sex orientation are at 
greater risk to attempt suicide [41]. Studies show that people with same-sex ori-
entation experience a negative family reaction and family rejection or rejection 
from the society. There is eight times more risk of committing suicide in these 
individuals [42]. Provision of gay/lesbian/bisexual support groups can resolve 
gender identity and help in prevention of suicide [76].
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Abstract
Major psychiatric disorders are linked to early mortality and patients afflicted 
with these ailments demonstrate an increased risk of developing physical dis-
eases that are characteristically seen in the elderly. Psychiatric conditions like 
major depressive disorder, bipolar disorder, and schizophrenia may be asso-
ciated with accelerated cellular aging, indicated by shortened leukocyte tel-
omere length (LTL), which could underlie this connection. Telomere shortening 
occurs with repeated cell division and is reflective of a cell’s mitotic history. It 
is also influenced by cumulative exposure to inflammation and oxidative stress 
as well as the availability of telomerase, the telomere-lengthening enzyme. 
Precariously short telomeres can cause cells to undergo senescence, apopto-
sis, or genomic instability; shorter LTL correlates with compromised general 
health and foretells mortality. Important data specify that LTL may be reduced 
in principal psychiatric illnesses, possibly in proportion to exposure to the ail-
ment. Telomerase, as measured in peripheral blood monocytes, has been less 
well characterized in psychiatric illnesses, but a role in mood disorder has been 
suggested by preclinical and clinical studies. In this manuscript, the most recent 
studies on LTL and telomerase activity in mood disorders are comprehensively 
reviewed, potential mediators are discussed, and future directions are sug-
gested. An enhanced comprehension of cellular aging in psychiatric illnesses 
could lead to their re-conceptualizing as systemic ailments with manifestations 
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both inside and outside the brain. At the same time, this paradigm shift could 
identify new treatment targets, helpful in bringing about lasting cures to innu-
merable sufferers across the globe.

Keywords
Mood disorders · Leukocyte telomere length · Telomerase activity ·  
Aging · Mortality

Introduction

There is emerging evidence that patients suffering from major psychiatric disor-
ders have accelerated aging, are prone to systemic ailments seen in the elderly, 
and have increased morbidity and mortality [1]. Chronological age is determined 
by calendar units, while biological age is characterized in physiological terms 
and is underlined by disease processes. Principal psychiatric disorders which 
are epitomized by major depressive disorder (MDD), bipolar disorder (BD) and 
schizophrenia are often associated with comorbid medical conditions such as ath-
erosclerotic diseases, cancer, dementia, metabolic irregularities, type II diabetes 
mellitus, and osteoporosis [2]. While, no doubt that lifestyle factors and socioeco-
nomic adversities play a role, psychiatric ailments themselves may be contributing 
toward this phenomenon. This outpacing of biological versus chronological aging 
raises the possibility that major psychiatric disorders are associated with increased 
senescence at the level of the organism, or more specifically the cellular level [3].

Biological aging is signified by cellular aging, and an important marker of the 
latter is telomere length or more distinctively leukocyte telomere length (LTL) as 
measured in peripheral blood mononuclear cells (PBMC) [4]. Composed of DNA 
and proteins, telomeres cap the chromosomal ends of the double-stranded DNA and 
serve a protective purpose. In primates, telomeres are composed of multiple, non-
coding repeats of the nucleotide sequence, TTAGGG. These shorten with each cell 
division because of incomplete replication of the telomere end due to the so-called 
end-replication problem [5]. Approximately, 50–100 nucleotides are lost per DNA 
replication cycle and this attrition is increased with pathological conditions like 
oxidative stress, inflammatory signaling, exposure to certain cytotoxins, and per-
sistently raised stress hormones [6]. The enzyme telomerase which is comprised of 
telomerase reverse transcriptase (TERT) and telomerase RNA component (TERC) 
can rebuild telomeres by adding small DNA fragments called “Okazaki fragments” 
on the lagging strand. However, when this delicate balance is perturbed, telomeres 
become precariously short and cells undergo replicative arrest or become genomi-
cally unstable. Cells damaged in this manner can malfunction in specific ways, for 
example, p53 or tumor suppressor protein may become active, impairing oxida-
tive defense mechanisms, inducing mitochondrial dysfunction and apoptosis [7]. 
Additionally, precancerous cells with critically short telomeres are inherently unsta-
ble genomically and exhibit end to end fusion of DNA, thus facilitating tumor pro-
gression. To extend this argument further, rare Mendelian disorders involving genes 



Interventions Addressing the Telomere-Telomerase System 523

implicated in telomere maintenance and preservation cause a variety of human dis-
eases involving different organ systems and lead to premature death [8].

Telomeres are not dormant structures and telomere length is determined by 
both genetic heritability and epigenetic influences which act throughout the 
lifespan. In this regard, longitudinal studies have shown that the weighted aver-
age telomere attrition rate is 40.7 base pairs/year [9]. Leukocyte telomere length 
is determined by innate genetic factors, with heritability estimates ranging from 
0.36 to 0.84 [10]. With aging, telomeres undergo shortening influenced by envi-
ronmental factors, but this is not so invariably. Certain individuals sustain and 
even lengthen average LTL over time. While the reasons for this are obscure at 
present, relatively long telomeres tend to shorten and comparatively short telom-
eres increase in length over time. A supposed mechanism in this respect may be 
the preferential activation of such repair pathways as the catalyst telomerase, the 
telomere-lengthening enzyme [11].

In numerous studies shortening of telomeres has been consistently associated 
with serious medical ailments chief among which are coronary artery disease, 
diabetes mellitus, and various types of cancers [12]. Moreover, according to cur-
rent research evidence critically short telomeres are indicative of increased suffer-
ing from chronic diseases, as well as premature mortality. Even as there are a few 
negative reports, the bulk of the epidemiological evidence suggests that baseline 
LTL links with medical illnesses cross-sectionally, and prospectively foretells the 
development of grave medical conditions leading to early mortality. In this regard, 
one study in men showed that relatively hastened shortening of LTL over two and 
a half years was longitudinally associated with increased mortality from cardiovas-
cular disease (CVD) on a 12-year follow-up period [13].

So, the next obvious question should be what mechanism underlies this asso-
ciation? With the present state of knowledge, a definitive answer cannot be given 
in this respect. The shortened telomeres may be causally involved in the devel-
opment of medical diseases, or general pathogenic features such as inflammation 
and oxidative stress may be acting as core etiologic factors. In all likelihood, it 
is the combination of both phenomena which act as contributory factors [14]. A 
well-cited meta-analysis determined that the risk of CVD was connected to shared 
variations in a designated cluster of genes with known association to telomere 
preservation and maintenance [15]. While this population-based genetic investi-
gation holds up an etiologic role for deregulated telomere maintenance in CVD, 
factors such as increased inflammation and oxidative stress are perhaps respon-
sible for both effects. LTL is an indicator of the cell’s accumulating mitotic his-
tory, as well as its exposure to damaging signals such as inflammatory cytokines 
and free radicals [16]. In this vein, it can be hypothesized that increased cell death 
due to shortened telomeres can diminish regenerating stem and progenitor cells, 
such as hematopoietic cells, endothelial progenitor cells, and neural stem/pro-
genitors cells. This ostensibly impairs cellular replacement and repair processes, 
directly contributing to disease progression [17]. Furthermore, aged immune cells 
secrete pro-inflammatory cytokines (IL-6, TNF-α) which could be responsible for 
a vicious cycle of inflammation, oxidative stress, and telomere shortening [18].
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Potential Confounders in the Interpretation of Leukocyte 
Telomere Length

Shortened LTL is a sensitive index of cellular aging and an increasing number of 
studies demonstrate that principal psychiatric disorders are connected to this phe-
nomenon [19]. Nonetheless, as data are heterogeneous, several limitations have to 
be considered when interpreting the finding from studies on this subject.

 (i)  When examining the peripheral blood film, it must be understood that 
there are young versus aging leukocytes (monocytes, lymphocytes), with 
varying telomere lengths.

 (ii)  The relationship between LTL and TL in other tissues is not fully ascertained, 
and while they generally correlate positively, this fact is not fully established.

 ( iii)  Different laboratories utilize diverse methodologies with respect to DNA 
extraction and assaying techniques.

 (iv) Perhaps, even trivial DNA degradation can produce false results.
 (v)  Variables that are subject-specific can introduce bias in interpreting the 

association of LTL to the disease processes being investigated. Some 
examples include sex, age, early life adversity, psychological resiliency, 
lifestyle factors, latent, or active viral infections (CMV, herpes, etc.).

 (vi)  The presence of psychiatric comorbidities in the study subjects. For 
instance, patients with MDD have high rates of anxiety spectrum disorders 
and it may be difficult to tease apart the effect of either condition on LTL.

 (vii)  Substance use disorders are frequently associated with major psychiatric 
disorders. In this regard, it has been shown that heavy alcohol use is by 
itself linked to telomere shortening in PBMC.

 (viii)  Many studies investigating LTL in psychiatric disorders did not control 
for medical comorbid conditions which are by themselves associated with 
shortened LTL.

 (ix)  Finally, several psychotropic and non-psychopharmacological agents can 
influence LTL, and not statistically controlling for these medications can 
introduce bias in the results.

In spite of these caveats, recent meta-analyses have found robust effect size of 
LTL shortening for psychiatric disorders as a whole compared with controls [20]. 
With respect to mood disorders, such differences were found in patients with all 
mood states and in studies using different methods for measuring telomere length.

Major Depressive Disorder

Patients with MDD suffer from unipolar depressive episodes; onset is usually in 
early adulthood and the disorder tends to follow a chronic course with remissions 
and relapses throughout the lifespan. Subjects affected by MDD likely show a 
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variable trajectory with some patients having relatively mild and self-limited epi-
sodes, while others suffering from severe exacerbations have physical and neu-
ropsychiatric comorbidities and varying degrees of impairment in the psychosocial 
realms of functioning [21]. Several authors have expressed the view that MDD is a 
syndrome of premature aging, so that the patients not only have excess of physical 
conditions, but brain also demonstrates early aging, which in a subset of cases is 
manifested as the dementia syndrome [22].

It was in 2006 that Simon and coauthors first showed that leukocyte telomere 
length was decreased in mood disorder subjects. In their seminal study, the total 
number of subjects was 88 (44 patients and 44 controls) and out of them, 15 had 
MDD without any associated anxiety spectrum disorder. Cases with mood disor-
ders had mean LTL which was 660 base pairs (bp) shorter as compared to age-
matched nonpsychiatric healthy controls (HC), while in the MDD subgroup mean 
LTL was 770 bp shorter than in HC. The statistical analysis utilized by the authors 
demonstrated that this difference carried a large effect size which corresponded to 
approximately 10 years of accelerated aging in the mood disorder subjects and as 
such was highly significant. The limitations of this study were that structured clini-
cal interviews were not given to HC and the confounding effect of current and past 
psychotropic medications was not controlled for [23].

In pursuance of this argument, the Dutch study by Verhoeven et al. (2014) 
is highly important. The data was from the Netherlands Study of Depression 
and Anxiety (NESDA) and in this longitudinal cohort study 1095 current MDD 
patients, 802 remitted MDD patients, and 510 HC were included. It was shown 
that both currently depressed and remitted MDD groups had significantly shorter 
LTL as compared to HC. Further, the NESDA study demonstrated that the mean 
LTL in the currently depressed and remitted MDD subjects did not significantly 
differ from each other. The difference in LTL between the depressed groups and 
HC remained significant after controlling for such confounding factors as age, 
sex, education level, alcohol use disorders, body mass index, physical diseases, 
and exercise. In the currently depressed group, LTL was inversely correlated to 
the severity and duration of depression over the last 4 years, pointing to a dose–
response relationship between mood episodes and shortening of the telomere 
length in PBMC. Furthermore, the authors hypothesized that the lack of difference 
in LTL between currently depressed and remitted patients was because of the fact 
that MDD episodes left a persisting signature on the LTL [24]. However, there is 
the likelihood that LTL is already short in patients who are susceptible to devel-
oping depressive episodes because of genetic and epigenetic influences and thus 
represents a risk factor for the disorder. Support for this assumption is provided 
by the study of Gotlib et al. (2015) who showed that LTL was short in girls whose 
mothers suffered from major depressive episodes and this signified hereditary and 
environmental factors in LTL maintenance [25].

The subject of dose–response relationship between LTL and MDD is of great 
interest and thus requires further examination. The literature is mixed on this 
aspect as some studies support the hypothesis while others don’t. The prospec-
tive study of Shalev et al. (2014) found that in men the duration of internalizing 
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disorders (including major depression) at ages 11–38 predicted LTL at age 38 in a 
dose–response mode [26]. In contrast, the study by Jodczyk et al. (2014) showed 
that the diagnosis of major depression between ages 16 and 25 did not foretell 
shortened LTL between ages 28 and 30. However, in that study exact assessment 
of the total exposure to the duration of depressive episodes was not cumulatively 
measured [27]. Hoen et al. (2011) studied leukocyte telomere length in patients 
with coronary artery disease (CAD). Their study had a large cohort of 952 patients 
at baseline and 608 subjects at 5 years of follow-up. Two hundred and six partici-
pants had major depression at baseline. Compared to nondepressed CAD patients, 
those with MDD had shorter telomere length in PBMC. However, at 5 years of fol-
low-up, this difference was no longer statistically significant when controlling for 
confounders such as BMI, smoking, diabetes mellitus, ejection fraction, statin use, 
antidepressant use, level of physical activity, and comorbid anxiety. Although this 
was a negative study, it is possible that CAD by itself influenced LTL, covering-up 
the effect of MDD [28]. In yet another study, Hoen et al. (2013) investigated LTL 
in a population-based sample and reported that baseline anxiety disorders but not 
MDD predicted telomere length in PBMC at two years of follow-up [29].

It can be reasonably concluded that the bulk of studies on the relationship 
between LTL and MDD show an association, supported by the following facts:

 (i)  Studies having a greater number of subjects (≥40) generally demonstrated 
a statistically significant shortening of LTL in MDD subjects.

 (ii)  Negative studies either had fewer subjects or investigated late-life 
depression.

 (iii)  Negative studies had several limitations, for example, a study in elderly 
depressed subjects did not control for such pathologies as vascular condi-
tions, or the combined effect of other lifetime diseases which cumulatively 
may be responsible for telomere shortening [30].

 (iv)  In some investigations, the premature loss to the study of elderly depressed 
individuals with advanced cell aging who may already have died was not 
taken into account.

 (v)  On the other hand, a study conducted in subjects with anxiety spectrum 
disorder seemed to contradict the above argument. It revealed that as com-
pared to younger patients, LTL was shortened only in older subjects aged 
between 48 and 87 years. The authors assumed that the cumulative effect 
of suffering from a lifetime of anxiety disorders corresponded to persistent 
stress with neurobiological sequelae, accelerated aging, and greater tel-
omere attrition [31].

 (vi)  A negative study showed that MDD subjects receiving antidepressant med-
ications had significant shortening of LTL, while those on no medications 
did not. The authors conjectured that MDD cases on psychotropic medica-
tions were more severely depressed and hence also demonstrated shortened 
telomeres in PBMC [32].

 (vii)  Another small study (17 MDD and 16 HC) found no significant difference 
in mean LTL. Nevertheless, it did reveal increased expression of p16 INK4a 
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and stathmin genes in the group with major depression, which are markers 
of cellular aging, telomere maintenance, microtubule functioning, biologi-
cal aging, and cell cycle regulation [33].

 (viii)  Finally, another small-scale study (18 MDD, 17 HC) was negative in an 
overall approach. However, on further analysis, significantly shorter LTL 
was found in the subgroup of MDD cases with long duration of illness 
(≥ 9.2 years). Moreover, a dose–response relationship was found in MDD 
cases who had long periods of untreated major depression, but the number 
of individuals was too small to draw a meaningful conclusion [34].

A well-cited review examined the studies on LTL and MDD and calculated the 
effect sizes (ES) for studies which had robust methodology as manifested by the 
use of structured clinical interviews. Of the studies included in the review, the 
ES varied from 0.04 to 0.98 (mean Cohen’s d = 0.41; weighted mean Cohen’s 
d = 0.23) and this represented a small ES. It is worth mentioning that the smallest 
ES was noted in studies which included elderly participants and this could have 
introduced potential bias in the overall calculations. The majority of the studies 
utilizing dimensional diagnostic scales for depression failed to find a correla-
tion between LTL and MDD. Although the reasons for this discrepancy between 
studies using categorical criteria versus dimensional scales are not known, it can 
be speculated that the latter took into account only short-term depression rat-
ings (1–2 weeks), lacked criteria for illness duration and severity, had absence of 
assessment of psychosocial functioning, and in general their participants suffered 
from milder forms of depression [35]. Overall, examining the relevant literature in 
entirety, it can be justified that MDD is independently associated with shortened 
telomeres in the PBMC and this linkage is robust when the duration and severity 
of the illness are accounted for [36]. However, as alluded to above, the effect size 
in this regard is modest.

Bipolar Disorder

It must be recognized that there are fewer papers on the subject of LTL and BD, as 
merely a handful of studies had examined the issue of leukocyte telomere length in 
bipolar subjects. The following is a summary of the extant literature on this topic.

(a)  Elvsashagen et al. (2011) were among the first to study LTL in bipolar subjects 
and their sample consisted of BD type II cases. They defined short telomeres 
as ≤3000 bp and found that these were significantly increased in cases versus 
controls using one-tailed tests, with a trend toward shortened absolute LTL in 
BD type II patients. The total lifetime number of depressive episodes, as opposed 
to hypomanic episodes was significantly related to shortening of telomeres in 
PBMC (statistically significant with two-tailed analysis) and in the authors’ 
view, this indicated the presence of dose–response relationship in the sufferers 
[37]. The definition of short telomeres as ≤3000 bp was somewhat arbitrary, but 
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consistent with the fact that telomeres shorter than 3800 bp were inherently insta-
ble as measured by array-comparative genome hybridization analysis.

(b)  Rizzo et al. (2013) only studied euthymic females with BD type I, while rea-
sons for excluding men were not clear. The bipolar patients had notably raised 
IgG antibodies to the cytomegalovirus (CMV) and also exhibited statistically 
significant shortened LTL. Since CMV antibody titers were inversely corre-
lated to telomere length, it was assumed that the association between LTL and 
BD was because of infection with the cytomegalovirus. Furthermore, the total 
duration of BD corrected for age was not statistically correlated to LTL [38].

(c)  Martinsson et al. (2013) studied the effect of lithium therapy on LTL in BD 
subjects. Their study was intriguing, as it found increased LTL in lithium-
treated cases compared to controls. BD patients who had received lithium 
over most part of the last 2½ years and those who showed clinical response 
to this agent had significantly longer LTL than nonresponders. The authors 
hypothesized that lithium was responsible for telomerase activation and this 
effect was obvious in patients who had therapeutic response to this medi-
cation [39]. Hence, the protective effect of lithium ion on telomere mainte-
nance and preservation was demonstrated.

(d)  The study by Lima et al. (2015) is important for a number of reasons. First, 
BD patients regardless of subtype were recruited. Second, it was a rather large 
study with 85 BD subjects and 95 carefully matched HC. Finally, it employed 
real-time quantitative PCR, a time-tested technique to quantify LTL. As a 
whole, BD subjects showed statistically significant shortening of LTL as com-
pared to HC, and while the duration of illness and medication use were not 
controlled for, the resulted implied decreased telomere length in BD [40].

(e)  Finally, the study by Barbe-Tuana et al. (2016) helps us in understanding 
the relationship between early and late stages of BD and telomere attrition. 
Twenty-six euthymic BD cases and 34 HC were included, and it was demon-
strated that telomeres were significantly reduced in length using real-time PCR 
in both early and late stage cases. Shortened LTL, an indicator of accelerated 
aging, was shown to be associated with BD and this could partially explain the 
increased prevalence of age-related medical conditions in this disorder [41].

It can be concluded from the above discussion that like MDD, bipolar disorder is 
also a disease of accelerated aging with significantly reduced life expectancy in 
both conditions and undoubtedly accurate quantification of LTL represents a reli-
able measure of this effect.

Ltl—The Dose–Response Relationship

In order to address this issue, it is important to keep in consideration that serious 
mental disorders are commonly associated with inflammation and oxidative stress 
and prolonged exposure to psychiatric illnesses results in enhanced contact with 
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the latter factors, thus causing greater telomere attrition. Conversely, if LTL short-
ening precedes major psychiatric disorders posing as a risk factor, there might be 
a fixed level of LTL shortening despite the degree of actual exposure (“premature” 
rather than “accelerated” telomere shortening). These premises are not in oppo-
sition to each other, since it is likely that vulnerable individuals have shortened 
telomeres preceding the onset of psychiatric illness and have further reductions of 
telomere length with greater cumulative exposure to the illness but such notions 
await further clarification [42].

A meticulous review of the existing literature is suggestive of a dose–
response relationship in mood disorders, so that mounting exposure to affective 
episodes leads to increased telomere attrition. In the Dutch study by Verhoeven 
et al. (2014), the severity of depressive episodes and cumulative exposure over 
the past 4 years were inversely correlated with LTL [24]. The prospective study 
by Shalev et al. (2014) showed that only male subjects had decreased telomere 
length in a dose–response manner [26]. The small-scale MDD study by Wolkowitz 
et al. (2011) found that LTL shortening was correlated with lifetime duration of 
depression, in particular poorly treated or untreated depression [34]. Martinsson 
et al. (2013) in their study in BD subjects demonstrated that LTL shortening was 
associated with prior depressive rather than manic episodes [39]. Finally, a nega-
tive study is worth mentioning as it did report significantly shorter telomeres in 
depressed subjects compared to controls but was unable to find a relationship 
between MDD severity and chronicity with LTL shortening [43].

Factors Mediating Telomere Shortening

Major psychiatric disorders like mood disorders and schizophrenia show biologi-
cal abnormalities that cut across diagnostic categories, and importantly, include 
increased inflammation, oxidative stress, serum cortisol aberrations, and auto-
nomic system anomalies [44]. These biochemical irregularities likely cause tel-
omere attrition, so that the latter may be related to specific biological processes or 
endophenotypes rather than psychiatric diagnoses per se [45]. While this supposi-
tion remains to be fully established, it can help explain the heterogeneity of find-
ings in specific diagnostic groups, as well as the apparent inconsistencies in LTL 
studies among patients belonging to different categorical diagnoses. Furthermore, 
it is worth remembering that major psychiatric illnesses are often associated with 
such lifestyle factors as irregular sleep schedules, unhealthy dietary habits, inad-
equate physical activity, cigarette smoking, and alcohol abuse. These aggravat-
ing factors may, by themselves, lead to increased DNA loss from the telomeres 
during cell division as well as in nondividing cells [46]. Additionally, there may 
be shortened telomeres in some psychiatric patients prior to disease onset, where 
decreased LTL represents an existing anomaly and acts as a risk factor. In this sce-
nario, epigenetic reprogramming of telomere maintenance is conceivably acting as 
a mediating factor in stress-related psychiatric conditions [47].
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Inflammation and Oxidative Stress

Deficiency of telomerase, the enzyme responsible for telomere lengthening, causes 
shortened telomeres in mitotic cells such as leukocytes, stem/progenitor cells as 
well as dividing neurons in the dentate gyrus and subventricular zone. Chronic 
viral infection, exemplified by cytomegalovirus, is being increasingly associ-
ated with shortened LTL and this effect is possibly due to selective expansion of 
leukocytes and a predominance of senescent T cells (e.g., CD8+CD28−) [48]. 
Furthermore, inflammation and oxidative stress are two key determinants of LTL 
attrition which act independently from telomere shortening that ensues from cur-
tailed DNA end replication in frequently dividing cells. These factors are often 
increased in severe psychiatric illnesses and mature resting cells including neurons 
can acquire a senescent phenotype if exposed to them [49]. In this regard, it must 
be kept in mind that inflammation together with increased oxidative stress can 
become mutually reinforcing with increasing damage that promotes accelerated 
cell aging. The effect of inflammation on LTL is likely caused by its association 
with increased immune cell replication during inflammation, as well as by path-
ways leading from inflammation to oxidation. Pro-inflammatory cytokine levels 
are inversely correlated with LTL in MDD, in individuals with histories of early 
life stress and in healthy individuals with high C-reactive protein levels or elevated 
overall inflammatory load [50]. Oxidative stress probably has an even more funda-
mental role in LTL shortening, since telomeric DNA is very sensitive to free radi-
cals and this coupled to relatively inefficient repair of oxidative damage results in 
severe telomere attrition. Accordingly, there is evidence that oxidative stress mark-
ers are inversely correlated with LTL in MDD [51].

Role of Stress Hormones—Cortisol and Catecholamines

The relationship between serum cortisol levels and LTL is not very clear cut. With 
regards to basal cortisol concentration, a study showed no significant association 
while another reported an inverse relationship to LTL [52]. In studies conducted in 
Cushing’s syndrome patients, LTL and cortisol levels were not related cross-sec-
tionally but LTL significantly lengthened after remission from the active disease 
[53]. Studies are more, but not always, consistent in showing inverse relationships 
between LTL and dynamic aspects of cortisol secretion (e.g., waking-associated 
increases in cortisol or cortisol responses provoked by psychological stress) as 
opposed to basal, resting or even circadian cortisol levels [54]. In contrast, short-
ened LTL has been associated with increased urinary catecholamine concen-
trations or increased sympathetic nervous system activity more unequivocally. 
Individuals with increased inflammation, higher cortisol awakening responses, 
and increased heart rates displayed progressively shorter telomeres as the num-
ber of such irregularities increased [52]. Lastly, certain anabolic hormones may 
be related to LTL. Stress-stimulated salivary testosterone levels were positively 
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correlated with buccal cell TL, but resting, basal, and circadian testosterone levels 
were not [55]. Also, higher anabolic/catabolic ratios (higher dehydroepiandroster-
one sulfate and insulin-like growth factor-I levels, along with lower cortisol, cat-
echolamine, and IL-6 levels) in elderly subjects were associated with relatively 
longer LTL [56].

Psychotropic Medications and LTL

Two studies in MDD [24] and one in BD type II [37] found no significant differ-
ence in LTL between those who were currently receiving psychoactive medica-
tion compared to those who were not, and one study found no difference between 
those on high dose versus low dose antidepressants [43]. These findings must be 
interpreted cautiously, however, since only current or recent medication use was 
assessed, not the cumulative duration of prior medication use. A study reported 
that a mixed group of patients who had severe psychiatric illnesses requiring hos-
pitalization had longer LTL than controls, but only if they had been prescribed 
psychotropic medications. However, this finding is difficult to interpret, since 
cases did not necessarily have current mental illnesses (patients were included 
if they had been psychiatrically hospitalized over approximately the preceding 
four decades). Further, patients were not randomized to medication and there 
may have been a survivor selection bias [57]. As mentioned earlier, Martinsson 
et al. (2013) reported significantly increased LTL in individuals with BD treated 
with lithium compared to controls; they hypothesized that lithium may increase 
telomerase activity, but this supposition was untested in humans [39]. The litera-
ture search found one study which directly assessed the impact of antipsychotic 
medication on telomere length in animals. Mice administered atypical antipsy-
chotics for 2 weeks (from the age of 8 weeks on) had lengthened hippocampal TL 
compared to untreated mice; typical antipsychotic medications did not share this 
effect [58].

Telomerase Activity (TA) in Mood Disorders—Overview

The enzyme telomerase represents the principal means by which telomeres are 
maintained and their lengths replenished. Inadequate TA in replicating or injured 
cells decreases the capacity to repair shortened telomeres and increases vulnerabil-
ity to premature cellular senescence, apoptosis, or genomic instability [59]. Most 
normal human somatic cells have very little, if any, detectable TA and therefore, 
possess limited capacity for cellular division. By distinction, germ-line/stem/pro-
genitor cells have characteristically high TA, and so is the case with various rap-
idly dividing and cancerous cells [60].

Clinical and animal studies have established the significance of balanced tel-
omerase activity for cellular health and successful aging. In humans inherited tel-
omerase deficiency causing a twofold decline in gene dosage is associated with 
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malignancies and several other diseases. On the other hand, too much TA can 
also be harmful such that mutations that increase expression of TERT, the cata-
lytic subunit of telomerase, by twofold result in enhanced risk for certain cancers. 
This supports the notion of “just right” telomerase activity for appropriate phys-
iological functioning throughout human life [61]. In this vein, the latest studies 
have started to examine the ratio of TA to LTL, since higher ratios, particularly in 
the presence of lower telomere length, may point to severe cell stress or a failed 
attempt by telomerase at telomere maintenance [62]. Separately from their role in 
telomere preservation, telomerase and TERT may have a major function in cel-
lular health through other mechanisms such as angiogenesis, mitochondrial work-
ing, neurogenesis, decreased excitotoxicity, and apoptosis, even though most of 
this data is from animal experiments, and its human importance is as yet unde-
cided [63]. Mature mice totally lacking in TA exhibited obtunded, dysfunctional 
telomeres and a senescent phenotype. Interestingly, in these animals re-activating 
telomerase experimentally for a short period of 4 weeks lengthened telomeres, 
diminished DNA damage signaling, and reversed degenerative phenotypes through 
multiple organs, including the brain [64]. Such findings indicate that telomerase 
not only repairs certain types of age-associated cellular damage but also leads to 
its reversal.

Preclinical investigations raise the likelihood that brain TA may be relevant to 
the depression phenotype in mice because of the following observations [3, 65]:

(1)  Chronic mild stress (CMS) diminished hippocampal TA.
(2)  Treatment with desipramine, a tricyclic antidepressant, reversed the CMS-

induced decreases in hippocampal TA.
(3)  Inhibition of TA in the hippocampus leads to blighted neurogenesis and 

“depression-like” behaviors.
(4)  By contrast, overexpression of intra-hippocampal TA increased neurogenesis, 

produced “antidepressant-like” behaviors and precluded CMS-induced behav-
ioral alterations.

(5)  Irradiation ablation of the dentate gyrus prevented the “antidepressant-like” 
effects of telomerase overexpression.

This is robust evidence that hippocampal TA in mice is linked to the modulation 
of “depression-like” behaviors and possibly “antidepressant-like” effects mainly 
by promoting adult neurogenesis in the dentate gyrus. Nevertheless, a noteworthy 
limitation is that telomeres and telomerase are regulated differently in rodents and 
humans so that caution is warranted when extending these findings to man [66].

TA—A Review of Studies in Psychiatric Disorders

There is a paucity of studies on TA in psychiatric conditions but this area is 
better investigated in the framework of psychological stress. In this regard, a 
study in premenopausal women reported that compared to low-stress mothers, 
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severely stressed caregiving mothers in good overall health and without clinical 
depression had lower resting PBMC TA (basal TA) [67]. Another study investi-
gated basal or resting TA in peripheral monocytes and lymphocytes of elderly 
women, half of whom were stressed dementia caregivers while the other half 
were low-stress controls. Basal TA was lower in dementia caregivers as com-
pared to controls, but exposure to acute laboratory stress transiently increased 
resting telomerase activity in all of the participants, both in proportion to the cor-
tisol response to the stressor and (in the low-stress women only) to the degree 
of anticipatory threat [68]. Further studies indicated that basal PBMC TA could 
be upregulated in stressful conditions or clinical depression. For instance, in 
another study in caregivers of dementia sufferers, several subjects had signs of 
clinical depression and demonstrated short LTL but with increased basal PBMC 
TA [69]. Likely reasons for these conflicting findings could be that the caregiver 
mothers in the study by Epel et al. (2004) were premenopausal whereas those in 
the Damjanovic et al. (2007) study were postmenopausal and estrogen, a recog-
nized regulator of TERT, was involved in these effects. Moreover, few of the car-
egiver mother subjects (Epel et al. 2004), but many dementia caregivers in the 
study by Damjanovic et al. (2007) had clinical depression. Nonetheless, the eti-
ology for the opposing effects on basal PBMC TA was unclear and it was con-
sidered that the increased TA in the latter study was an unsuccessful attempt to 
compensate for the excessive loss of telomeres. The same rationalization was 
given in a small-scale study in MDD, in which unmedicated individuals with 
major depression had significantly increased basal PBMC TA [70]. In addition, 
Tessyier et al. demonstrated that expression of TERT mRNA, while not sig-
nificantly different in MDD and control groups, was positively correlated with 
depression and anxiety severity ratings in the combined sample of MDD subjects 
and controls [33]. A study in patients with schizophrenia reported a nominally 
significant decrease in basal PBMC TA in cases compared to controls [71]. Two 
genetic studies deserve mentioning; in a study in Han Chinese subjects, research-
ers investigated NVL gene variants in cases with MDD and schizophrenia and 
compared these to nonpsychiatric controls. NVL (nuclear valosin containing pro-
tein/p97-Like), a member of the AAA-ATPase (ATPases associated with various 
cellular activities) family, encodes a novel hTERT (human telomerase reverse 
transcriptase) interacting protein NVL2 which is a telomerase component essen-
tial for holoenzyme assembly. The investigators were able to show that NVL 
gene may contain overlapping common genetic polymorphisms acting as risk 
factors for both MDD and schizophrenia, highlighting the role of telomerase in 
the pathogenesis of major psychiatric disorders [72]. In an interesting study, a 
genetic polymorphism in hTERT gene associated with shortened telomeres was 
investigated in patients with major depression, BD type I subjects, current epi-
sode depressed, and healthy controls. It was shown that telomere length, as meas-
ured in saliva, was shorter in depressed subjects compared to controls and that 
rs2736100 minor allele in hTERT gene was associated with depression among 
those without experience of childhood adversity, and with number of depressive 
episodes in BD1 patients responding well to lithium. The results suggested that 
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genetic variation in hTERT gene, the catalytic subunit of telomerase, may influ-
ence the vulnerability to depression [73].

It can be surmised that changes in telomerase activity may include genetic 
alterations in the enzyme, while common pathogenic factors like oxidative stress 
and inflammation also influence TA. Likewise, stress associated cortisol changes 
may have major effects on TA and, in this regard, the underlying mechanisms are 
just beginning to be elucidated. In a recently published study, cases with MDD 
on routine drug treatment were randomized to 12 weeks of yoga- and meditation-
based lifestyle intervention (YMLI) or no such treatment and several neuroplasti-
city and cellular health biomarkers were measured. It was found that depression 
scores significantly decreased in the intervention group compared to controls 
and that this was associated with increased serum BDNF levels in the former. 
Increased sirtuin 1 and telomerase activity and decreased cortisol significantly pre-
dicted this association (all p < 0.05) [74].

Psychotropic Medications and TA

In this section, first preclinical data is described in relation to psychotropic medi-
cations and TA and the results are interpreted with respect to depression-like 
behaviors in murine models. In a recently published study, it was found that 
depressive phenotype induced by CMS in rats was reversed by desipramine (a 
TCA) and this was associated with restored TA as measured by increased TERT 
expression along with a reduction in oxidative damage to animal liver [65]. The 
study concluded that antidepressant administration was able to rescue age-
related phenotypes in depressed individuals induced by chronic stress. Wei et al. 
(2015) reported short telomeres and reduced TERT expression and TA in the hip-
pocampus of Flinders sensitive line rats, which are a genetic model of depression, 
compared to Flinders-resistant line rats. They also found that lithium adminis-
tration for 6 weeks significantly increased TERT expression and TA in the hip-
pocampus of the Flinders sensitive line rats, thereby normalizing their baseline 
abnormalities [75].

Although still few in number, clinical studies are now providing a clearer pic-
ture with respect to TA and psychotropic agents. In a small-scale study in BD type 
I patients, it was shown that compared to controls, medication-free subjects with 
manic episodes had shortened LTL at baseline, but this increased after treatment 
with lithium plus antipsychotics. Whole blood TERT gene expression levels were 
upregulated in mania and remission compared to controls and this effect was spec-
ulated to be a compensatory attempt by the body to restore LTL [76]. An interest-
ing study in bipolar disorder found that in cases, LTL was positively correlated 
with lithium therapy when treatment lasted for a duration of more than 2 years. 
Moreover, there was increased expression of telomerase gene in neural progeni-
tor cells derived from lithium-treated patients [77]. A large-scale study sheds light 
on recently recognized hTERT SNP rs2736100, shortened LTL and depression. 
It was found that telomere length was decreased in cases versus controls and the 
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rs2736100 minor allele was associated with MDD among those without experi-
ence of childhood adversity, and with number of depressive episodes in BD types 
I patients responding well to lithium. While it was an original report on hTERT 
gene variation in mood disorders, it demonstrated that the newly documented SNP 
was associated with depressive recurrences in bipolar disorder even in patients 
who had response to lithium [73]. In the study by Martinsson et al. (2013), it was 
shown that both BD type I and II patients had lengthening of LTL compared to 
controls with long-term lithium treatment (≥30 months) and this effect was posi-
tively correlated with lithium response [39]. In a small-scale study, Wolkowitz 
et al. (2012) reported that unmedicated MDD subjects who had relatively low 
basal PBMC TA at baseline (prior to treatment and compared to the entire MDD 
group), and who had the greatest increases in basal PBMC TA over the course of 
treatment, showed superior antidepressant response to 8 weeks of sertraline treat-
ment. Across the entire sample (responders and nonresponders to treatment), how-
ever, antidepressant treatment was not associated with significant changes in basal 
PBMC TA. These findings raise the possibility that depressed individuals with 
relatively low basal PBMC TA while unmedicated (compared to other depressed 
individuals) stand to gain the most from exogenous telomerase activation, and that 
telomerase activation may be a novel mechanism of action of some antidepressants 
[70]. Further studies are urgently needed to assess the role of telomerase in psy-
chiatric disorders, identify new mechanisms of action of psychopharmacological/
psychological treatments, and most importantly, answer the key question whether 
cellular aging can be reversed or slowed down?

Peripheral Aging Biomarkers and Brain

In this section, the relationship of LTL and PBMC TA with brain tissue is exam-
ined as it is crucial to establish whether key peripheral biomarkers of aging bear 
any association with brain functioning. Since telomere length is frequently inter-
related across certain tissues including skeletal muscle, skin, subcutaneous fat, 
and cerebral cortex it is conceivable that LTL is linked to TL in some brain tis-
sues. Additionally, the rates of telomere shortening over time are also comparable 
across tissues, at least for leukocytes, skeletal muscle, skin, and subcutaneous fat 
[78]. Further, to the extent that LTL is shortened by inflammation and oxidative 
stress, these systemic factors may affect telomeres in brain cells also, since the lat-
ter are highly susceptible to such conditions. Regardless of these speculations, it is 
unknown whether LTL and TL are correlated in brain cells [79].

In this vein, two postmortem studies of TL in cerebellar gray matter and occipi-
tal cortex found no significant differences between MDD subjects and controls, 
although correlations with LTL were not assessed [80, 81]. However, compared to 
areas like dentate gyrus in hippocampus where actively dividing neuronal precur-
sor cells are found, cerebellar and occipital gray matter are presumably not much 
influenced by mitosis-related telomere shortening. Among the glial cells, oligo-
dendrocytes are exquisitely sensitive to oxidative stress. Szebeni and colleagues, 
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studying the autopsied brains of individuals who had MDD reported shortened TL, 
decreased TERT expression, and lowered antioxidant enzymes in oligodendrocytes 
in two white matter regions implicated in MDD [82].

Neuroimaging research is beginning to shed light on the correlation between 
LTL and hippocampal volume in MDD. Wikgren et al. found that, whereas shorter 
LTL was associated with greater subcortical atrophy and more white matter hyper-
intensities, shorter LTL was related to larger hippocampal (HC) volume. This 
was discovered in non-demented apolipoprotein E ε3/ε3 carriers, but not in non-
demented apolipoprotein E ε4 carriers. The authors interpreted their finding in the 
former group as being consistent with greater overall cellular proliferation in leu-
kocytes as well as the hippocampus. While this would lead to relatively shorter 
LTL due to more frequent mitoses in the leukocytes, HC volume would increase 
due to enhanced neurogenesis in the dentate gyrus [83]. Nonetheless, a more 
recent MRI study found the opposite relationship; it discovered that in apolipo-
protein E ε3/ε3 carriers LTL was directly correlated with HC volume, which was 
interpreted as evidence of “coordinated chromosomal and neural aging” [84]. A 
relatively recent population-based study found that LTL was positively linked to 
total cerebral volume, including white and cortical matter gray volume, as well 
as with HC size and volumes of several other subregions. These correlations were 
generally more robust in relatively older individuals, but remained significant after 
adjusting for multiple covariates, including age, gender, and cardiovascular risk 
factors [85].

Very few studies have examined relationships between basal PBMC TA and 
brain TA or brain structural volumes. To date, only one study has assessed the 
relationship of basal PBMC TA to HC volume in MDD. In an interesting study, 
Wolkowitz et al. (2015) reported a significant positive correlation between basal 
PBMC TA and hippocampal volume in a small group of unmedicated individu-
als with MDD but not in healthy controls. The authors interpreted these findings 
as being consistent with the fact that increased neurogenesis in the dentate gyrus 
resulted from greater TA in the hippocampus in MDD subjects [86].

In conclusion, it is implicit that only peripheral markers of cell aging (LTL, 
PBMC TA) are obtainable in living humans. Nonetheless, it is essential to estab-
lish their relationship to neural processes involved in psychiatric illnesses; oth-
erwise, their ultimate value will be limited. As alluded to above, in the case of 
clinical populations there are enough promising leads to justify further trials 
comparing peripheral and central markers using various forms of neuroimaging. 
For investigation purposes, autopsied brain specimens can provide corroborating 
evidence.

Averting or Undoing Cellular Aging

There is sufficient evidence that shortened LTL accompany major psychiatric dis-
orders and this raises the exciting prospect that appropriate treatment or preven-
tion of psychiatric illnesses might lead to telomere lengthening and delay cellular 
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aging. Only few pharmacologic studies have investigated this issue; nonetheless, 
several behavioral and psychological intervention studies in nonpsychiatric pop-
ulations have examined the matter. In the later subjects, researchers have deter-
mined the effects of interventions on basal PBMC TA or LTL. The behavioral 
techniques range from intensive lifestyle modification, mindful eating, mindful-
ness-based stress reduction, and various types of meditation, even though it is 
not known whether the findings could be extended to psychiatric populations. An 
additional limitation is that these studies have often been non-randomized and not 
adequately controlled; however, in general, these have found intervention-associ-
ated increases in basal PBMC TA [87]. Furthermore, some investigators reported 
“dose–response” relationships, such that enhancement in mental well-being, 
greater sense of purpose in life and superior adherence to behavioral interventions 
correlated with larger increases in basal PBMC TA [88]. One study found that 
retreat participants meditating for 6 h daily for 3 months had greater PBMC basal 
TA at the end of the 3 months than did a waitlist control group [89]. In a sample 
of breast cancer patients, Lengacher et al. (2014) showed that mindfulness-based 
stress reduction for 6 weeks significantly increased PBMC basal TA compared to 
a waitlist control group. Unlike some other studies, the investigators controlled for 
basal PBMC TA at the start of the study, but the active group was heterogeneous 
in terms of treatment received and time since treatment completion. Additionally, 
the treatment program was rather short and thus only short-term assessment of 
basal PBMC TA was possible [90]. In a first of its kind non-randomized study 
in low-risk prostate cancer patients, Ornish et al. (2008) showed that 3 months 
of wide-ranging lifestyle alterations resulted in significant increases in basal 
PBMC TA along with reduction in psychological distress. Potential limitations 
of this study were the lack of a control group, the fact that only 30 of 126 eli-
gible patients agreed to participate in the study after learning the details and an 
all-male cohort [91]. A 5-year follow-up of 10 of the original participants from 
that study showed that their LTL significantly increased from baseline relative to 
controls who were only provided active surveillance. This study was limited by 
small sample size (10 subjects in the intervention group and 25 controls) and non-
randomized design [92].

The literature on exercise and telomere length is rather unclear but by and large 
indicates that exercise is coupled to a telomere-protective phenotype in leukocytes 
and skeletal muscles [93]. One study found that aspects of “multisystem resil-
iency” defined by positive lifestyle (e.g., social support, good emotional regula-
tion, sleep, and exercise), collectively but not individually, statistically diminished 
the negative relationship between MDD and LTL. Analyses in this study were 
cross-sectional, thus causality could not be deduced and data on diet, another life-
style factor that could influence LTL, were not offered [94]. The same group of 
investigators previously found, in a group of caregiving and non-caregiving post-
menopausal women, that highly stressed women had shorter telomeres, but only 
if they were inactive, signifying a protective effect of exercise. As that study 
was cross-sectional, it was hard to infer causal relationships, particularly since 
the more highly stressed women were less likely to be physically active [95].  
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Similarly, a prospective study of healthy postmenopausal women followed over 
the course of 1 year found that major life stresses during the study year were asso-
ciated with significant telomere shortening over the period, but that this effect was 
significantly attenuated in women with positive health behaviors (leisure-time 
physical activity, healthy dietary practices, and good sleep quality) [96]. This 
study was important since it was one of the few prospective longitudinal studies to 
examine stress-related changes in TL and possible moderators of this correlation. 
However, since the measures of stress and of health behaviors were self-reported 
this could have possibly influenced the results. Further, health behaviors may have 
been falsely associated with LTL if physical diseases (that could, themselves, 
reduce health behaviors) had the primary relationship with LTL. One additional 
small-scale study involving telephone-based psychological stress-reduction coun-
seling in 22 women with cervical cancer found no significant overall change in 
LTL following four months of counseling, but did observe that changes in distress 
ratings over that time period were inversely correlated with changes in LTL. This 
study, however, had no control group, and four months of study time may be too 
short to determine significant changes in LTL [97].

The behavioral/psychological/lifestyle intervention literature linking these 
measures to basal PBMC TA and LTL is attention-grabbing and points in the pre-
sumed direction. However, it is limited by the small-scale, non-randomized, non-
blinded design of the studies, as well as, the short duration of the interventions. 
Despite the fact that the biochemical intermediaries in this regard remain to be 
determined, the presumed effects of certain of these interventions on cellular aging 
appear to be mediated by such psychological factors as improvements in stress 
arousal and lessening of threat cognitions and ruminative thought.

Conclusion

The study of telomere biology in psychiatric illnesses is in its initial stages and, 
while firm conclusions cannot be drawn, the evidence is suggestive of acceler-
ated cellular aging in major mental disorders. Admittedly, there are discrepancies 
between studies and the possible reasons include varied subject demographics 
(e.g., age, gender, race, socioeconomic status, history of childhood adversity), dis-
similar study designs, differences in duration or severity of the investigated illness, 
diverse specimen processing, and disparate assaying protocols. Moreover, varia-
tions in moderators of LTL and basal PBMC TA are often not assessed and, among 
others, these comprise of genetic risk-alleles, cognitive threat appraisal, pessimis-
tic outlook, arousal and regulatory system activation, and stress resiliency fac-
tors. In this respect, recent data suggest that “high risk” genetic polymorphisms 
in the serotonin and dopamine systems may interact with early life adversity to 
affect adult LTL. Short LTL is unlikely to be specific to any one categorical psy-
chiatric illness and is more likely related to underlying transdiagnostic biological 
abnormalities or behavioral dimensions/phenotypes. Combining LTL measures 
with psychiatric disorder evolution may inform clinical practice as the current evi-
dence is suggestive of progressive telomere attrition with repeated mood episodes. 
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Further, a study of cell aging in psychiatric illnesses and of its moderators and 
mediators may have preventive and protective value. However, the overarching 
question is whether peripheral LTL and PBMC basal TA are reflective of brain 
processes relevant to mental illness.

Evidence of significant LTL shortening in psychiatric illnesses is cause for 
concern, since shorter LTL has been linked to current and future medical illnesses 
and to premature mortality, although causality has not been demonstrated. More 
research is needed to define possible roles of telomerase and TERT in psychiat-
ric illnesses, but initial preclinical and clinical findings are intriguing and indica-
tive of a potential role in hippocampal neurogenesis and the action of psychotropic 
medications. Risk factors and mechanisms for accelerated cell aging in humans 
are just beginning to be understood, and longitudinal studies will be needed to 
infer causality as well as to address the important questions of timing, prevention, 
and reversibility of cell aging. If LTL attrition is related to psychiatric disease in 
a “dose–response” relationship, it will be important to determine whether less-
ening the “dose” of the disease by adequate treatment will help preserve LTL or 
reverse telomere attrition. In a rather dismal situation, findings that certain posi-
tive lifestyle changes are correlated with lowered degrees of cell aging provide 
reasons for optimism, although many of the studies are small-scale, open-label, 
or inadequately controlled. Thus, more prospective longitudinal, large-scale, well-
controlled studies are required. Since subjective stress ratings and the anticipation 
of threat bear closer relationships to cell aging than do objective stressors, it is 
conceivable that psychotherapy and stress coping mechanisms might also attenu-
ate stress associated cell aging, but this has not been well studied.

Measuring LTL and basal PBMC TA may someday prove to be useful biomark-
ers in personalized medicine for staging disease progression and disease risk and 
selecting treatments, but there is insufficient research yet to support this assump-
tion. Further, inadequate calibration of assay methods across labs and the lack of 
accepted “normal ranges” for LTL and basal PBMC TA make it premature for cell 
aging markers to enter clinical use at this time. The relatively small effect sizes 
reported in positive studies, as well as the lack of diagnostic specificity of LTL and 
PBMC basal TA changes also argue against the use of such markers as diagnostic 
tools in isolation from other measures. As the mechanistic relationships between 
psychiatric illnesses, biological aging, and comorbid physical illnesses become 
clearer, psychiatric illnesses may come to be understood as systemic illnesses with 
specific mental manifestations rather than as purely brain diseases, thus expanding 
the range of therapeutic targets and diminishing the stigma associated with these 
illnesses.
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Abstract
Recently, noninvasive brain stimulation (NIBS) methodologies, including 
TMS and tDCS, have been considered as efficacious, safe, and innovative 
treatments and alternatives to conventional therapies for some psychiatric dis-
orders. Developing evidence suggests that applying rTMS and tDCS over the 
cognitive control network (CCN), particularly the dorsolateral prefrontal cor-
tex (DLPFC), may improve core symptoms in various psychiatric disorders 
via direct impact on the cognitive control processes involved in emotion regu-
lation. Therefore, neuromodulation of brain regions involved in the cognitive 
control of emotion by NIBS approaches could contribute to a paradigm shift 
in psychiatry. The available evidence suggests that development of effective 
treatment alternatives to enhance cognition is critical for patients with psychi-
atric disorders. The purpose of this chapter is to review the cognition-enhancing 
properties of tDCS and TMS and the impact of these treatments on cognitive 
control processes, especially those related to emotion regulation in psychiatric 
disorders.
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Introduction

Over the past two decades, the therapeutic potential of noninvasive brain stimu-
lation (NIBS) techniques has received increased attention for treatment of psy-
chiatric disorders [1]. NIBS techniques, including transcranial direct current 
stimulation (tDCS) and transcranial magnetic stimulation (TMS), have shown 
therapeutic potential to alleviate symptoms and improve cognitive performance in 
a range of psychiatric disorders [2, 3]. For example, brain stimulation techniques 
that selectively target brain circuitry related to cognitive and emotional functions, 
such as the dorsolateral prefrontal cortex (DLPFC), appear to improve cognitive 
function in depression and schizophrenia [4, 5]. Cognitive impairment is a core 
feature of many neuropsychiatric disorders and a major index of clinical out-
comes, and it has a substantial impact on quality of life and disability related to 
disease [2]. Although current drugs improve specific symptoms of psychiatric dis-
orders, such as delusions, anxiety, and depression, cognitive deficits are not gener-
ally alleviated and may even be exacerbated [6, 7]. Therefore, there is a need for 
effective therapeutic approaches that restore and enhance cognitive performance in 
psychiatric disorders [2]. The use of NIBS techniques to stimulate the DLPFC in 
various psychiatric conditions has been shown to have beneficial clinical effects, 
such as improvement of core symptoms and cognitive deficits [2, 3]. The DLPFC 
is one of the brain regions of the cognitive control network (CCN) that contrib-
utes to regulation of emotions [8]. The CCN is a regulatory system that enables 
the individual to accomplish goals by modulation of other cognitive and emotional 
functions. It encompasses multiple brain areas, including the dorsal anterior cin-
gulate cortex (dACC), posterior parietal regions and DLPFC [9]. TMS and tDCS 
have been established as neuroscientific tools for the investigation of brain func-
tion and as major advancements for the treatment of many psychiatric disorders. 
Therefore, in this literature review, we aimed to determine whether the use of 
NIBS approaches for the neuromodulation of brain regions involved in the cogni-
tive control of emotion, especially the DLPFC, enhances cognition and improves 
core symptoms in psychiatric disorders.

Emotion Regulation in Psychiatry Disorders

Emotion regulation plays a critical role in both physical and mental health, and 
emotion dysregulation results in various types of psychopathology [10]. Through 
emotion regulation strategies, people can completely or partially modify the 
nature, magnitude, and duration of various emotional responses, such as happi-
ness, joy, sadness, and anger [11, 12]. Two important strategies of emotion regula-
tion that have received extensive experimental attention are cognitive reappraisal 
and expressive suppression. Both are associated with specific mood-related prob-
lems, including trait anxiety and depressed mood in healthy adults [13]. Cognitive 
reappraisal involves a cognitive change to neutralize negative emotional impacts 
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or amplify positive emotional aspects of a future event via a shift in thinking about 
that event. It is considered an antecedent-focused strategy because it happens 
before the full experience of distress [13]. Expressive suppression is a response-
focused strategy that inhibits an emotional response that is already occurring, but 
it does not generally decrease subjective emotional distress [13]. Individuals with 
better interpersonal functioning and greater subjective and objective well-being 
show more positive expression and fewer negative emotions, probably as a result 
of their tendency to use cognitive reappraisal instead of expressive suppression 
[14]. Deficits of emotion regulation play an important role in a range of psychiat-
ric disorders, such as depression, schizophrenia, anxiety disorders, posttraumatic 
stress disorder (PTSD), substance abuse, attention-deficit/hyperactivity disor-
der (ADHD) and autism spectrum disorder (ASD) [10, 15–20]. The CCN plays 
an important role in the processes of emotion regulation by assigning resources to 
goal-directed behaviors that are probably crucial for reappraisal [8, 9]. Moreover, 
mental manipulation of emotional information is modulated by the DLPFC [8, 21].

The Cognitive Control of Emotion

Cognitive control is required for the regulation of emotional responses to aver-
sive events and is thus a crucial capability for mental and physical health [22]. 
In contrast to other strategies for emotion regulation, cognitive transformation of 
emotional experience or reappraisal of an aversive event, such as reappraisal of 
negative photos, results in activation of brain regions related to working mem-
ory, cognitive control, and self-monitoring, including the lateral prefrontal cortex 
(LPFC) and the medial prefrontal cortex (MPFC), as well as decreased activation 
of brain areas involved in emotion processing, including the medial orbitofron-
tal cortex (MOFC) and the amygdala [22–28]. Similarities of particular activated 
regions of the LPFC and MPFC by reappraisal, working memory, and response-
selection tasks suggest that an overlapping set of prefrontal regions that are 
responsible for the consciousness maintaining information and preventing inter-
ference from competing inputs also control cognitive regulation of feelings and 
thoughts [22, 24, 26, 29–35]. With regard to cognitive-emotional interaction in 
psychiatric disorders and the multiple hypothetical pathways by which cognitive 
behavior regulates pathological emotions, improved understanding of the func-
tional roles of specific brain regions can help define targets for neuromodulatory 
interventions [36–38]. The notion of a relationship between cognition and emotion 
originates from early reports that indicated damage to certain parts of the brain 
can change both cognitive and emotional behaviors [39]. Therefore, separating the 
brain into cognitive and affective regions is intrinsically challenging and eventu-
ally indefensible [39]. Cognitive dysfunctions, including deficits in various mental 
processes such as attention, decision-making, problem-solving, language, memory, 
and executive functions, are prevalent in many psychiatric disorders that have been 
attributed to deficits in brain networks underlying cognitive regulatory functions 
[40]. Executive dysfunctions comprising abnormalities in three main components, 
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including inhibitory functions, working memory, and cognitive flexibility or their 
combination as higher order executive functions  such as problem-solving and 
planning, are the most widely recognized cognitive deficits in psychiatric disor-
ders [40]. Executive functions  may contribute to psychiatric disorders through 
neural circuitry overlapping with emotional regulation  processes that impact psy-
chiatric functioning and circuit abnormalities relevant to executive functions and 
emotional regulation [40]. Multiple neural circuits within the PFC are responsible 
for coordinating different aspects of cognition and cognitive regulation of behav-
ior and emotions [40]. Neuroimaging studies have identified two main cognitive 
control networks in the brain, including a cingulo-opercular network containing 
the dACC, anterior insula, and anterior PFC; and a frontoparietal network contain-
ing the DLPFC and posterior parietal cortices [41, 42]. Integration of emotion and 
cognitive control processes probably occurs in the prefrontal cortex, especially 
the anterior cingulate, and neurotransmission by dopamine and serotonin is also 
involved in these functions [43]. Cognitive functions, such as attention, are con-
trolled by the prefrontal and parietal cortices, especially via the lateral aspect of 
the PFC that is essential for the maintenance and manipulation of information 
and performance of “cognitive control” operations [26, 44, 45]. The LPFC, espe-
cially the DLPFC, is often considered a purely cognitive region, but functional 
studies using functional magnetic resonance imaging (fMRI) have provided evi-
dence that the LPFC could be a site for interaction and integration of cognition 
and emotion [39, 46–48]. Indeed, the DLPFC is involved in an extensive range of 
cognitive functions, including executive functions, attention, social cognition, psy-
chomotor speed, and memory, suggesting it a reasonable therapeutic target with 
strong potential to influence cognition [2]. In addition, among a complex cortical 
and subcortical network, the DLPFC has been frequently connected with decision-
making processes [49]. Other PFC subregions that are robustly involved in affec-
tive function, such as the ACC, ventromedial PFC (VMPFC), and OFC, might 
also be areas for functional integration of cognition and emotion [50]. A relation-
ship between reduced activity of cognitive control brain regions and psychiat-
ric psychopathology is supported by several findings, such as decreased DLPFC 
activity in depression and decreased recruitment of dACC and DMPFC in PTSD 
[38, 51, 52].

Noninvasive Brain Stimulation as an Intervention  
for Psychiatric Disorders

Transcranial Magnetic Stimulation (TMS)

Repetitive transcranial magnetic stimulation (rTMS) is a noninvasive neuro-
modulation technique that uses an electric coil placed near the scalp to produce 
a magnetic field pulse that penetrates the brain and induces an electric field in 
the underlying region of the cerebral cortex [36]. The rapidly changing electro-
magnetic fields induced by rTMS can depolarize local neurons up to a depth of 
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2 cm in the underlying region of the cerebral cortex and consequently modulate 
cortical and subcortical function by generation of action potentials and alteration 
of regional activity within the cortex [36, 53, 54]. Low-frequency (≤1 Hz) rTMS 
usually has inhibitory effects and decreases cortical excitability and metabolism 
in focal areas, while high-frequency (≥5 Hz) rTMS or HF-rTMS has the opposite 
effects [36, 54]. Mechanisms underlying the therapeutic effects of rTMS within 
directly stimulated brain regions have been attributed to structural changes, 
including increased gray matter volumes; functional changes, including increased 
regional cerebral blood flow and neurotransmitter levels; and changes in inter-
connected brain regions [55, 56]. A systematic review and meta-analysis of rand-
omized, double-blind, and sham-controlled trials has demonstrated that HF-rTMS 
applied to the left prefrontal cortex has antidepressant properties [57]. Although 
most randomized-controlled trials (RCTs) have demonstrated the effectiveness 
of HF-rTMS applied to the left DLPFC or low-frequency (LF) rTMS applied to 
the right DLPFC in the treatment of MDD and treatment-resistant depression 
(TRD), a systematic review and meta-analysis found that LF right-sided rTMS 
shows greater promise because it has fewer side effects and offers greater pro-
tection against seizures [1, 58]. rTMS has been approved for the treatment of 
MDD and for auditory verbal hallucinations in schizophrenia, but it might also 
be beneficial in the treatment of PTSD, obsessive-compulsive disorder (OCD), 
and schizophrenia [1]. Two systematic reviews and meta-analyses revealed that 
active rTMS significantly improves negative symptoms in schizophrenia com-
pared to sham rTMS [59] and that rTMS is an effective treatment for negative 
symptoms in schizophrenia [60]. A systematic review of several meta-analytical 
studies found that rTMS is an effective therapeutic intervention for both positive 
and negative symptoms of schizophrenia, although the authors recommended fur-
ther studies to more precisely clarify the role of rTMS in the treatment of this 
illness [61]. An exploratory meta-analysis of randomized and sham-controlled tri-
als on rTMS for treatment of OCD demonstrated that HF-rTMS protocols and 
rTMS targeted at the DLPFC do not have greater efficacy than sham rTMS, but 
LF-rTMS protocols and rTMS employed over non-DLPFC regions, particularly 
the supplementary motor area (SMA) or OFC, might be promising approaches 
with the greatest potential efficacy [62]. Another exploratory meta-analysis of 
randomized, double-blind, and sham-controlled trials suggested that active rTMS 
applied to the DLPFC might be effective for PTSD, but larger scale RCTs will be 
needed to investigate the differential efficacy of targeting the left or right DLPFC 
and performing HF-rTMS or LF-rTMS protocols [63]. In addition, a recent sys-
tematic review and meta-analysis suggested that both HF- and LF-rTMS may 
alleviate the symptoms of PTSD [64]. Moreover, HF-rTMS over the right or left 
DLPFC could reduce cravings for various substances, such as cocaine [65, 66], 
alcohol [67] and nicotine [68–70]. Modulation of the right PFC with rTMS could 
be an alternative therapeutic approach for ADHD because chronic conventional 
treatments are intolerable for many patients with ADHD, and reduced excitabil-
ity of the right PFC is involved in the pathophysiology of ADHD [71]. Indeed, 
improvement in ADHD symptoms has been reported after HF-rTMS delivered to 
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the right PFC [71]. It has also been suggested that rTMS may be both an innova-
tive research tool and a potential treatment for amelioration of some core symp-
toms associated with ASD [72] (Table 1).

Transcranial Direct Current Stimulation (tDCS)

tDCS is a neuromodulation technique that may produce therapeutic effects by 
increasing or decreasing cortical excitability, via anode or cathode scalp elec-
trodes [3]. tDCS involves the application of a weak, constant, low-intensity elec-
trical current (usually 1 or 2 mA) over the scalp that flows through the brain from 
the anode electrode to the cathode electrode and generates bidirectional polarity-
dependent alterations in cortical excitability [73, 74]. Neurophysiological evi-
dence suggests that the anode electrode increases cortical excitability, and the 
cathode electrode reduces cortical excitability [75]. tDCS appears to be a safe 
and promising tool in the treatment of conditions with abnormal cortical activ-
ity because of its ability to control cortical excitability and its potential to induce 
long-lasting effects, especially in patients experiencing too many side effects of 
medication or those with treatment-resistant symptoms [3]. The results of a sys-
tematic review of RCTs and meta-analyses showed that active tDCS was supe-
rior to sham tDCS for treatment of acute depression [76]. A systematic review 
of preliminary data suggests that tDCS is a promising technique for the treat-
ment of bipolar disorders, especially during depressive episodes. It may also 
improve neurocognition and sleep quality in euthymia and help to prevention 
of relapse [77]. Another recent systematic review and meta-analysis found that 
bifrontal tDCS improves symptoms of bipolar depression via stimulation of the 
left DLPFC and inhibition of the right DLPFC, suggesting tDCS is a promis-
ing therapeutic modality for bipolar depression [78]. However, future RCTs are 
required to determine the effectiveness of active versus sham tDCS in patients 
with bipolar depression [78]. Moreover, reversing this bifrontal montage as an 
add-on in bipolar depression may also reduce manic symptoms during a manic 
state [79]. Several case reports and RCTs have investigated the clinical effects 
of cathodal-tDCS applied over the left temporoparietal junction (TPJ) or right 
DLPFC coupled with anodal tDCS applied over the left PFC or right supraorbital 
region on auditory verbal hallucinations (AVH) and other schizophrenic symp-
toms in adult patients with schizophrenia, and all reported sustained improve-
ment of global symptoms and the safety and tolerability of the technique [3]. It 
has been hypothesized that modulation of the abnormal brain network underlying 
obsessive-compulsive (OC) symptoms, including the orbitofronto-striato-pallido-
thalamic network, by the use of tDCS over abnormal brain regions could alleviate 
OC symptoms [80]. Several case reports, open-label studies, and a randomized-
controlled study investigating the clinical effects of tDCS in patients with OCD 
proposed tDCS as a tool to alleviate OC symptoms, as well as comorbid depres-
sion and anxiety in patients with treatment-resistant OCD. However, additional 
sham-controlled studies are required to verify these results [80]. Preliminary 
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results summarized in a systematic review proposed that tDCS is a promising 
therapeutic tool for obsessive-compulsive symptoms in patients with treatment-
resistant OCD, but further sham-controlled studies are needed to confirm these 
findings [80]. Several RCTs have reported mixed results related to the effect of 
tDCS applied over the DLPFC on cravings for tobacco, alcohol, methampheta-
mine, cocaine, and marijuana [81]. Three double-blind RCTs showed a signifi-
cant reduction in cue-induced nicotine craving and a greater reduction in cigarette 
consumption in both protocols of active tDCS, including anode-right/cathode-left 
and anode-left/cathode-right, applied over the DLPFC compared with sham treat-
ment [82–84]. In addition, reduced substance craving has been reported with both 
active tDCS conditions (anode-left/cathode-right and anode-right/cathode-left) 
over the DLPFC compared with sham tDCS for alcohol abusers [85], marijuana 
users [86], and cocaine-dependent users [87]. Only active anodal left/cathodal 
right tDCS over the DLPFC could diminish cue-induced food craving [88]. 
Although tDCS has been proposed as a promising therapeutic option for reduc-
tion of substance abuse craving, a systematic review suggested that more data 
is needed before considering tDCS as an effective technique for SUDs [89]. A 
double-blind, sham-controlled randomized clinical trial of tDCS in adult patients 
with ADHD showed that application of anode-left/cathode-right over the DLPFC 
improved ADHD symptoms, and this improvement persisted after the stimulation 
ended [90]. Based on the hypothesis that anodal tDCS over the left hemisphere 
has beneficial effects by increasing hypoactivation in the brain of individuals with 
autism, two RCTs found that anodal tDCS over the DLPFC improves language 
acquisition and other autistic symptoms compared with sham stimulation [91–93] 
(Tables 1 and 2).

The Effects of tDCS and rTMS on the Cognitive Control 
of Emotion in Psychiatric Disorders

Depression

Major depression (MD) is characterized by emotional impairments and cognitive 
deficits, including deficits in executive functions, psychomotor skills, attention, 
perception, and different types of memory [94–97]. Anodal tDCS applied to the 
left DLPFC ameliorates deficient cognitive control in patients with major depres-
sion disorder (MDD), leading to improvements in working memory performance 
and attentional bias. Thus, NIBS might be an efficient approach for treatment of 
MDD by recovery of deficient cognitive control because deficient cognitive con-
trol has been suggested as a contributing factor to the onset and maintenance of 
depression [98]. A recent study assessed cognitive control by presenting a delayed 
response working memory task with emotional pictures versus neutral pictures 
during the delay period in 22 MDD patients and 22 healthy control subjects [98]. 
Anodal tDCS to the DLPFC improved working memory performance in both 
patients and control subjects. Attentional bias, as measured by the distractive 
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effects of emotional stimuli on working memory performance, was entirely elim-
inated by anodal tDCS in MDD patients [98]. In addition, it has been hypothe-
sized that the antidepressant efficacy of TMS might be a result of enhancement 
of the CCN [8]. With regard to involvement of the DLPFC in cognitive control, 
the mechanisms contributing to the antidepressant effects of rTMS may be directly 
related to the enhancement of cognitive control, specifically the cognitive control 
processes involved in emotion regulation [8]. A placebo-controlled trial of adjunc-
tive rTMS of the left DLPFC showed no significant group × time interactions for 
any of the cognitive test scores in both real and sham rTMS after a 2-week course 
or during a 4-month follow-up [99]. Several clinical trials of rTMS applied to the 
left or right DLPFC for the treatment of depression reported mixed results related 
to improvement of working memory, verbal memory, executive functioning, pro-
cessing speed, attention, psychomotor speed, and concentration [2, 100].

Schizophrenia

Cognitive deficits strongly predict functional abilities of patients with schizophre-
nia, but despite the beneficial therapeutic effects of numerous antipsychotic med-
ications on positive symptoms, these medications are not effective for cognition 
[101]. Despite advances in pharmacological treatment, psychotic symptoms, nega-
tive symptoms, and cognitive deficits will remain in almost 30% of patients with 
schizophrenia, demonstrating a need to develop alternative therapeutic approaches 
to improve treatment-resistant symptoms [3]. tDCS has shown positive effects 
on cognitive performance in patients with schizophrenia, including significant 
improvements in working memory and attention-vigilance after active tDCS com-
pared to sham tDCS [102]. A 4-week randomized double-blind sham-controlled 
pilot study reported that HF-rTMS targeted bilaterally to the left and right DLPFC 
significantly improved working memory performance in patients with schizophre-
nia compared with sham treatment, suggesting bilateral rTMS is a novel, effica-
cious, and safe treatment for working memory deficits in schizophrenia [4]. A 
systematic review and meta-analysis of 30 randomized, sham-controlled studies 
that administered rTMS to the DLPFC in patients with neuropsychiatric condi-
tions found no robust effect of active rTMS on the majority of cognitive domains, 
including executive functioning, attention, and verbal memory, compared to sham 
treatment. However, working memory performance improved in a small number of 
trials conducted in patients with schizophrenia, demonstrating that this advantage 
may be specific to the clinical population [103].

Obsessive-Compulsive Disorder (OCD)

It has been hypothesized that the reduced ability of OCD patients to inhibit 
intrusive thoughts, impulses, or images and repetitive motor responses may 
be associated with hyperactivity in the medial and lateral frontal areas, such as 
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the supplementary motor area (SMA), anterior cingulate, DLPFC, and orbito-
fronto-striatal and parietal regions [104]. tDCS may have pro-cognitive effects 
in patients with OCD [3]. Similar to second- or third-line pharmacological strat-
egies, rTMS might be an effective treatment for OC symptoms but without the 
long-standing metabolic adverse effects [62]. Although available data reported 
by numerous open and randomized, sham-controlled trials about the efficacy of 
rTMS in the treatment of OCD have shown inconsistent and contradictory find-
ings related to the stimulation areas targeted, stimulus parameters, study design 
and sample size, rTMS targeted at the supplementary motor area (SMA) or pos-
sibly the OFC appears to be the most promising treatment for OCD in terms of 
potential efficacy [105]; targeting the DLPFC does not appear to be effective. 
Future open-label and randomized-controlled trials are needed to clarify the ther-
apeutic role of rTMS and tDCS in improvement of cognitive functions in patients 
with OCD.

Posttraumatic Stress Disorder (PTSD)

tDCS and rTMS have been considered as potential therapeutic options for the 
treatment of PTSD, particularly for those patients that fail to respond to conven-
tional treatments [106, 107]. The results of one pilot study in four PTSD patients 
with poor working memory demonstrated that a combination of computerized 
working memory training and tDCS led to clinically significant improvements in 
cognitive and emotional performance measures accompanied by the normaliza-
tion of posttreatment electroencephalographic (EEG) recordings [108]. Another 
pilot study evaluated the effect of tDCS during extinction learning versus con-
solidation of extinction learning on the improvement of extinction recall in veter-
ans with war zone-related PTSD that were randomized to sham or anodal tDCS 
over the VMPFC combined with a fear-conditioning paradigm [109]. The results 
showed that tDCS during extinction consolidation led to moderately better 
extinction memory during extinction recall than tDCS during extinction learning, 
suggesting tDCS during consolidation of fear extinction may enhance extinction 
recall [109]. Despite a high level of variability in findings reported to date, TMS 
applied over the right DLPFC and MPFC has been suggested as a promising 
therapeutic approach for treatment of PTSD because psychotherapy, pharmaco-
therapy, and complementary medicine therapies have shown inadequate efficacy 
in patients with PTSD [106]. One double-blind, placebo-controlled phase II trial 
investigated the efficacy of 20 Hz rTMS of either the right or left DLPFC as 
compared to sham rTMS for the alleviation of PTSD–associated symptoms and 
cognitive functions and reported that the right and left rTMS were both associ-
ated with nonsignificant improvements in neuropsychological performance but 
significant alleviation of core PTSD symptoms; HF-rTMS of the right DLPFC 
appeared to be the optimal treatment strategy [110]. The efficacy of rTMS and 
tDCS in treating cognitive impairments in patients with PTSD requires further 
RCTs.
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Substance Use Disorder

Substance use disorders are characterized by intense desire for the drug, regardless 
of adverse effects, and reduced ability to control that desire [111]. Cue-induced 
craving is a significant predictor of relapse, and intensity of craving is a way to 
evaluate substance use disorder [112]. In addition, addiction is characterized by 
risky decision-making as a prominent behavioral phenotype that plays an impor-
tant role in the maintenance and relapse of substance use and abuse [113, 114]. 
It has been suggested that the DLPFC, by integrating cognitive and emotionally 
relevant information, is involved in decision-making, and modulation of DLPFC 
activity can improve the level of inhibitory control of emotional impulses, which 
is essential for suitable decision-making behaviors [115]. Neuromodulation of the 
DLPFC with tDCS and rTMS may modify decision-making processes and sup-
press drug craving in substance user patients with decision-making impairments 
[115]. The DLPFC is involved in decision-making processes, and individuals 
with substance use disorders show decision-making impairments, such as demon-
strating riskier behaviors during decision-making tasks [3]. In addition, the pre-
frontal- cortical network, especially the DLPFC, is involved in inhibitory control 
mechanisms during confrontation of patients with addictive substances [116]. 
Increased activity of the PFC and, consequently, enhancement of cognitive con-
trol, can diminish automatic impulses and thus decrease substance abuse behavior 
[117]. Investigation of the effect of tDCS applied over the right DLPFC on nico-
tine intake and decision-making behaviors in tobacco smokers showed that active 
stimulation significantly reduced the number of cigarettes smoked compared to 
sham stimulation and induced beneficial decision-making processes and reward 
sensitive effects [83]. Thus, tDCS appears to be a promising therapy to decrease 
cravings and modulate cognitive functions associated with consumption and 
relapse [3]. Further RCTs are required to explore the role of rTMS and tDCS in 
the treatment of cognitive functions in SUDs.

Attention-Deficit Hyperactivity Disorder (ADHD)

Neuropsychological tasks have revealed several types of cognitive impairments 
in ADHD, particularly deficits in response inhibition (inhibition of a prepotent 
response in support of a suitable response), which may be attributed to abnor-
mality in the fronto-striatal circuitry in the brains of ADHD patients [118]. It has 
been hypothesized that administration of NIBS to the fronto-striato-cerebellar 
network combined with cognitive training could improve cognition in ADHD 
[2]. A within-subject crossover study showed that three sessions of active anodal 
tDCS applied over the left DLPFC, with concurrent training in working memory, 
improves impulsivity symptoms in adults with ADHD compared to working mem-
ory training with sham stimulation, suggesting tDCS may contribute to treatment 
of impulsivity in ADHD [119]. Neuroimaging studies in ADHD subjects revealed 
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a significant association between cognitive deficits, impulsive decision-making, 
and response inhibition and reduced activity in brain regions of the CCN, particu-
larly the DLPFC, compared to healthy controls [120–123]. Therefore, modulation 
of cognitive control circuits and enhancement of DLPFC activity by tDCS may 
improve impulse control in ADHD [119]. Interestingly, a crossover double-blind 
randomized, sham-controlled pilot study in adult patients with ADHD showed that 
a single session of HF-rTMS directed to the right DLPFC significantly improves 
attention compared to sham rTMS [124]. However, further RCTs are needed to 
clarify the effect of neuromodulation approaches on cognitive deficits and their 
effect on alleviation of core symptoms of ADHD.

Autism

There is a pressing need for effective treatments of ASD because no specific treat-
ment has been approved for this population, and behavioral and pharmacologic 
therapies cause adverse effects and unsatisfactory outcomes [125, 126]. NIBS 
techniques, including tDCS and rTMS, have been proposed as treatment options 
for autism [2]. Children and adolescents with ASD usually show impairment of 
working memory (WM) that likely underlies core deficits in cognitive func-
tions, including language, general intelligence, and reasoning [127–129]. WM 
depends on prefrontal activity, and poor WM performance in individuals with 
ASD has been attributed to prefrontal hypoactivation during working memory 
tasks in adults with ASD [130–133]. A sham-controlled crossover study in adults 
with high-functioning autism revealed that active bifrontal tDCS applied over the 
DLPFC could improve working memory (WM) performance and some core defi-
cits [134]. Preliminary data reported by one randomized-controlled trial suggested 
that bilateral, 20-Hz rTMS applied to the DLPFC may be an efficacious interven-
tion for treatment of executive functions deficits in ASD [135]. However, more 
controlled clinical trials are warranted to evaluate the true potential of rTMS and 
tDCS in the treatment of ASD.

Conclusion

Despite advances in psychopharmacology and psychotherapeutic interventions 
for treatment of psychiatric disorders, many patients with these diseases do not 
respond to conventional treatments. Therefore, development of new therapeutic 
approaches is warranted. Application of NIBS techniques over the DLPFC node 
of the CCN may through direct effects on cognitive control processes involved in 
emotion regulation, improve core symptoms of psychiatric disorders. Beneficial 
effects of targeting the DLPFC by tDCS and rTMS in the treatment of psychiatric 
disorders is probably due to the direct effects of these interventions on the cog-
nitive processes regulated by the CCN, as well as behavioral manifestations of 
CCN function. Among the cognitive functions, working memory has received the 
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most attention in studies of the cognitive-enhancing effects of neuromodulation of 
psychiatric disorders, although other cognitive domains have also been assessed. 
Exploring the effects of rTMS and tDCS on working memory and other processes 
associated with DLPFC/CCN function, such as cognitive inhibition, self-regula-
tion, and problem-solving, could be useful in the development of effective treat-
ment alternatives as a paradigm shift in psychiatry. In addition, future studies that 
analyze the synergistic effects of NIBS protocols and other conventional interven-
tions, such as computerized tasks, behavioral paradigms, drug treatment, psycho-
therapy, and cognitive training, is warranted in patients with various psychiatric 
conditions.
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Abstract
Psychobiotics are live bacteria that directly and indirectly produce positive 
effects on neuronal functions by colonizing into the intestinal flora. Preliminary 
studies, although in limited numbers, have found that these bacteria have anxio-
lytic and antidepressant activities. No research has yet been published on the 
antipsychotic efficacy of psychobiotics. However, these preliminary studies 
have opened up new horizons and raised the idea that a new class is emerg-
ing in psychopharmacology. About 70 years have passed since the discovery of 
chlorpromazine, and while the synaptic transmission is understood in almost all 
details, there seems to be a paradigm shift in psychopharmacology. In recent 
years, the perspective has shifted from synapse to intestinal microbiota. In this 
respect, germ-free and conventional animal experiments and few human stud-
ies were examined in a comprehensive manner. In this article, after a brief 
look at the history of contemporary psychopharmacology, the mechanisms of 
the gut–brain relationship and the evidence of metabolic, systemic, and neu-
ropsychiatric activities of psychobiotics were discussed in detail. In conclu-
sion, psychobiotics seem to have the potential for treatment of neuropsychiatric 
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disorders in the future. However, there are many questions and we do not know 
the answers yet. We anticipate that the answer to these questions will be given 
in the near future.

Keywords
Probiotics · Psychobiotics · Microbiota · Psychopharmacology · Gut–brain 
axis · Dysbiosis

Introduction

In modern medicine, there have been four important developments in the field of 
treatment. These are: Louis Pasteur and Robert Koch’s bringing in vaccine to the 
medicine, the discovery of penicillin, use of oral contraceptives, and psychophar-
macology [1]. The term “psychopharmacology” has been first visible in the lit-
erature under the title of pharmacologist David Macht’s article [2]. Although 
morphine, codeine, cocaine, bromine, barbiturates, and amphetamines have been 
discovered until 1920 and have been used in various psychiatric indications, the 
discovery of chlorpromazine in 1951 is the milestone of psychopharmacology as 
a modern scientific discipline [3]. The discovery of chlorpromazine not only made 
a revolutionary difference in the treatment of psychotic patients but also paved the 
way for an understanding of synaptic transmission and subsequently identified 
neurotransmitters in the central nervous system [4].

Understanding the synaptic transmission, determining the neurobiological basis 
of psychiatric disorders and controlling the disease symptoms with drugs is the 
first paradigm shift in psychopharmacology. With the discovery of chlorproma-
zine, psychiatry has become one of the other medical disciplines, and psychia-
trists have become true physicians rather than being therapists listening only to the 
problems of their patients [3].

A paradigm shift is being experienced in recent years. In the etiopathogenesis 
of neuropsychiatric disorders, in addition to synaptic neurotransmission, the role 
of intestine–microbiota–immune system–brain interactions have begun to be better 
understood [5]. In recent years, much evidence has been obtained on bidirectional 
interaction between intestinal microbiota and brain, impaired microbiota composi-
tion (dysbiosis), leaky gut, effects of germ-free conditions on neurodevelopment, 
and neuroinflammation in preclinical and clinical studies [5]. In the light of this 
evidence, microbiota-based treatments have emerged. The main heading of this 
treatment is probiotics or, in other words, psychobiotics.

Current Paradigm in Psychopharmacology

Although the discovery of chlorpromazine has been a short while ago, about 
70 years, the roots of modern psychopharmacology go back further. Roughly 
two periods can be defined before the discovery of chlorpromazine. In the first 
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period (1800s), pharmacological agents were used for the first time in the control 
of behavioral disorders through the discovery of drugs such as morphine, potas-
sium bromide, chloral hydrate, hyoscine, and paraldehyde. With the introduction 
of thiamine (vitamin B1), nicotinic acid (niacin, vitamin B3), and penicillin in the 
first half of the twentieth century, neuropsychiatric disorders related to beriberi 
disease, psychosis related to pellagra and dementia caused by syphilis have been 
taken under control, respectively, and the incidence in psychiatric hospitals has 
decreased significantly. In addition, barbiturates were discovered in this period, 
and the antimanic property of lithium (1949) was noticed [4]. In order to under-
stand the paradigm shift created by chlorpromazine, it is useful to take a brief look 
at the period before chlorpromazine.

Before Chlorpromazine

The first fruit of modern psychopharmacology is for sure morphine. Friedrich 
Wilhelm Adam Sertürner succeeded in decomposing morphine from opium in 
1805 and observed that this substance caused sleep in animals, therefore, by being 
inspired by the ancient Greek god of sleep Morpheus, he named it morphine [1]. 
Morphine has been used for rapid control of aggression and agitation in 1860s [4]. 
Again, during these years, potassium bromide has been used in the treatment of 
epilepsy and anxiety [6]. Chloral hydrate is also used for sedation and behavior 
control, like morphine and potassium bromide [4].

Barbiturates produced in 2500 different derivatives since being synthetized in 
1903 have been the leading drug in the treatment of insomnia for nearly 50 years 
[7]. In the treatment of schizophrenia; electrically induced convulsions (electro-
convulsive therapy, ECT) have been used since the mid-1930 s, and camphor or 
pentetrazol (cardiazol) induced convulsions and insulin coma therapy have been 
applied throughout the 1940s [4]. From a different angle, these treatment methods 
are also a reflection of the desperation in psychopharmacology.

Chlorpromazine

Phenothiazine, a precursor of chlorpromazine, was produced in 1883 for use in 
the blue dye industry [4]. Paul Charpentier et al., working in the French pharma-
ceutical company Rhone-Poulenc laboratories, succeeded in synthesizing chlor-
promazine from the phenothiazine on December 11, 1951, and announced their 
general anesthetic properties [8]. Surgeon Henri Laborit and his colleagues used 
it for anesthetic purposes, and published its sedative activity without loss of con-
sciousness in an article named “A new vegetative stabilizer” [9]. The first case 
treated with chlorpromazine at the psychiatry ward (Jacques Lh, a male, agi-
tated, psychotic manic patient) has been reported at Laborit’s request [10]. One 
month after this article, on March 22, 1952, Pierre Deniker and Jean Delay started 
clinical research and published six articles in 6 months [3]. Chlorpromazine has 
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been recognized and used in psychiatry because of these articles. In November 
1952, chlorpromazine was registered in France (inspired by “large in action”) as 
Largactil [3].

After Chlorpromazine

Simultaneously with the introduction of chlorpromazine, the mechanisms of 
synaptic transmission have begun to be understood. At this point, the discovery 
of spectrophotofluorometer (SPF) is a revolutionary progress [11]. Electrical and 
chemical activity in the synaptic range has been observed through SPF, and six 
neurotransmitters (acetylcholine, dopamine, serotonin, gamma-aminobutyric acid, 
norepinephrine, and substance P) have been identified [3]. In 1963, it has been 
understood that potent antipsychotics block catecholamine receptors [12]. The 
information obtained by observing the effect of chlorpromazine on neuronal trans-
mission through SPF pave the way for both the understanding of schizophrenia 
physiopathology and the discovery of other drugs [13]. Today, around 112 psycho-
tropic drugs (32 antipsychotics, 25 antidepressants, 20 anxiolytics/sedatives/hyp-
notics, 4 chemical dependency adjuncts, 4 monoamine oxidase inhibitors, 6 mood 
stabilizers, 8 stimulants, and 17 miscellaneous drugs) are in clinical use (Last 
updated: July 10, 2018) [14].

Paradigm Shift in Psychopharmacology

Over the last half century, enormous knowledge to illuminate the etiopathogenesis 
of neuropsychiatric disorders and to offer treatment options has been accumulated. 
The vast majority of this information is associated with neuronal transmission. 
Dopamine hypothesis in psychotic disorders, serotonin hypothesis in anxiety/
depression still remains valid [15]. However, dopamine is not the only neuro-
transmitter associated with psychosis. Increased evidence in recent years show 
that serotonin and glutamate are associated with dopamine, the problems in these 
two neurotransmitter systems (serotonin hyperactivity in 5-HT2A receptors on 
glutamatergic neurons in the cerebral cortex and NMDA receptor hypoactivity in 
GABAergic interneurons in the prefrontal cortex) cause dopamine hyperactivity in 
D2 receptors at mesolimbic pathway [16]. Similarly, serotonin plays an important 
role in peripheral tissues (gastrointestinal system, hematopoiesis, bone metabo-
lism, metabolic homeostasis) and especially in immune system functions [17, 18]. 
Gardner and Boles, using the term “mitochondrial psychiatry”, proposed a new 
model of serotonergic insufficiency, mitochondrial dysfunction, and inflammation 
in the pathogenesis of depression and affective spectrum disorders [19, 20]. Han 
et al. argued that commensal microorganisms living in the intestines communi-
cate with the host mitochondria and thus, it is possible to live long and healthy 
[21]. Anderson also emphasized the importance of the relationship between 
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mitochondria and melatonin, inflammation, sirtuin, tryptophan metabolites, DNA 
repair, and oxidative/nitrosative stress [22].

The focus of psychopharmacology is shifting from synaptic neurotransmission 
to the peripheral system, intestinal microbiota, mitochondria, immune system, and 
neuroinflammation. In this period, psychobiotics stand out as the new class of psy-
chotropic drugs [23, 24].

Gut–Brain Communication

Human body is a complex ecosystem where our eukaryotic own cells and prokar-
yotic commensal microorganisms live together [5]. The term “psychobiotics” 
has been proposed to describe viable microorganisms colonized in the intestines 
that have positive effects on neuropsychiatric functions in various ways [24]. 
Psychobiotics interact with the body and especially the brain through the endo-
crine, metabolic, and immune system by virtue of the hormones, metabolites, 
and immune factors they secrete [25]. This bidirectional interaction between the 
gut and the brain, defined as the “gut–brain axis”, is not yet fully elucidated [26]. 
However, according to the information obtained from a large number of animal 
and human studies, psychobiotics are effective on brain functions by secreting 
neuroactive metabolites (serotonin, catecholamine, gamma-aminobutyric acid 
[GABA], acetylcholine) as well as short-chain fatty acids (SCFAs) [27]. In the 
presence of dysbiosis, pathogenic live bacteria or bacterial components (endo-
toxins with lipopolysaccharide and peptidoglycan structure) that are involved in 
the systemic circulation due to leaky gut can cause a low-grade immune reaction. 
These components that pass through the blood–brain barrier can induce neuroin-
flammation by activating microglia [28]. This interaction is discussed below in 
detail.

Microbiota–Immune System Interaction

In recent years, with the emergence of evidence that the brain has its own lym-
phatic drainage system, the neuroinflammation hypothesis has become more 
important [29]. The main function of the immune system is to find and destroy 
germs. Molecular elements of microorganisms (nucleic acids, cell wall components 
in lipopolysaccharide, flagella, etc.) activate immune system cells [25]. Microbiota 
bacteria contact the immune system through pattern recognition receptors (PRRs). 
The most important member of the PRRs is toll-like receptors (TLRs) [26].

Anti-inflammatory cytokines such as interleukin-10 (IL-10) are produced when 
PRRs are activated by commensal bacteria [30]. For example, Bifidobacterium 
infantis and Lactobacillus GG increase the level of IL-10 in human and reduce 
the level of pro-inflammatory cytokine and repair impaired blood–brain barrier 
permeability due to inflammation [31]. In addition, beneficial bacteria block the 
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pathogenic pro-inflammatory process by activation of TLR-2 and TLR-4 [32]. 
Pro-inflammatory cytokines induced by pathogens can affect neuronal functioning 
in several ways. For example, they can change the level of neurotransmitters in 
the brain [33]. They may also induce prostaglandin synthesis that provokes pro-
inflammatory process through another way [34]. Psychobiotics play an important 
role in reducing low-level neuroinflammation by decreasing the levels of pro-
inflammatory cytokines in the systemic circulation.

However, in a trial by Bercik et al. on mice infected with Trichuris muris para-
sites, Bifidobacterium longum NCC3001 reduced anxiety levels and normalized 
low hippocampal BDNF levels without any change in cytokine levels [35]. This 
finding suggests that non-cytokine mechanisms are also present in the probiotic 
effect.

Microbiota–Enteric Nervous System Interaction

Myenteric neurons are located just below the enterocytes and can be in direct 
contact with microbiota bacteria as it is close to the lumen [36]. Microbiota may 
be effective on the electrical activity of the enteric nervous system. For example, 
Bifidobacterium longum exhibits anxiolytic activity by reducing the action poten-
tial of myenteric neurons [37]. In the study of Ma et al., psychobiotic treatment 
(Lactobacillus reuteri) prevented hyperexcitation of dorsal root ganglion neurons 
in the colon due to noxious stimulation [38]. The excitability levels of myenteric 
afterhyperpolarization neurons of germ-free mice were found to be lower [39]. In 
another study, various abnormalities of the enteric nervous system of germ-free 
mice (increased number of myenteric nitrergic neurons, less neuronal density in 
ganglions) has been found [40]. By altering ion transport in the colon mucosa and 
submucosa, microbiota also affects the operation of the myenteric nervous system 
and peristalsis [41]. Microbiota bacteria play an important and decisive role in the 
enteric nervous system not only on neurons but also on homeostasis and control of 
glial cells in lamina propria [42].

In addition, there are neurotransmitters in the intestinal bacteria metabolites. 
Bacillus produces dopamine and noradrenaline, Bifidobacteria and Lactobacillus 
produce GABA, Escherichia produces noradrenaline and serotonin, and 
Enterococcus and Streptococcus produce serotonin [43]. Although there is no evi-
dence, these neuroactive amines have the potential to affect synaptic activity in the 
enteric nervous system.

The Role of Nervus Vagus

Nervus vagus is the most important linkage regulating parasympathetic activity 
between brain and gastrointestinal system and plays a direct role in immune sys-
tem functions [44]. Stress [45], nutrition [46], and exercise [47] affect vagal activ-
ity. Nervus vagus stimulation produces anti-inflammatory [44], analgesic [48], 
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antiepileptic [49], antidepressant, and anxiolytic [50] effects. On the contrary, 
there are indications that antidepressant and anxiolytic drugs also affect vagal 
activity [51].

The effectiveness of psychobiotics has not been observed in many vagotomy 
applied animal experiments [37, 52]. However, in an experiment on mice, Bercik 
et al. also found that neurobehavioral effect of Lactobacillus continued after 
vagotomy [53]. Apparently, nervus vagus is one of the pathways responsible for 
psychobiotic activity in the gut–brain axis.

The Effect of Stress on Leaky Gut

The intestinal epithelial cell (enterocytes) is the largest mucosa in the human body 
due to its ciliary structure, and its total surface area can reach the size of a tennis 
court. Tight junction proteins that bind enterocytes make the mucosa intact. The 
mucous layer secreted by the mucosa is a strong physical barrier between bacte-
ria and the toxic material and the host. Leaky gut may occur for various reasons 
(stress, glucocorticoids, dysbiosis, and endotoxins). The pathogenic microorgan-
isms and their toxic metabolites in the lipopolysaccharide structure enter into the 
bloodstream and cause a pro-inflammatory effect. The role of this process in the 
etiopathogenesis of depression is quite clear [54]. Psychobiotics caused leaky gut-
reducing and anti-inflammatory effect in animal experiments [55–57].

The leaky gut effect of glucocorticoids is reversed by psychobiotics and ulti-
mately it results in an anti-inflammatory effect, which is significant in neuropsy-
chiatric disorders accompanied by low-level neuroinflammation. However, it was 
found that psychobiotics had beneficial effects in cases where leaky gut and asso-
ciated neuroinflammation are not observed [58, 59].

Bacteria-Induced Active Metabolites and Short-Chain Fatty 
Acids (SCFAs)

The human genome does not encode enzymes that digest plant-derived poly-
saccharides. The digestion of these foods in the diet is carried out by enzymes 
synthesized by microbiota [60]. Digestion of plant-derived polysaccharide fib-
ers results in production of SCFAs (acetate, butyrate, propionate, lactate) [61]. 
SCFAs are absorbed from the colon, enter into the systemic circulation, and reach 
the liver and muscles, and then they are involved in the metabolic functions and 
are perhaps the most important microbiota metabolites [61]. A small amount of 
SCFAs reaches the central nervous system by crossing the blood–brain barrier 
[62]. Although the effect of this small amount on synaptic transmission is not yet 
clear, experimentally it has been shown that high-dose fatty acids have an agonist 
effect on free fatty acid receptors [63] and change neuromodulation via epigenetic 
mechanisms [64, 65]. This may have important consequences for neuropsychiatric 
functions.
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Microbiota bacteria metabolites are not limited to SCFAs. Metabolites of 
microbiota, which are involved in blood circulation, have a very important role 
in neuroimmune disorders and neuroinflammation [66]. For example, the role of 
metabolites synthesized from tryptophan (such as serotonin and antioxidant-fea-
tured indoxyl sulfate and indole-3-propionic acid) has been shown in germ-free 
animal experiments [67]. The plasma tryptophan amounts of germ-free mice are 
higher than that of normal (microbiota-containing) mice, whereas the plasma 
serotonin levels of normal mice are approximately three times higher [68]. This 
result may be interpreted as the effect of microbiota bacteria have an effect on the 
metabolism of enterochromaffin cells secreting serotonin in the intestine.

However, the information obtained so far in this area is unfortunately insuf-
ficient and is limited to animal experiments. After it is uncovered in detail from 
which substrate which metabolites are produced by human microbiota bacteria and 
which effects they have on all organ systems, its role in maintenance of health and 
etiopathogenesis of diseases will be clarified.

Psychobiotics

In the scientific literature, Ilya Ilyich Mechnikov (Elie Metchnikoff) is the first 
person who mentioned the beneficial effects of commensal microorganisms on the 
host, without using the name psychobiotics [69]. The Nobel Prize in Physiology or 
Medicine 1908 was awarded to Mechnikov in recognition of his work on immunity 
[70]. Probably the first research has been published in 1910 on the efficacy of pro-
biotic bacteria in the treatment of depression [71]. After a long period of silence, as 
summarized in Fig. 1, extensive clinical and preclinical studies have been started to 
be conducted in recent years on the effectiveness of probiotics [23, 72].

PROBIOTICS 

Difference in nervus vagus activity

Change in the activity of 
the myenteric plexus 

Prevention of leaky gut

constitution of healthy microbiome from dysbiosis

short chain fatty acid synthesis
neurotransmitter  synthesis

adrenaline

serotonin

dopamine

GABA

muscularis externa

Myenteric plexus
Submucous plexus

muscularis interna

enteric lumen

Fig. 1  Overview of the effectiveness of probiotics
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Animal Studies

Two of the effective studies conducted in this field have been performed by 
Desbonnet et al. In the first of these, adult male Sprague-Dawley rats were divided 
into two groups; 12 for experiment group and 8 for control group. Bifidobacterium 
infantis was administered orally to the experiment group for 14 days. Then, forced 
swim test and various blood analyses (cytokine, plasma tryptophan, brain mon-
oamine, vasopressin, corticotrophin-releasing factor) were applied to the rats. 
Bifidobacterium infantis showed antidepressant-like activity in serological ana-
lyzes, even though there was no change in the test performance of two groups 
[73]. In their second study, the researchers tested the antidepressant activity of 
this psychobiotic bacterium by comparing it with citalopram (a selective seroto-
nin reuptake inhibitor antidepressant). At the end of the experiment, no difference 
has been found between citalopram and Bifidobacterium infantis antidepressant 
 activity [74].

Psychobiotics can cause a decrease in anxiety scores as well as in depression 
scores. In an experiment by Bravo et al., BALB/c mice applied Lactobacillus 
rhamnosus JB-1 showed lower scores in forced swim test and elevated plus maze 
test forced swim test [75]. Additionally, GABAB1b receptor expression levels 
decreased in amygdala and hippocampus and increased in cingulate and prelim-
bic areas in the experiment group. These findings can be interpreted as psycho-
biotics can exhibit anxiolytic activity by modulating inhibitory neurotransmitter 
(GABA) functions. Janik et al. measured the efficacy of Lactobacillus rhamnosus 
JB-1 on brain neurotransmitter levels of BALB/c mice with magnetic resonance 
spectroscopy (MRS) [76]. GABA, glutamate, and aspartate levels were found to 
be high in mice fed with psychobiotics. This is the first study showing that probi-
otics increased the level of central glutamate. Another interesting finding is the dif-
ference between the duration of neurotransmitters’ elevation and staying high after 
probiotic administration.

In another study with similar design, the efficacy of Mycobacterium vaccae as 
a psychobiotic bacterium was tested using the Hebb–Williams style complex maze 
[77]. Test performances of the probiotic applied group were higher than the con-
trol group. However, the life span of this effect was limited to 1 week. This finding 
is significant even if it contradicts some previous studies on the persistent colo-
nization of exogenous probiotics in the intestine [78, 79]. In the study of Liang 
et al., the efficacy of Lactobacillus helveticus and citalopram was compared in 
various biochemical analyzes and anxiety tests (elevated plus maze and open-field 
test) [80]. Psychobiotic-fed rats had lower levels of anxiety and higher memory 
performance, lower hypothalamo-pituitary activity, and higher anti-inflammatory 
markers than control group. These findings are similar to citalopram activity.

In a study by Moya-Perez et al., the C57BI/6 J male pups under the model of 
chronic stress induced by maternal separation were divided into two groups [81]. 
The effects of Bifidobacterium pseudocatenulatum CECT 7765 were evaluated on 
the 21st day and on the 41st day of postpartum through various analyzes and tests 
(corticosterone, neurotransmitters, cytokines, fecal microbiota analysis, elevated 
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plus maze, open field, acute immobilization). As a result of the experiment, it was 
found that the bacteria weakened the acute stress response, showed anti-inflamma-
tory effect, decreased the level of anxiety and repaired intestinal dysbiosis.

In a very recent study, the antidepressant-like efficacy of Lactobacillus rham-
nosus JB-1 and fluoxetine was tested on two different mouse strains (BALB/c and 
Swiss Webster) [82]. The tail suspension test and the corticosterone response to 
an acute restraint stressor were applied to the laboratory animals. Lactobacillus 
rhamnosus JB-1 and fluoxetine showed antidepressant-like behavior in both tests 
in BALB/c mice (n = 46). However, Swiss Webster mice (n = 36) did not respond 
to both treatments. In the light of these results, it is seen that the selection of labo-
ratory animal strain in the studies on psychobiotics is of importance on the results.

Human Studies

Although the findings from animal experiments give hope for human studies, they 
may not always meet expectations. Therefore, it is necessary to increase studies on 
human and discuss their results. Let’s take a look at the small number of human 
studies in this context.

In an early study on patients with irritable bowel syndrome, 75 participants (48 
females, 27 males) received Lactobacillus salivarius UCC4331, Bifidobacterium 
infantis 35624 or placebo for 8 weeks. The rates of interleukin 10/interleukin 12 
before and after treatment were compared. It was found that this ratio, which was 
low before treatment and indicated a pro-inflammatory condition, was normal-
ized in the group receiving Bifidobacterium infantis 35624 [31]. In the following 
period, many studies showing the probiotic efficacy of the Lactobacillus family 
has been published. One of these, published in 2007, investigated the effect of 
Lactobacillus casei Shirota or a placebo-containing milky drink on mood and cog-
nitive functions after drinking for 3 weeks [83]. No statistically significant differ-
ence was found between the two groups as the result of self-report tests (POMS, 
Wechsler Memory Scale, NART). However, the group with the lowest mood 
scores was found to be happier after probiotic supplementation. Surprisingly, the 
probiotic group had lower scores in the tests that measure cognitive functions.

Messaoudi et al. tested the effects of Lactobacillus helveticus R0052 and 
Bifidobacterium longum on mood and cognition in two randomized controlled 
trials (RCT) [58, 84]. In experiment group, self-report tests (Hopkins Symptom 
Checklist-90, Hospital Anxiety and Depression Scale, Coping Checklist) showed 
a decrease in depression and anxiety scores, but the cognitive function scores did 
not decrease.

Different Bifidobacterium and Lactobacillus strains were given to healthy vol-
unteers in another RCT [85]. The participants applied Leiden Index of Depression 
Sensitivity, The Beck Depression Inventory, The Beck Anxiety Inventory (n = 40) 
showed a decrease in sad mood levels. Similarly, healthy medical faculty students 
(n = 47) who had a Lactobacillus bacterium (L. casei strain Shirota) for 8 weeks 
before the exam were found to have lower plasma cortisol levels compared to 
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placebo [86]. Another study that examined the effects of another Lactobacillus 
bacterium (L. gasseri OLL2809 LG2809) on student-athletes (n = 44) found 
decreased symptoms of fatigue and improved mood [87]. These findings can be 
interpreted as psychobiotics may be useful in reducing performance anxiety.

In the study of Tillish et al., healthy volunteers who were given fermented milk 
containing psychobiotics (Bifidobacterium animalis subsp Lactis, Streptococcus 
thermophiles, Lactobacillus bulgaricus, and Lactococcus lactis subsp Lactis) were 
examined under functional magnetic resonance imaging (fMRI). In the experi-
ment group, reduced activity in the emotional and somatosensory centers (insula, 
somatosensory cortex, and periaqueductal cortex) was found [88]. The findings of 
this study were duplicated by an RCT on patients with irritable bowel syndrome 
(n = 44) [89].

However, in a recent study on healthy male volunteers, Lactobacillus rham-
nosus were found to be similar to placebo in terms of stress and cognitive tests 
(Cambridge Neuropsychological Test Automated Battery, Socially Evaluated Cold 
Pressor Test, electroencephalography, cortisol, and cytokine analysis). This finding 
may be caused by the small sample size (n = 29) [90].

Future Directions and Knowledge Gaps

Although promising evidence has been obtained about psychobiotics, there are 
still many uncertainties. For example, it cannot be said that psychobiotics change 
the composition of microbiology permanently and comprehensively. However, 
there are only short-term studies in this field. There is a need for long-term 
(months or even years) studies in which fecal samples are examined. Moreover, 
the composition of the microbiota is dynamic and changes with aging [91]. There 
are no studies on the effectiveness of psychobiotics in different age groups. 
Another issue is which dose to be applied in which indication. Psychobiotics may 
also have a therapeutic range, as in medicines. There may be unresponsiveness due 
to low dose applications, or there may be side effects caused by high doses. In 
addition, it is not clear when physiological, metabolic, immunological, and neu-
ropsychiatric effects occur after oral administration of psychobiotics. The number 
of preliminary studies is quite small. Another problem is; after ending the appli-
cation of psychobiotics, it is not clear how long the activity lasts. Studies on this 
subject are limited. This information should be clarified by monitoring clinical and 
biological parameters for a long time.

The simultaneous increase of the neurotransmitters that interact with each other 
in the brain (for example, GABA and glutamate) suggests that the total effect 
can vanish [76]. Local and specific effects shall be emphasized and functional 
responses of neurotransmitter changes shall be monitored. Evidence of improve-
ment in cognitive functions through psychobiotics has been obtained from preclin-
ical studies [77]. Even if it is not repeated, there is even a study reporting that it 
causes cognitive impairment [83]. The lack of information in this area needs to be 
addressed through additional human studies.
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Another important problem is the uncertainty about why some bacterial strains 
have a psychobiotic effect while others do not. Germ-free animal experiments 
are ideal for separating the neurophysiological effects of a single bacterial strain. 
However, it should be clarified whether the psychobiotic effect is caused by the 
synergy of singular or bacterial strains (quorum sensing) [92]. Factors that can 
affect psychobiotic outcome and their impact strength are not known clearly. Some 
of them may be age, gender, diet, and genotype.

However, there is no study on the interactions of psychobiotics and psycho-
tropic drugs. Most psychotropic drugs have antibiotic activity [93]. For this rea-
son, adding psychobiotics to psychotropics may vanish positive effects. There is a 
need to clarify which psychotropic has an antibiotic effect on which psychobiotic.

Conclusion

Jacques Lh, the first patient treated with chlorpromazine, received total of 855 mg 
of medication during his 20-day treatment [10]. Today we know that this dose 
(40–50 mg/day) is too low for antipsychotic activity [15]. In addition to its role 
in the synaptic transmission, other activities of chlorpromazine have been discov-
ered. New evidence suggests that it (and many other psychotropics) has antibiotic/
antifungal activity [94]. For example, SSRIs kill bacteria through efflux pump 
inhibition, MAO inhibitors through cell wall synthesis inhibition and tricyclic anti-
depressants through DNA gyrase inhibition by antiplasmic action (antimicrobial 
effect) [93]. Here, it is important to remind that the first antidepressant molecule is 
an antituberculosis drug, iproniazid (an MAO inhibitor) [95]. Perhaps today, dis-
tinguished and active psychotropics change the microbiota composition in addition 
to their monoaminergic and synaptic effects (dysbiosis or restoration) [54].

Thus, about 70 years of the reign of psychotropics has begun to be questioned 
[96]. The paradigm in psychopharmacology may be changing. The viewpoint 
seems to shift from synapse to intestinal microbiota and immune system [97]. 
Although more than 100 years have passed since the discovery of psychotropic 
activities, the power and role of psychobiotics have just begun to be understood. 
However, there are many questions to be answered. By answering these questions 
in the coming years, psychobiotics may be used as a new class of psychotropics.
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Abstract
Mental disorders are highly prevalent and often remain untreated. Many limi-
tations of conventional face-to-face psychological interventions could poten-
tially be overcome through Internet-based and mobile-based interventions 
(IMIs). This chapter introduces core features of IMIs, describes areas of appli-
cation, presents evidence on the efficacy of IMIs as well as potential effect 
mechanisms, and delineates how Artificial Intelligence combined with IMIs 
may improve current practices in the prevention and treatment of mental dis-
orders in adults. Meta-analyses of randomized controlled trials clearly show 
that therapist-guided IMIs can be highly effective for a broad range of men-
tal health problems. Whether the effects of unguided IMIs are also clinically 
relevant, particularly under routine care conditions, is less clear. First studies 
on IMIs for the prevention of mental disorders have shown promising results.  
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Despite limitations and challenges, IMIs are increasingly implemented into 
routine care worldwide. IMIs are also well suited for applications of Artificial 
Intelligence and Machine Learning, which provides ample opportunities to 
improve the identification and treatment of mental disorders. Together with 
methodological innovations, these approaches may also deepen our under-
standing of how psychological interventions work, and why. Ethical and pro-
fessional restraints as well as potential contraindications of IMIs, however, 
should also be considered. In sum, IMIs have a high potential for improving 
the prevention and treatment of mental health disorders across various indica-
tions, settings, and populations. Therefore, implementing IMIs into routine care 
as both adjunct and alternative to face-to-face treatment is highly desirable. 
Technological advancements may further enhance the variability and flexibil-
ity of IMIs, and thus even further increase their impact in people’s lives in the 
future.

Keywords
Internet interventions · eHealth · Mental disorders · Psychotherapy · 
Prevention · Artificial intelligence · Machine learning

Introduction

Mental disorders are highly prevalent, with lifetime and 12-month prevalence 
rates estimated to range between 18–36% and 10–19%, respectively [1, 2]. 
Worldwide, mental disorders are one of the leading causes of disability [3]. They 
are associated with an enormous disease burden, including poorer quality of life 
[4], worse educational attainment and social role functioning [4–8], increased 
risk of developing chronic somatic conditions and related mortality [10], as well 
as suicidality [11, 12]. The World Health Organization (WHO) estimates that by 
2030, depression alone will be the largest contributor to the total burden of disease 
worldwide [13].

It is well established that psychological interventions are an effective procedure 
for the treatment of various mental disorders, including depression [14–16], anxi-
ety disorders [17–19], posttraumatic stress disorder [20, 21], personality disorders 
[22, 23], psychosomatic disorders [24–26], or sexual dysfunction disorders [27], 
to name only a few indications. However, research also documents a large treat-
ment gap, as the majority of individuals suffering from a mental disorder remain 
untreated. In developed countries alone, treatment coverage of mental disorders 
only ranges from 23 to 46% [28–30]. Structural shortfalls, such as a lack of thera-
pists within proximity, or long waiting times, do not appear to be the sole rea-
son for such low treatment rates. Research suggests that psychological barriers 
to treatment may also play an important role. Despite the availability of effective 
treatment, many individuals prefer to deal with mental health issues on their own 
or are afraid of stigmatization [31, 32]. Furthermore, even in successfully treated 
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patients, relapse remains frequent [33, 34], and cost-effective measures for after-
care are needed.

Technological advancements in the last decades have enabled the development 
and provision of Internet and Mobile-based psychological Interventions (IMIs 
[35]). Many limitations of traditional psychotherapeutic interventions could poten-
tially be overcome with such interventions. IMIs are free from the restraints of 
location and time, and allow for reaching participants who would not make use of 
mental health treatments otherwise. They may therefore be a viable means to opti-
mize current practices in mental health treatment. Nevertheless, the implementa-
tion of IMIs also raises new questions concerning effectiveness, safety, as well as 
patient and professional preferences.

In this chapter, we will provide an overview on the status and future develop-
ment of IMIs. We aim to define the core elements of IMIs and review available 
evidence for their efficacy and mechanisms of change in treating and preventing 
mental disorders. We will also describe the important ethical and professional con-
siderations associated with IMIs. Lastly, we illustrate current advances and future 
directions of the field, such as the application of data-driven methods and Machine 
Learning, and discuss their implications.

Key Features of Internet- and Mobile-Based Interventions

A basic feature of all IMIs is the transference of therapeutic processes to a digi-
tal environment. Like face-to-face psychotherapy, IMIs aim to modify individuals’ 
emotions, cognitions, and behaviors, and promote their generalization to the daily 
life of users through established psychotherapeutic techniques. There is, however, 
a wide range of possibilities for using IMIs for the prevention and treatment of 
mental disorders, including mobile applications, stand-alone self-help interven-
tions, or IMIs integrated into conventional on-site psychotherapy (i.e., blended 
concepts). IMIs can be categorized according to the technology they use, the 
extent of human support, the theoretical basis, and with respect to their areas of 
application. In Fig. 1, key aspects of IMIs are presented.

Theory Base

It is of utmost importance to resort to evidence-based psychotherapeutic models 
and techniques when developing and implementing IMIs. Among all psycho-
therapeutic approaches, most empirical evidence currently supports the efficacy 
of cognitive behavioral (CBT) techniques for common mental disorders [36, 37]. 
Furthermore, most CBT manuals are highly structured, standardized, and focus 
on specific strategies and concrete behavior. This is probably why most evaluated 
IMIs have used CBT principles as their treatment rationale [38]. Such approaches 
are often referred to as iCBT (Internet-based cognitive behavioral therapy [39]) 
or cCBT (computerized cognitive behavioral therapy). Nevertheless, IMIs are not 
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restricted to any type of specific therapy approach. In recent years, other psycho-
therapeutic theories have also been used as the basis of IMIs, such as psychody-
namic or mindfulness-based approaches [40–45].

Technical Implementation

For the implementation of IMIs, developers rely on a diverse and rapidly growing 
technical repertoire. Such modes of delivery include:

1. Interactive self-help interventions providing evidence-based psychological 
strategies through web-based platforms and/or mobile apps.

2. Virtual or augmented reality interventions for exposure to feared stimuli 
[46–48].

3. Serious games, training psychological strategies in a video game format [49].
4. Avatar-led therapy sessions [50] or chatbot-mediated interventions [51].
5. Automated memory, feedback, and reinforcement interventions delivered 

through apps, e-mails, text messages, or short prompts, which support the par-
ticipant in incorporating intervention content into everyday life [52].

Fig. 1  Key aspects of Internet- and mobile-based interventions
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6. Phone and wearable sensors, as well as apps to monitor symptoms or motivate 
health behavior, such as homework completion or healthy behaviors to support 
the therapeutic process [53].

Videoconferencing [54] and other telehealth services, which primarily assist com-
munication between therapist and patient may also be classified as IMIs. However, 
such services share greater similarities with conventional on-site psychotherapy 
and will therefore not be discussed here.

Human Support

IMIs can integrate varying degrees of human support. A commonly used method 
is guided self-help approaches. Such interventions provide multimedia-based self-
help material, so that most tasks and techniques can be performed independently. 
A clinical psychologist, health professional or trained lay health worker then pro-
vides feedback or guidance in a regular interval. A major aim of human support 
in stand-alone IMIs is to foster adherence to intervention contents [55–57]. To 
reach this, communication can happen either synchronously (per chat or video) or 
asynchronously (e.g., via e-mail). Asynchronous communication formats are more 
commonly used and usually take from a few minutes to a few hours per participant 
and intervention. For users, the processing of self-help material, execution of exer-
cises, and correspondence with a therapist can be very intense. IMI users may thus 
invest much greater time than the supporting therapist. Nevertheless, asynchronous 
contact and time-independent communication allow for increased flexibility and 
autonomy for both participants and therapists.

Area of Application

Possible applications of IMIs in the mental health field are manifold. IMIs can 
be used, among other things, for mental health promotion, prevention and treat-
ment of mental disorders, prevention of relapse or recurrence of mental disorders, 
or chronic illness management. From a public health perspective, IMIs can be 
considered a promising approach to increase the accessibility of evidence-based 
psychotherapeutic techniques in the general population due to their low threshold 
for accessibility, location and time independence, and anonymous usability [58]. 
IMIs can be applied as stand-alones, within a stepped-care approach, or as blended 
treatment approaches, in which IMI and conventional face-to-face psychotherapy 
components are combined.

Stand-alone IMIs. A large asset of stand-alone IMIs is their independence 
from space and time. Stand-alone IMIs can be accessed through the Internet or 
a smartphone app at any time, and everywhere, thus facilitating the access to evi-
dence-based interventions for individuals with limited mobility or people living in 
underserved areas. Such approaches could also overcome common psychological 
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barriers by helping people with difficulties expressing themselves or individuals 
not appreciating social or human contact [59]. People who are not inclined to use 
conventional face-to-face psychotherapy due to reasons such as fear of stigma 
could access IMIs as an alternative. Despite the increasing social acceptance of 
psychotherapy, having mental health problems still causes a feeling of shame 
in many individuals, resulting in help-seeking barriers [60]. Using distant tech-
nologies such as IMIs may be a suitable way to address such issues. Stand-alone 
IMIs can also be disseminated as massive open online interventions (MOOIs) to 
offer free behavioral health services worldwide at minimal costs [61]. They could 
therefore be an innovative instrument to increase access to evidence-based inter-
ventions in countries with defunct or insufficient health care services around the 
globe [62].

Blended Care. In blended concepts, face-to-face psychotherapies are combined 
with IMIs [63]. The extent to which treatment is provided through online-based 
components can vary in such concepts. In some blended concepts, face-to-face 
treatment remains the primary delivery mode, and only some treatment elements 
are supported through digital components. For example, traditional psychotherapy 
can be supported with mobile-based exercises to facilitate adherence to homework 
assignments. Conversely, IMIs can also serve as the major part of the treatment, 
and face-to-face meetings are scheduled as a support element. In blended care 
concepts, IMIs may either replace parts of psychological treatment, especially 
parts of the treatment which do not require mediation by a psychotherapist. This 
enables that time during therapy sessions can be used more efficiently, providing 
more time for face-to-face process work. However, conventional treatment could 
also be augmented through application of IMIs to improve its effectiveness. IMIs 
can be used in such contexts to provide exercises for the participant to work on 
between sessions, or to support the integration of behavior changes into daily life. 
Instruments to achieve this are mobile-based diaries, ultrashort prompts aimed at 
training previously learned strategies, or mobile coaches leading patients through 
difficult situations. This allows expanding the “therapeutic arm” into patients’ 
everyday experiences and behaviors. Another promising application of blended 
concepts might be the delivery of psychological IMIs in chronic somatic care 
[64–68].

Stepped and Matched Care. Stepped-care approaches adapt the degree of thera-
peutic support based on previous intervention effects, while matched care matches 
patients based on baseline characteristics such symptom severity or comorbid-
ity indicators to specific treatment formats such as self-help-guided self-help 
or blended care. For depression, for example, self-help IMIs can be offered in a 
stepped-care approach as a first step to individuals showing prodromal symptoms 
of the disease to prevent the onset of a major depressive episode [69, 70]. Intensive 
therapeutic support is provided in case patients do not respond to IMIs. As step-
down interventions, IMIs can be used for relapse prevention and chronic care in 
remitted patients to stabilize treatment effects [71–76].
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Efficacy

Internet Interventions Compared to Control Groups

The substantial potential of IMIs to prevent and treat mental and behavioral dis-
orders is documented by countless randomized controlled trials (RCTs) which 
have been conducted within the last 20 years. The efficacy of guided self-help 
interventions is particularly well established. Common mental disorders, such as 
depression and anxiety disorders, have been studied frequently in IMI research. 
In such studies, IMIs have been found to be highly efficacious when compared to 
untreated controls (e.g., [77–82]). A recent meta-analysis, comprising ten studies, 
found a statistically significant pooled effect of Hedges’ g = 0.90 (95% CI 0.73-
1.07, p < 0.001) favoring IMIs compared to waitlist controls in the treatment of 
major depression [83]. Compared to waitlist controls, a recent Cochrane review 
on Internet-based therapist-assisted self-help for anxiety disorders found a large 
effect of g = 1.06 (95%CI: 0.92–1.29, p < 0.001; 28 studies) favoring IMIs [82]. 

Table 1  Efficacy of IMIs based on selected meta-analytic reviews

aPurging
bOwn calculations (Hedges’ g using Comprehensive Meta-Analyses 2.0) based on primary study 
results of Andersson et al. (2012), Herbst et al. (2014), and Lenhard et al. (2017)
cOwn calculation of between-group effect sizes, based on studies reported in Hedman et al., 
2012. SMD = standardized mean difference (Cohen’s d/Hedges’ g); CI = confidence interval; 
k = number of primary randomized trials; N = number of participants in primary studies included 
in the meta-analysis

Target population Study authors SMD [95% CI] k N I2

Adults

Major depression Königbauer et al. (2017) 0.90 [0.73; 1.07] 10 727 0

Panic disorder Olthuis et al. (2015) 1.52 [0.48; 2.56] 6 323 93

Social phobia Olthuis et al. (2015) 0.92 [0.74; 1.09] 8 661 48

Generalized anxiety 
disorder

Olthuis et al. (2015) 0.80 [0.42; 1.19] 6 394 69

Posttraumatic stress 
disorder

Kuester et al. (2016) 0.95 [0.56; 1.43] 8 936 91

Insomnia Zachariae et al. (2015) 1.09 [0.74; 1.45] 8 1071 83

Eating disorders Melioli et al. (2016) 0.31a [0.21; 0.42] 16 1643 0

Hazardous alcohol use Riper et al. (2014) 0.20 [0.13; 0.27] 16 5612 27

Obsessive-compulsive 
disorder

Own calculationsb 0.90 [0.61; 1.19] 3 122 0

Chronic pain Buhrmann et al. (2016) 0.42 [0.28; 0.55] 15 2213 54

Irritable bowel syndrome Own calculationsc 0.74 [0.37; 1.11] 4 353 58

Children and Adolescents

Depression Ebert et al. 2015 0.76 [0.41,1.12] 4 796 61

Anxiety Ebert et al. 2015 0.68 [0.45,0.92] 7 796 0
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Meta-analytic evidence also supports the effectiveness of IMIs for a plethora of 
other indications, including posttraumatic stress disorder (PTSD), sleep disorders, 
eating disorders, chronic pain, or substance abuse [84–88]. Table 1 presents cur-
rent meta-analytical evidence on the effects of IMIs for different disorders com-
pared to untreated controls.

Individual RCTs also provide promising evidence for the efficacy of IMIs for a 
range of other disorders, such as obsessive-compulsive [89–92], dissociative [93, 
94], body dysmorphic [95], and bipolar disorders [96], as well as for sexual dys-
function [97–101], tinnitus [102–111], complicated grief [112–114], pathological 
gambling [115, 116], fatigue [117, 118], as well as suicidal thoughts and behaviors 
[119].

However, for some indications, the substantial heterogeneity of effects between 
studies should be considered. Not all IMIs result in similar effects, and more 
research is warranted to disentangle which intervention works for whom, and in 
which context. Many of the studies mentioned above used waitlist control designs 
to determine the effectiveness of IMIs, which is a rather weak control group 
design. Treatment expectancies have been discussed as an artifact in such trials, 
because participants with delayed access to treatment might be less motivated to 
initiate behavior changes [120]. This may cause such studies to overestimate the 
effects of IMIs compared to what can be expected in routine care.

Internet Interventions Compared to Face-to-Face Treatments

The potential of IMIs is also illustrated by their efficacy compared to face-to-face 
therapy. In 2014, Andersson and colleagues synthesized evidence from 13 RCTs 
focusing on various disorders (including depression, phobias, tinnitus, anxiety 
disorders, and sexual dysfunction disorders), and found no differences in effect 
size for direct comparisons between guided IMIs and face-to-face psychotherapy 
(g = 0.01; 95% CI 0.13–0.12; [111]). These results were further corroborated by 
a Cochrane review for IMIs targeting anxiety disorders in adults (g = 0.06; 95% 
CI 0.37–0.25; in the direction of favoring face-to-face; [82]), a meta-analysis 
by Andersson and colleagues for the treatment of depression (g  = 0.12, 95% CI 
0.06–0.30; in the direction of favoring guided IMIs [121]), and an update of the 
initial meta-analysis in 2018 by Carlbring, Andersson, and colleagues [122]. Even 
though the number of RCTs evaluating IMIs in direct comparison to face-to-face 
psychotherapy is still limited, all current meta-analyses indicate that IMIs and con-
ventional psychotherapy are equivalent in their effects. However, these results do 
only count for individuals who are willing to participate in Internet-based or on-
site treatment. IMIs, which usually have a strong self-help focus, are not an option 
for some patients [123–126], while face-to-face treatment is not an attractive inter-
vention format for all either [31]. A recent survey among 641 patients with depres-
sive symptoms in primary care, for example, revealed that younger individuals 
with higher levels of education could be more likely to prefer IMI-based treat-
ments than other patient groups [127].
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There is a small, but steadily increasing number of studies suggesting that 
blended concepts can also serve as an effective approach to increase the effects 
of current state-of-the-art treatments [63]. Sethi and colleagues [128] found, for 
example, that blended face-to-face and iCBT was superior to both face-to-face 
therapy and iCBT alone in the treatment of depression and anxiety in youth. A 
meta-analysis by Lindhiem and colleagues [129] supports that increasing the 
effectiveness of psychological interventions through blended concepts might be 
possible. Synthesizing 10 RCTs, they found that psychological interventions were 
considerably more effective for various indications when on-site sessions were 
supplemented by mobile-based treatment components (SMD = 0.27, p < 0.05). 
Preliminary evidence also suggests that blended concepts can reduce the time 
clinicians have to invest for each client without compromising treatment efficacy 
[130, 131]. However, Kenter and colleagues [132], comparing blended CBT in 
routine care to routine face-to-face data in a naturalistic study, in which therapist 
was not asked to follow a specific standardized concept, found that, while out-
comes were equivalent, blended concepts were associated with a higher number 
of sessions and more time invested by the therapist. This was the case because 
Internet-based contents were only provided in addition to face-to-face therapy. 
Such findings underline the importance of developing a stringent implementation 
model aimed at allowing therapists to delegate tasks to digitalized tools. More val-
uable insight on the potential of blended concepts can be expected from a number 
of large international studies investigating the topic [133–136] which have cur-
rently been finalized, or are still ongoing.

Prevention of Mental Disorders

Ebert, Cuijpers, Muñoz, and Baumeister [137] identified 10 RCTs focusing on the 
effect of IMIs on the incidence of mental disorders in asymptomatic or subclinical 
populations. Six of these studies reported positive results, with the number needed 
to treat (NNT) to avoid one additional disorder onset ranging from 9.3 to 41.2. 
Since then, Buntrock, Ebert, and colleagues found a guided IMI to be effective in 
reducing the risk of developing depression by 41% within 1 year [70, 138, 139]. 
They also found the intervention to show an acceptable cost-benefit ratio [140]. 
Findings on the prevention of relapse in patients with fully or partially remitted 
depression using IMIs are mixed. While Holländare and colleagues [141] found 
that guided iCBT led to significantly reduced relapse rates during a 2-year follow-
up compared to controls, Klein and colleagues [142] did not find such effects 
when evaluating an IMI providing less human support to patients, despite favora-
ble short-term results.

In sum, current evidence indicates that, potentially, prevention of mental dis-
orders using IMIs is possible. Furthermore, there is a large body of evidence 
supporting the effectiveness of IMIs in promoting health behavior, such as the 
reduction of problematic alcohol consumption [143, 144], improving sleep [85, 
145, 146], and reducing work-related or academic stress [147–152], all of which 
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might contribute to preventing mental disorders from a broader perspective as 
well.

Nonetheless, the research on preventive IMIs is still in its infancy, making it 
impossible to draw definite conclusions. For both the prevention of depression and 
anxiety, observed effects of psychological preventive interventions in general tend 
to be lower in studies with follow-up periods longer than 1 year, indicating that 
current available psychological interventions might potentially only delay, and not 
prevent the onset of the disorder [153, 154]. As by now, whether IMIs actually 
have the potential to prevent mental disorders can thus not be ultimately decided.

Cost-Effectiveness

Mental disorders result in enormous societal costs [155–157], both directly (e.g., 
through general practitioner visits, medication, social services, stationary treat-
ment) and indirectly (e.g., through sickness leave, worse job functioning, or mor-
tality). In European countries alone, the total costs of depression are estimated to 
sum up to as much as 118 billion Euro (app. 137 billion US-Dollars [157]). As 
health care resources are limited, and thus have to be used economically, health 
economic analyses of IMIs allow to analyze if intervention costs stand in propor-
tion to their effectiveness [158]. There are two recent systematic reviews support-
ing the cost-effectiveness of guided IMIs [159, 160]. Paganini and colleagues 
found a net benefit of 3,088–22,609 Euro (3,581–26,288 US-Dollars) per partici-
pant for guided depression prevention IMIs. These findings support the implemen-
tation of IMIs from a health economic perspective. However, current evidence 
does not allow to come to ultimate conclusions if IMIs are the most economical of 
all available treatment approaches for mental disorders [159].

Routine Care

Accumulating evidence suggests that IMI-based treatment can also result in clini-
cally relevant improvements for many disorders when implemented into rou-
tine care [161–168]. In a recent paper, Titov and colleagues [169] describe that 
in Sweden, Denmark, Norway, Canada, and Australia, online clinics providing 
guided IMIs have already been successfully implemented, and have shown to be 
effective in treating patients under routine conditions. Whether unguided IMIs also 
have this potential is much less clear. Meta-analyses have shown that unguided 
IMIs can be effective, for example, in addressing anxiety disorders [82], or depres-
sion [170]. It should be considered, however, that such evidence is based on RCTs, 
in which researchers indirectly provide a high level of structure and positive 
regard to subjects as part of the study procedures. These factors are unlikely to 
be found in routine clinical care. Human support functions as an adherence-pro-
moting element in IMIs. It is therefore likely that the effect sizes of IMIs which 
do not provide any human contact are overestimated in RCTs when compared to 
their potential in routine care [171]. Lin and colleagues [172], for example, found 
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that adherence to an unguided IMI for chronic pain was remarkably low when the 
intervention was not provided in a clinical trial context, with virtually none of the 
patients completing the intervention. In a pragmatic study, Littlewood and col-
leagues [173] found no additional benefit of an unguided IMI compared to stand-
ard treatment. However, when the same intervention was delivered with additional 
telephone support in addition to general practitioner care, it was found to be supe-
rior to the pure unguided intervention [174]. Based on current evidence, prefer-
ence in routine care should thus be given to guided interventions. Nevertheless, 
unguided interventions do also offer some advantages, including their low costs. 
Research by Muñoz and colleagues [61] suggests that unguided IMIs can be used 
as MOOIs to facilitate the provision of evidence-based mental health interven-
tions worldwide. Such interventions could be combined within digital apothecaries 
[175] to promote behavioral health and address mental disorders through preven-
tion and treatment, especially in countries with limited access to free health care. 
Overall, more research is warranted into how digital health care services can be 
optimally integrated into routine care [176]. ImpleMentAll, a current large project 
investigating the implementation of IMIs into routine care in 11 European coun-
tries, may provide more insight into this matter in the future.

Acceptance-Facilitating Interventions

Despite the increasing implementation of IMIs into routine care, uptake is still 
often low, with rates ranging from 3 to 25% [177–181]. Psychological factors are 
a common barrier toward seeking treatment [31], and thus may also apply to IMIs. 
Research also documents that many individuals in the general population have lit-
tle knowledge about IMIs [125, 126]. Many misperceive IMIs as being less effec-
tive than conventional therapies [126], including therapists [182, 183], although 
previously presented evidence clearly shows that this is not the case. In a survey of 
the German general population (N = 646), Apolinário-Hagen and colleagues [126] 
found that awareness of Internet-based treatment is associated with higher prefer-
ence for IMIs. This finding points to the importance of developing measures to 
increase awareness of and knowledge about the efficacy of IMIs in the public to 
raise their acceptance. Recent developments, such as acceptance-facilitating inter-
ventions (AFIs) using brief, highly scalable educational videos have been shown 
to be a valid strategy to enhance the acceptability of Internet interventions in 
clinical practice [124, 184–187]. AFIs can be easily disseminated through official 
health care information channels. Therefore, they might be a promising approach 
to increase the public acceptance of IMIs and their utilization.

Limitations and Possible Negative Effects

Although IMIs may have immense benefits for individual patients and the health 
care system, risks and potential negative effects must also be properly con-
sidered. As by now, however, no reliable information is available on potential 
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contraindications for IMIs, warranting further research. An individual patient data 
meta-analysis by Ebert and colleagues [188] found that guided IMIs significantly 
reduce the risk for symptom deterioration compared to controls. In this analysis, 
no patient subgroup with increased risk for deterioration was detected. However, 
it was found that education level moderated effects on deterioration, meaning 
that participants with a low level of education should be more closely monitored, 
as they might show a greater risk for deterioration. In the context of stand-alone 
methods with no human support, it has often been argued that emergencies, such 
as acute suicidality, cannot be addressed appropriately in IMIs. Suicidality is 
therefore often considered as an exclusion criterion for stand-alone IMIs. Studies 
show, however, that IMIs can be used effectively in treating suicidal patients, and 
can decrease suicidal thoughts and behaviors [189, 190]. Further research should 
therefore explore in which contexts IMIs can be used safely in patients showing 
suicidal ideation. Overall, although initial studies address the subject of negative 
effects of IMIs [188, 191–193], little more can be said about this topic right now. 
In addition, there is currently no consensus about the reporting of adverse events 
in clinical trials of IMIs. Other negative effects of IMIs, including imprecise diag-
noses, lowered health-related self-efficacy or negative attitudes toward psycho-
logical interventions in patients who do not profit from IMIs, excessive demands 
on IMI users, increased dependence on technology, or the delivery of potentially 
harmful techniques may be possible, but further research is needed to shed more 
light on this topic.

Mechanisms of Change

In the past, IMI research has primarily focused on the question if such formats 
can be effective at all. Current research is increasingly concerned with establish-
ing mechanisms of change in IMIs. However, such research questions are still in 
their beginnings, and it cannot be fully answered what makes IMIs work. As most 
IMIs integrate evidence-based psychotherapeutic techniques into their rationale, 
one can assume that the mechanisms of change underlying those techniques are 
an active component in IMIs. Yet, confirming specific effects of an active com-
ponent is notoriously difficult in psychotherapy research (cf. [194] p. 241ff.). A 
recent systemic review by Domhardt et al. [195] on IMIs for anxiety suggests, 
seemingly, that the different psychotherapeutic techniques are not active ingre-
dients of IMIs (neither CBT vs. other techniques, nor disorder-specific vs. trans-
diagnostic techniques). Furthermore, cognitive factors (e.g., negative automatic 
thoughts, rumination, or dysfunctional attitudes), emotion regulation, expectancy, 
attributional style, coping strategies, perfectionism, therapeutic alliance, and treat-
ment credibility have been examined as mechanisms of change [108, 196–205]. It 
seems plausible to assume that nonspecific factors equal to those of face-to-face 
psychotherapy also contribute to the efficacy of IMIs. Nevertheless, when focusing 
on mechanisms of change in IMIs, features which are special to such interven-
tions should also be properly considered. Here, we will describe three mechanisms 
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through which IMIs may contribute to individuals’ mental health and well-being: 
self-empowerment, reinforcement mechanisms, and human guidance.

Self-empowerment

Previously, we described that IMIs do not have to be inferior to on-site psycho-
logical interventions in section “Internet Interventions Compared to Face-to-Face 
Treatments”. One explanation for this finding could be that IMIs, while providing 
less human contact, put a stronger emphasis on self-empowerment. Empowering 
patients through IMIs may therefore foster users’ self-management skills, with then 
translate to treatment benefits. Alpay and colleagues [206] delineate specific com-
ponents of empowerment which IMIs may use to foster self-management, such as 
increasing health or disorder literacy, promoting coping self-efficacy, and specific 
problem-solving skills, as well as providing heuristics for decision-making. There 
is evidence showing that IMIs can contribute to the empowerment of patients with 
mental disorders [207] or chronic diseases [208, 209]. However, whether ameliora-
tion of self-management is indeed a mechanism of change contributing to the effi-
cacy of IMIs is still largely unclear. Further process studies are needed to gain a 
better understanding of the mechanisms underlying patient empowerment in IMIs.

Reinforcement Mechanisms

In contrast to traditional psychotherapy, IMIs allow for sending automatized 
reminders, feedback, and reinforcements (so-called prompts) to increase the appli-
cation of previously learned strategies and techniques into daily life. One way to 
implement this is through ultra-brief exercises sent to users’ mobile phones via 
SMS. Another important way is reminders to support the usage of IMIs, which 
can increase treatment adherence. At the same time, such applications are very 
economical and easily programmed. A meta-analysis by Cowpertwait and Clarke 
[210] supports the relevance of prompts in driving IMI effectiveness. In subgroup 
analyses, they found that IMIs for depression in which reminders were inte-
grated showed larger effect sizes (g = 0.49) than interventions without reminders 
(g = 0.24).

Human Support

Technology-mediated human support (guidance) can be considered a more well-
studied mechanism of effective IMIs. Meta-analytic research suggests that guided 
IMIs show greater effects than IMIs with no human support element [80, 147, 
152, 210, 211]. In these analyses, guided IMIs also show lower attrition rates and 
higher numbers of completed modules (g = 0.52). For the treatment of depression, 
guidance seems to be particularly influential. Richards and Richardson (2012) 
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found a small effect of unguided IMIs for depression (g = 0.36), but high effects 
(g = 0.78) for guided interventions. A more recent meta-analysis [83] could not 
corroborate this finding, but this might have been due to limited power. No sig-
nificant differences in effects between unguided and guided IMIs could be found 
in the treatment of anxiety in one meta-analysis [82], while a more recent analysis 
suggests that guided IMIs are superior over unguided IMIs [195]. This suggests 
that the effect of guidance might be more complex than the simple generic superi-
ority hypothesis suggests.

Evidence from systematic reviews indicated that the efficacy of IMIs increases 
with the degree of human guidance provided. Yet, Andersson and colleagues [212, 
213] estimated that exceeding 100 min of support per participant in a 10-week IMI 
does not translate to higher treatment effects anymore. It is still unclear, however, 
which dosage of guidance is optimal at which stage of treatment. Further research 
is needed to discern which characteristics of human support are most important: is 
it the quantity, or the quality (viz., coach qualification) of human support that mat-
ters? Which communication medium (e-mail, face-to-face, video chat, phone) and 
communication mode (asynchronous or synchronous) should be used, and does 
this vary for different disorders and patient subgroups?

Despite this lack of in-depth knowledge concerning the intricate details of 
human support in IMIs, there is evidence showing that therapeutic alliances of 
high quality can be achieved with such interventions. Although IMIs provide less 
therapeutic contact, and social and nonverbal cues are often completely absent, 
the quality of therapeutic relationships in IMIs is often comparable to face-to-face 
treatment [214–219].

Some models have been proposed to conceptualize and optimize human sup-
port in IMIs, such as the supportive accountability [220] and efficiency model 
[56]. According to the supportive accountability model, human support can be 
used to increase adherence to an intervention by providing accountability through 
a coach who is perceived as caring, trustworthy, and competent. The model states 
that patient motivation plays a crucial role in determining the importance of guid-
ance. While patients who are intrinsically motivated to use an IMI do not require 
as much feedback and guidance to adhere to the intervention, patients for which 
this is not the case need more human support to uphold extrinsic motivation to stay 
engaged. The efficiency model of support, on the other hand, might be a valuable 
framework to guide researchers in developing optimally tailored, efficient support 
systems for IMIs.

Ethical and Professional Considerations

As a novel approach to the prevention and treatment of mental disorders, new 
risks and opportunities arise from the implementation of IMIs. Since mental and 
physical health plays an important role in many individuals’ lives, there is a large 
demand for freely available technological instruments to promote one’s own well-
being. Thus, many start-ups and corporations have started to capitalize on this 
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interest by providing an ever-growing number of commercial Internet portals, 
mobile health apps, or online life coaching services. For costumers, however, it is 
often hard to see which services are based on sound empirical evidence, and which 
ones are not. Recent studies have shown that less than 4% of all commercial apps 
for symptoms of depression [221] and anxiety [222] have been subject to rigorous 
clinical examination like the studies we presented in 3.1–3.5 [223]. To protect cos-
tumers from dubious products and to provide assistance in finding evidence-based, 
effective services, consolidated quality standards for commercially available IMIs 
are needed [224]. Such standards have been recently established in countries such 
as the Netherlands, the United Kingdom, and Germany [224].

On the other hand, the enormous potential of strictly evidence-based IMIs 
also suggests that withholding such interventions as a complementary treat-
ment option for patients is also ethically questionable. As we have shown before, 
IMIs can lead to comparable outcomes as state-of-the-art services and have the 
potential to reach individuals who may not want to use conventional treatment 
approaches. Therefore, one should differentiate if IMIs are used as a supplement 
to, or a replacement of current treatments. Using IMIs to improve existing health 
care infrastructure might be beneficial to both patients and the health care system. 
Aiming to replace conventional treatments with IMIs because they are more eco-
nomic, of course, is much more critical from an ethical perspective.

Future Advances: Machine Learning and Data-Driven 
Applications

Most IMIs developed today still resemble conventional face-to-face psychological 
interventions in many ways. Typical IMIs contain bundles of various psychologi-
cal techniques and modules (e.g., psychoeducation, behavioral activation, cogni-
tive restructuring, progressive muscle relaxation) adapted from evidence-based 
face-to-face interventions. Such modules are then assembled into a “treatment 
package” and delivered on a digital platform. Although the evidence we presented 
before clearly documents the effectiveness of such approaches, recent advances in 
the field of statistical learning may allow to make IMIs even more pervasive and 
impactful in the lives of their users in the future.

The last decades have seen the advent and proliferation of “Artificial 
Intelligence”, especially in terms of the development of Machine Learning meth-
ods [225]. Machine Learning algorithms automatically determine (“learn”) param-
eters from data to optimally fulfill a certain task. They also have a tight focus 
on predicting outcomes in unseen data and are thus often referred to as predic-
tive modeling methods [226, 227]. Applications of predictive modeling have been 
facilitated by the increased volume, variety, and velocity (the Three V’s [228]) 
of data collected, stored, and processed. In this respect, IMIs have an enormous 
advantage compared to traditional face-to-face psychotherapy, as they easily 
allow for the collection of unprecedented amounts of fine-grained patient and 
process data [229]. IMIs are therefore a key field in which Machine Learning and 
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data-driven approaches can be applied to advance the prevention and therapy of 
mental disorders as a whole.

In the following, we will provide a brief overview of recent advances in data 
mining and Machine Learning to (i) detect mental disorders, (ii) generate data-
driven decision-support systems, and (iii) optimize intervention approaches, 
focusing on Internet- and mobile-based measures. Presented findings were gath-
ered by searching two large bibliographical databases (PubMed and PsycInfo) on 
August 26th, 2018, and screening previous review articles on overlapping topics. 
Nevertheless, our overview is not meant to be exhaustive (Fig. 2).

Detection and Sensing

Although there is no dearth of evidence-based, effective measures to treat mental 
disorders, research still documents a large treatment gap in the general population, 
with 54–77% of all mental disorders remaining undiagnosed and untreated [28–30]. 
As mental disorders have a long-standing negative impact on individuals’ physical 
health, mortality, and social functioning [4–10], early detection of mental disorder 
symptoms is of paramount importance. Due to their capability to accrue meaningful 
information from large and complex data sets, Machine Learning approaches could 
therefore be successfully applied to overcome current limitations in the:

• Identification of individuals with poor mental health in need for intervention.
• Prediction of high-risk situations for symptom deterioration and relapse during 

and after treatment.

Fig. 2  Overview of artificial intelligence applications in psychological intervention research
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• Detection of complex behavior patterns underlying specific disorder entities.

Predictive models for the identification and prediction of poor mental health can 
be derived from two types of data sources: passive data (such as routine health 
care records, data from social media and online discussion groups, phone usage 
and location data, home-based sensor data, voice/face recognition, actigraph, and 
electrocardiograph data), and active data (such as ecological momentary assess-
ment (EMA) data, self-report data).

Identification of individuals with poor mental health. Although the field is still 
in its infancy, a rising number of studies suggests that Machine Learning applica-
tions may play a pivotal role in detecting mental health issues in the general popu-
lation in the future [230]. Social media in particular provides an unprecedented 
opportunity to crawl real-life mental health-related data, extract and select rele-
vant features, and train valid models to detect untreated individuals facing mental 
health issues on the Internet using Machine Learning algorithms. Already, social 
media data have been used to determine symptoms of depression [231–240], stress 
and well-being [241–244], PTSD [245, 246], eating disorders [247, 248], or sui-
cidality [249–254], to name a few indications. Burnap and colleagues [253], for 
example, developed a machine classifier to distinguish factual reporting of sui-
cide on Twitter from content reflective of suicidal ideation in users. Employing 
face detection, color and metadata analysis, Reece and Danforth [240] extracted 
statistical features from more than 40.000 photos posted by 166 individuals on 
Instagram. With this data, they could train a model predicting the prevalence of 
depression with higher accuracy than general practitioners. The model also out-
performed clinicians when only photos posted by individuals before they were 
diagnosed with depression were used. Kornfield and colleagues [255], using a 
bag-of-words-based Machine Learning approach, were able to identify struggling 
alcohol abuse patients in an online discussion forum with an excellent accuracy of 
AUC = 0.92.

Routine health care data sets, on the other hand, can also be used to better 
detect mental health issues [256–261], and improve their diagnosis [262, 263]. 
Chekroud and colleagues [259], for example, obtained large data sets from US 
National Health Surveys. Using various Machine Learning techniques, they 
developed a prediction model to identify individuals with depression who do not 
receive needed treatment. The learned model reached a prediction accuracy of 
72% in detecting untreated patients. This approach may be particularly promis-
ing, as patients identified with such models could be offered IMI-based services 
to overcome structural or psychological barriers to treatment on a population level. 
Jiménez-Serrano and colleagues [264], for example, developed a classification 
model for mothers at high risk for postpartum depression the first week after child-
birth, along with a tailored mobile-based app to more easily provide interventions 
to identified cases.

Prediction of high-risk situations for symptom deterioration and relapse. As 
technological advances have expanded the ability to collect and process real-time 
behavioral and biological data, predictive modeling is also a promising approach 
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to forecast high-risk situations for mood decrements, symptom deterioration, 
or relapses. Such approaches may be used either during treatment, or for relapse 
prevention in remitted patients. Portable sensors play an important role in this 
development. Wearables, such as Smart Watches or Fitness Trackers, can serve as 
accelerometers, pedometers, actigraphs, GPS trackers, or electrocardiographs, thus 
producing enormous amounts of diverse personal data to predict mood states and 
behavior [265, 266]. Smartphones, a ubiquitous companion for most people, can 
also be turned into mobile sensors using applications developed for this purpose in 
recent years (e.g., Purple Robot [267] or Beiwe [268]). By aggregating such infor-
mation, general or personalized predictive models [229, 269] can be learned to 
extrapolate mood states [269], refine mental disorder diagnoses [270, 271], or pre-
dict relapse [272, 273], to name only a few applications. Predictive modeling has 
already been applied to detect symptoms of depression [274–277], stress [278–
280], and autism [281], to predict sleep quality [282] or relapse risk in patients 
with substance addictions [270] and psychosis [283]. Pratap and colleagues [275], 
for example, collected passive phone usage data from 241 patients with depres-
sion. Results of this study show that personalized Machine Learning models can 
reach promising results in predicting mood changes in depressive patients. Depp 
and colleagues [284], using daily self-report data from 86 individuals with bipolar 
disorder, were able to reach an excellent AUC (area under the curve; defining the 
quality of a screening assessment to predict the presence of the respective condi-
tion) of 0.91 in predicting heightened suicidality in patients, thus doubling the pre-
dictive accuracy compared to only using baseline symptomatology data.

Detection of complex behavior patterns underlying specific disorder enti-
ties. Predictive modeling approaches may not only provide ample opportunity to 
improve the detection of mental health issues as well as the timely prediction of 
high-risk states, but may also have a paradigm-shifting impact on the way mental 
disorders are conceptualized. Hofmann and colleagues [285] propose that in the 
future, mental disorders may be seen less as latent disease entities, but as complex 
networks of symptoms and behaviors, which can change abruptly once a critical 
threshold is reached (i.e., through the onset of a disorder or relapses). Fine-grained 
time series data is needed to predict such complex network transitions. Hofmann 
and colleagues therefore stimulate that personalized predictive models based on 
experience sampling may be used to achieve this, and may thus help to better 
understand and predict the complex underpinnings of mental disorders (for appli-
cations, see [286, 287]).

Decision Support

Despite an abundance of evidence showing that psychological interventions can 
be effective in treating mental disorders, there is still little evidence of differen-
tial effects between various treatment types [288]. On a patient level, the bene-
fits of psychological interventions are highly heterogeneous, with 18–62% of all 
patients not responding to the evidence-based treatment they receive [289, 290]. 
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Among depressive patients, only 30% of all patients achieve remission through 
the first treatment they receive, but roughly 70% after several courses of treatment 
[291]. Thus, many patients either have to try out multiple treatments until they 
find the one approach that works for them, or become demoralized by many failed 
treatment attempts and drop out without any substantial improvements [292]. 
Knowledge of which intervention strategy works best for which individual thus 
has an enormous potential to improve the real-life impact of current psychologi-
cal treatments. Machine Learning approaches have the potential to support clini-
cal decisions on which intervention might be best suited for which patient. Such 
approaches may be used for the:

• Identification of patients who will (or will not) respond to a certain interven-
tion, either before or during treatment.

• Prediction of the most promising intervention for individual patients based on 
their presenting symptomatology.

Data to derive such decision-support algorithms can either stem from clinical tri-
als (such as RCTs and individual patient data sets containing data from many sim-
ilar clinical trials [293]) or large-scale observational studies.

Identification of intervention (non)responders. Currently, Machine Learning 
has already been used to derive risk stratification tools through which patients 
at risk for nonresponse [294–299], chronic mental illness trajectories [300], 
or grave emergencies, such as suicide [301] can be identified. Lenhard and col-
leagues [296], for example, used RCT baseline data of 61 adolescents to establish 
a Machine Learning algorithm predicting response to an IMI for obsessive-com-
pulsive disorder (OCD). While conventional logistic regression approaches could 
not detect any predictors, Machine Learning algorithms identified responders 
with 75–83% accuracy. Månsson and colleagues [297] could predict long-term 
responders of an IMI for social anxiety disorder using Support Vector Machines 
and fMRI data, reaching an accuracy of 92%. However, this finding could not be 
replicated in a similar study by Sundermann and colleagues [299] when aiming to 
predict response to CBT for panic disorder. In another application, Perlis [302], 
drawing data from the STAR*D cohort, developed a risk stratification tool predict-
ing treatment-resistant depression cases.

However, risk stratification based on Machine Learning may also be used in 
patients who already receive treatment. IMIs are well suited for this purpose, as 
virtually all communication with patients is stored digitally on the Internet and 
thus usable for prediction. Hoogendoorn and colleagues [295], for example, ana-
lyzed the writings of patients undergoing guided IMI treatment for social anxiety 
disorder and were able to predict the treatment outcome with 78% precision half-
way through therapy. Mikus and colleagues [303], using EMA data of depressive 
patients from the E-COMPARED project, were able to predict mood fallbacks in 
treated patients with similar accuracy.

Prediction of the most promising intervention for individual patients. Predictive 
modeling may also be used to derive concrete decision-support systems to 
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determine which treatment may best fit which patient based on baseline data. For 
example, Chekroud and colleagues [304], using a large database of depression 
patients (N = 4041), used elastic net regression and gradient boosting machines 
to derive a parsimonious model predicting response to antidepressive medication, 
thereby requiring only 25 questionnaire items as input. The model was found to 
accurately generalize to new samples and showed high specificity. Along with 
further research [305], the model has since been implemented into a web-based 
decision-support service for primary care [306]. In another recent study, Bremer 
and colleagues [307] used data of 350 patients in an RCT comparing treatment-as-
usual to blended care for depression (see, in section “Area of Application”). They 
derived a personalized treatment recommendation model through which patients 
can be allocated to the most suitable treatment type based on baseline data. Results 
show that such recommendations can be used to decrease treatment costs (5.42%) 
without having to sacrifice treatment effects to a substantial degree (1.98%).

Kessler [292] recently delineated future pathways to establish reliable decision-
support systems for the treatment of depression using Machine Learning. While 
current approaches have mostly been based on RCT data comprising no more than 
200–800 participants, much larger data sets are needed to establish valid alloca-
tion systems based on predictive modeling. He therefore stimulates that large 
pragmatic trials and observational studies should be conducted. On this basis, 
prediction models could be established to determine which patient subsets might 
be suited for inexpensive first-line monotherapies, such as exercise or minimally 
guided IMIs, and which patients will likely need more intensive care. Another pos-
sibility may be to compound large databases using individual patient data (IPD) 
from previous RCTs [293]. However, this requires studies to provide a shared set 
of baseline and outcome variables to be used for modeling. Recently, Ebert and 
Cuijpers [308] thus proposed that researchers should include broad assessments 
of variables which may predict differential treatment outcomes when conducting 
clinical trials in the future.

Intervention

Irrespective of being digital or face-to-face, current psychological treatments are 
still largely incapable of providing real-time support for patients between sessions, 
especially in situations in which individuals may be most at risk. Previously, we 
described the enormous potential of Machine Learning methods in the prediction 
of mood and behavior, and in deciding which interventions might be most promis-
ing throughout varying contexts. These capabilities may therefore be combined in 
data-driven psychological interventions to:

• Deliver just-in-time adaptive interventions to patients “in the wild” when they 
need them most.

• Develop virtual agents to provide human-like guidance and support.
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Data needed for such applications may again be categorized as either passive 
(e.g., mobile phone usage and location data, home-based sensor data, voice/face 
recognition, or biomarkers) or active (e.g., self-report data). In addition, data can 
be obtained from innovative research designs such as micro-randomized trials 
[309] or multiphase optimization strategy (MOST) designs [310], which allow for 
a data-driven understanding of which intervention components are effective, and 
when.

Just-In-Time Adaptive Interventions. To prevent symptom fallbacks from 
occurring, and to provide help in real time to patients “in the wild”, Just-In-Time 
Adaptive Interventions (JITAIs [311–317]) have gained increasing attention in 
recent years. JITAIs aim to predict changes in an individual’s status to deliver per-
sonalized support when a person needs it most, or is most likely to be receptive 
[312]. Previously, we described the potential of Artificial Intelligence in predict-
ing mood and behavior (see, in section “Detection and Sensing”), as well as for 
guiding treatment decisions (see, in section “Decision Support”). In JITAIs, these 
components are combined to create a personalized digital intervention framework. 
Nahum-Shani and colleagues [312] named four core components of JITAIs: deci-
sion points, interventions, tailoring variables, and decision rules (for a model, see 
Fig. 3). Juarascio and colleagues [317] recently delineated ways in which JITAIs 
could be integrated to optimize existing psychological treatments in the future. 
As JITAIs are not aimed at providing in-depth therapeutic content, they could pri-
marily be implemented to bridge the time between longer intervention sessions, 
thereby picking up previously learned techniques. JITAIs could thus be used in 
conjunction with standard IMI or face-to-face treatment, either during the first 
weeks of treatment to promote skill-building and uphold adherence, or after termi-
nation of treatment to prevent relapse. On the other hand, JITAIs may also be used 
as low-intensity entry points to treatment and could be enhanced with full-blown 

Fig. 3  Generic model of a just-in-time adaptive-intervention (adapted from Nahum-Shani et al. 
[339]). Description: Decision points are either prespecified time intervals and dates or trig-
gered by user input, such as sensor data (e.g., reaching a critical skin conductance threshold). 
Interventions may range from quick alerts and nudges to tailored advice, coping strategies, or 
eCoach referral, and can be delivered through the Internet. Tailoring variables can be personal-
ized progressively by various types of user input. They build the basis for decision rules, demar-
cating which intervention should be provided for which patient, and when



D. D. Ebert et al.604

IMIs or psychotherapy in case more help is needed. There is first evidence show-
ing that JITAIs can be successfully applied to mental and behavioral health promo-
tion [318–323]. For example, Wahle and colleagues [318] evaluated a just-in-time 
intervention app for depression in N = 126 individuals. They used GPS, activity, 
and passive phone usage data to establish predictive models, and delivered CBT-
based intervention components (e.g., behavioral activation, breathing exercises) 
at real time to individuals predicted to be at risk for depression. Participants in 
this feasibility study who kept using the intervention showed significant decreases 
in depressive symptoms at posttest. Gustafson and colleagues [321] conducted an 
RCT evaluating A-CHESS, a just-in-time intervention for patients after alcohol 
use disorder treatment. The intervention tracked geolocation data to trigger alerts 
when patients neared a high-risk location for relapse. The intervention was shown 
to have significant benefits on alcohol use compared to treatment-as-usual at post-
test and 4-month follow-up.

Virtual Agents. Previously, we described that human support plays an important 
role in IMIs in section “Human Support” and may be one reason why unguided 
IMIs are often less effective than guided interventions (see section “Routine 
Care”). However, even guided IMIs aim to provide human support in a very effi-
cient manner, and mostly resort to highly standardized and adherence-focused 
communication. Potentially, such communication patterns could also be emulated 
by Artificial Intelligence to provide patients with a feeling of accountability and 
assistance, and thus promote adherence. If feasible, this would greatly enhance 
the value of unguided treatment and free the dissemination of effective IMIs even 
more from restraints of time and money. First tentative steps have been undertaken 
in recent years to study the potential of such automated virtual agents in mental 
health research [51, 324–329]. Fitzpatrick and colleagues [51], for example, evalu-
ated Woebot, a digital chatbot providing CBT principles through brief daily con-
versations. The agent uses decision trees and natural language processing to tailor 
response to patients, and to provide accountability through empathic responses to 
user input. In an RCT among 70 young adults, Woebot was found to significantly 
reduce symptoms of depression compared to an active control group receiving 
psychoeducation.

Limitations and Ethical Considerations

Although the evidence presented before points at the enormous potential of 
Machine Learning, methodological and ethical issues should also be properly con-
sidered. As described, Machine Learning approaches require large observational 
data sets to enable valid personalized predictions. However, even large data are 
fraught with biases [330, 331], especially when taken from routine care [293], and 
can lead to a multiplication of spurious correlations and ecological fallacies. This 
is further aggravated by the fact that currently, many predictive modeling studies 
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in medicine are of suboptimal quality, either in their methodological approach 
[332], reporting [333], or by using weak comparators to assess prediction fidelity 
[334]. It should also be noted, as Pearl and MacKenzie [335] recently emphasized, 
that Machine Learning techniques are purely correlational. Thus, they cannot 
establish causal relationships [229], which is the core aim of most psychological 
research. Machine Learning should thus not be seen as a panacea for all limita-
tions in current mental health research. Chen and Asch [336] recently suggested 
that Machine Learning may have reached its “peak of inflated expectations” in 
medicine. This, however, should be seen in a positive light, as it allows a soberer 
look at where Machine Learning can be applied in a meaningful way, and where 
limitations and risks prevail.

Ethical aspects should play an important role in such considerations. Data 
security, for example, is an important issue in social media, as has only recently 
been illustrated by the data breaches involving Facebook [337]. Another risk is 
that Machine Learning approaches may further fortify social inequality in mental 
health care. Even today, some minorities and people with a low socioeconomic 
background are missing or underrepresented in health care data, which may lead 
to imprecise or false predictions for such individuals, for example within decision-
support systems [338].

Overall, Khoury and Ioannidis [330] emphasize that the implementation of 
Machine Learning and Personalized Medicine approaches, despite their enormous 
capacities, cannot substitute rigorously conducted clinical research. From an ethi-
cal viewpoint, the recent advances in mental health and invention research should 
also be accompanied by a societal discourse to ensure that Artificial Intelligence 
can promote mental health for all.

Conclusions

IMIs are flexible, technically diverse methods which lend themselves to a vari-
ety of application areas as well as indications of varying degrees of severity. As 
empirical findings on the impact of human support show, IMIs are seen less as 
a substitute for conventional psychotherapeutic interventions, and should rather 
be understood more as a useful addition to the current treatment spectrum. IMIs 
have an ability to reach target groups in a way not yet achieved by classical on-site 
activities, and on the other hand, can excellently accompany conventional psycho-
therapy and thereby reduce cost or increase effectiveness. Findings suggest that 
stand-alone IMIs can be effective in routine conditions, although further research 
is needed. As IMIs make it easier to collect and process fine-grained patient data 
in real time, they are well suited as instruments in innovative Machine Learning 
applications. Despite important limitations and ethical considerations, Artificial 
Intelligence-enhanced IMIs thus have an enormous potential to advance mental 
health care in the next decades.
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Abstract
Cognitive behavioral therapy for insomnia (CBT-I) is the treatment of choice 
for insomnia; however, it is not widely used due to a lack of experienced thera-
pists and its relatively high clinical cost. Recently, Internet and mobile CBT-I 
have been developed to replace face-to-face CBT-I, and research on this 
topic has been increasing. In addition, attempts have been made to use wear-
able devices for sleep–wake estimation. Studies on digital CBT-I thus far have 
shown favorable treatment effects in general, but the problem of a high dropout 
rate has not been sufficiently improved. In addition, more sophisticated tech-
nology is needed to develop fully automated digital CBT-I. As part of efforts to 
maximize the treatment effectiveness of future insomnia patients, research and 
development of mobile and Internet CBT-I and improvement of sleep tracker 
accuracy and validation studies are needed.
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Introduction

Many people in modern society have sleep insufficiency and sleep–wake problems 
and disorders. In particular, insomnia is one of the most common distressing and 
clinically important sleep disturbances. Approximately, one-third of adults experi-
ence insomnia symptoms on a weekly basis [1–3], and 10–20% of the population 
reportedly have a chronic insomnia disorder [4]. This issue not only impairs one’s 
quality of life and functioning but also affects many aspects of health, including cog-
nitive function, mental health, physical health, and suicide risk [5]. An even more 
serious problem is that approximately 50% of insomniacs have chronic courses of 
the disorder [3]. The primary causes of the chronic condition include poor sleep 
hygiene and an irregular sleep–wake schedule, which lead to the perpetuation of 
insomnia symptoms and the cognitive distortion toward sleep and insomnia. The 
chronicity of insomnia symptoms will further worsen sleep hygiene; these symptoms 
include extended time in bed (TIB), frequent and long napping, irregular sleep–wake 
schedule, worry and complaints about poor sleep, and sequelae of insomnia.

Evidence-based treatments for insomnia include cognitive behavioral therapy 
for insomnia (CBT-I) and pharmacotherapy using hypnotics approved by the Food 
and Drug Administration. While pharmacotherapy is the most commonly used 
treatment method, hypnotics, including benzodiazepine receptor agonists, are 
related to side effects, tolerance, and dependence [6]. Pharmacotherapy is usually 
not curative and leads to the disappearance of efficacy after 1 year [7]. CBT-I is 
equally as effective as and more long-lasting than pharmacotherapy [8]; therefore, 
CBT-I is recommended for the primary treatment of chronic insomnia.

However, successful CBT-I (a) requires an experienced and well-trained thera-
pist to be available for the patient, (b) requires substantial time and cost for many 
treatment sessions (weekly for 6 to 8 weeks), and (c) should be restricted to a spe-
cific time and/or place due to its nature and methodology. These factors often con-
stitute obstacles to successful CBT-I for many patients.

For this reason, CBT-I has been developed and studied using methods other 
than classical face-to-face CBT-I. Due to the development of the Internet and 
personal computers, CBT-I through these means have been introduced. Recently, 
much interest and attention have been directed to mobile applications and wear-
able devices for the treatment of insomnia. The use of sleep telemedicine devel-
oped by the American Academy of Sleep Medicine (AASM) in the management 
of sleep disorders in clinical applications has recently been receiving attention, but 
few related systematic studies and reviews have been conducted. This chapter aims 
to describe CBT-I using the Internet, mobile applications, and wearable devices.

Internet CBT-I

As described in the previous section, to overcome the inefficiency and cost prob-
lems of classical CBT-I, many studies and developments have been performed 
on Internet CBT-I. Many Internet CBT-I programs have had patients keep a sleep 
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diary, which resulted in a time-in-bed (TIB) readjustment and improved sleep 
hygiene.

The first randomized controlled trial (RCT) evaluating the efficacy of Internet 
CBT-I was reported in 2004 and compared a 5-week Internet-delivered sleep 
management program to a wait-list control intervention in a clinical sample with 
insomnia (n = 109) [9]. The 5-week intervention program consisted of sleep 
restriction, stimulus control, and cognitive restructuring [9]. The results showed 
significant improvements in the Internet treatment group on many sleep meas-
ures, including total sleep time (TST), total wake TIB, and sleep efficiency [9]. 
However, improvements were also found in the control group, and between-groups 
effect sizes were low [9].

Ritterband et al. randomized 45 adults with insomnia into an Internet interven-
tion group (n = 22) and a wait-list control group (n = 23) [10]. In this study, the 
Internet intervention program was based on established face-to-face CBT-I incor-
porating sleep restriction, stimulus control, sleep hygiene, cognitive restructur-
ing, and relapse prevention [10]. Intention-to-treat analyses showed that Insomnia 
Severity Index (ISI) scores improved significantly from 15.7 to 6.6 for the Internet 
group but did not change for the control group [10]. The Internet group maintained 
the treatment effects until 6 months after treatment [10]. Recent studies and meta-
analyses have found that therapist-guided online CBT-I is as effective as face-to-
face treatment [6, 11, 12]. According to the meta-analysis of 11 RCTs of 1460 
subjects, the effects of Internet CBT-I were comparable to those in face-to-face 
CBT-I, and the effect lasted for 4–48 weeks [6]. The longer treatment duration 
and higher level of personal support were associated with larger effect sizes in the 
study [6]. In some of the studies included in this meta-analysis, Internet CBT-I did 
not show significant effects on insomnia severity or sleep efficiency [13–15], but 
most of the other studies showed a significant effect [6]. A second meta-analysis 
using data from 15 RCTs suggested similar effectiveness for Internet CBT-I [16]. 
The sleep efficiency improved by 7.2%, the ISI score increased by 4.3 points, and 
the TST increased by 20 min in Internet CBT-I compared to control group [16].

Several direct comparisons have been made between adults receiving Internet 
CBT-I and those receiving face-to-face CBT-I [17, 18]. A study comparing 
Internet CBT-I to face-to-face CBT-I suggested that face-to-face CBT-I outper-
forms Internet CBT-I [18]. However, another study did not find any difference in 
the treatment effectiveness between group CBT-I and Internet CBT-I [17].

Many studies on Internet CBT-I have noted problems with high attrition and 
dropout rates. Unlike face-to-face CBT-I, the patients with low motivation easily 
quit Internet CBT-I, and noncompletion rates have ranged from 43 to 99% in the 
previous literature [19]. There was an opinion that the treatment outcome might 
seem to be better than the actual outcome in previous Internet CBT-I studies, since 
the follow-up data of dropout patients were not included [6]. Therefore, more 
detailed data regarding dropout patients should be reported appropriately.

Internet CBT-I has been shown to be effective in patients other than those with 
primary insomnia. Studies have shown that the Internet CBT-I is also effective in 
patients with mental disorders, including depressive and anxiety disorders [13, 20–
25]. A recent meta-analysis including 10 studies also found that the effect sizes of 
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the digital CBT-I in persons with depression or anxiety were in the range of those 
with noncomorbid insomnia [26]. The findings of RCTs have also suggested that 
digital CBT-I can be used to effectively treat insomnia in patients with physical ill-
nesses such as tinnitus [27, 28], elevated blood pressure [29], and cancer [30].

Interactive web design, animation techniques, automated media-rich web appli-
cations, and personal clinical support designed to maximize the effectiveness of 
Internet CBT-I can improve the motivation and treatment outcomes of patients [11, 
31]. Anderson et al. developed an interactive video-based, online CBT-I program 
that required participants to complete screening for sleep disorders other than 
insomnia prior to CBT-I [11]. Espie et al. made the Internet CBT-I program, which 
comprised a fully automated media-rich web application [31]. An animated vir-
tual therapist named “Prof” conducted a progress review with the participant and 
explored the sleep diary data in the program [31], and the CBT-I algorithms fed 
the delivery of information, support, and advice, including TIB window and cogni-
tive techniques [31].

Long-term treatment effects of Internet CBT-I were also studied. Ritterband 
et al. studied the long-term effectiveness of the Int CBT-I program Sleep Healthy 
Using the Internet [SHUTi] in 303 chronic insomnia patients [32]. Their CBT-I 
intervention program, which was a 6-week web-based, fully automated, and tai-
lored CBT-I intervention method, was investigated at baseline, in the short term 
(9 weeks), at 6 months, and in the long term in the RCT [32]. The results showed 
that the group × time interaction was significant for all three primary sleep out-
comes (ISI score, sleep onset latency, and wake after sleep onset). Treatment 
effects were maintained at the 1-year follow-up for ISI score and sleep onset 
latency. All secondary sleep outcomes except TST also showed significant 
group × time interactions, favoring the Internet CBT-I group [32].

Mobile CBT-I and Wearable Devices

While Internet-based self-help CBT-I can be more convenient than relying on in-
person visits, the lack of interaction or communication with therapists can easily 
lead to patients experiencing decreased motivation to participate and poor adher-
ence [12, 33]. Functions such as reminders may increase patient adherence to ther-
apy [34]; however, these ancillary functions may have limitations in solving the 
fundamental problems of Internet CBT-I. Recently, there has been strong interest 
in the development and research of mobile CBT-I using smartphones to maximize 
the effect of such interventions given the high prevalence of smartphone use.

In recent years, several mobile applications delivering CBT-I programs have 
been developed, and an initial stage of research has been published. Kuhn et al. 
published a paper on the description and clinician perceptions of a mobile appli-
cation called CBT-I Coach [35]. CBT-I Coach is a smartphone app based on the 
CBT-I manual of the Veterans Affairs National Center for Posttraumatic Stress 
Disorder and was designed to enhance CBT-I [35]. The clinicians answered that 
the CBT-I Coach app would improve care for insomnia; the majority intended to 
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use it in the future [35], and 59.9% of participants reported a favorable impres-
sion of its impact on outcomes and homework adherence two years after the CBT-I 
Coach release [35]. Babson et al. published a pilot study using CBT-I Coach 
(n = 2) and placebo control (mood-tracking app) (n = 2) for veterans with canna-
bis use disorders and sleep problems, and the participants found that mobile apps 
were user-friendly and helpful [36]. The authors reported improved sleep effi-
ciency, increased sleep quality, and decreased cannabis use after treatment [36]. 
Koffel et al. investigated the feasibility, the impact on adherence and sleep out-
comes, and the acceptability in the pilot RCT (n = 18) [37]. They reported that 
the participants used the app consistently as intended and showed improved sleep 
outcomes [37]. In addition, it was highly acceptable to use and was shown not to 
compromise the benefits of CBT-I [37].

Chen et al. reported a case report demonstrating the utilization, advantages, 
and limitations of mobile CBT-I apps in female Taiwanese older adults [38]. 
They developed a mobile app called “Win-Win aSleep” (WWaS) for assisting six-
session CBT-I [38, 39]. A 64 year-old Chinese woman diagnosed with psycho-
physiological insomnia successfully discontinued all hypnotics and maintained 
satisfactory sleep quality after CBT-I using this app [38].

Horsch et al. investigated the efficacy of CBT-I delivered via the Sleepcare 
mobile phone app in an RCT [40]. They recruited Dutch participants with mild 
insomnia disorder and randomly assigned them to the app (n = 74) or to the wait-
list control (n = 77) [40]. The app was fully automated, adjusted itself to a par-
ticipant’s progress, and came with a sleep diary, a sleep restriction exercise, a 
relaxation exercise, and a sleep hygiene exercise [40]. The results showed signifi-
cant interaction effects favoring the app on insomnia severity and sleep efficiency 
[40]. This finding is meaningful in that this study was performed on a relatively 
large number of subjects using fully automated mobile phone apps that patients 
can use on their own.

Recently, Kyle et al. reported a research plan of the DISCO trial (Defining the 
Impact of Improved Sleep Cognitive Function) for the impact of mobile CBT-I on 
cognitive functioning and sleep in 404 subjects with insomnia disorder [41]. In 
this study, the participants will be randomized to digitally automated CBT-I deliv-
ered by mobile and/or web or to a wait-list control [41]. The primary outcome in 
this study is self-reported cognitive function at posttreatment (10 weeks) [41].

The traditional CBT-I is effective; however, the treatment is apt to be inter-
rupted due to the long period of therapy. The self-regulated learning (SRL) pro-
gram is known to help students manage their learning plans and improve learning 
outcomes [42]. Chu et al. developed the SRL program for mobile phones and 
investigated the utility of this program [43]. The results showed that this program 
was useful and easy to use. In addition, the number of students with insomnia sig-
nificantly decreased [43].

In addition to its good portability, mobile phones have the advantage of easy 
wireless synchronization with wearable devices, such as the Fitbit and smartwatch. 
Many commercial devices, such as the Fitbit, Beautyrest, Emfit, Withings, Beddit, 
S + , Zeo, Jawbone, and Plex, have been released, and they determine sleeping and 
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waking based on accelerometry, electroencephalography, ballistocardiography, 
and heart rate. AASM also designed and has been promoting a sleep telemedi-
cine (Sleep TM) program, a telemedicine platform that uses wearable devices for 
sleep measurement. The appropriate use of the telemedicine program as a treat-
ment method in addition to face-to-face treatments and the assurance of its quality 
will ensure its helpfulness to patients and therapists in educating about, monitor-
ing, and managing sleep disorders such as insomnia and sleep apnea [44–46]. 
Additionally, the use of such wearable devices would help overcome the inaccura-
cies, limitations, and inconveniences of sleep diaries (e.g., sleep state mispercep-
tion, discrepancy between subjective and objective sleep duration, underestimation 
of sleeping time and TIB, underreport of nap, and difficulty in the calculation of 
sleep diary measures).

These merits of commercial sleep trackers have attracted attention from sleep-
disorder patients as well as healthy individuals. However, before using a wearable 
device to measure sleeping and waking in clinical and research fields, one must 
consider the question of how accurate wearable devices are. Despite rapidly grow-
ing interest, the accuracy of wearable devices has not been verified. Previous vali-
dation studies of commercial sleep trackers compared the first Fitbit Classic [47], 
the Fitbit Ultra [48], the Fitbit Flex [49], and the Jawbone UP [50, 51] with poly-
somnography. The results reported in these studies differed according to the sleep 
trackers, the age and clinical characteristics of the participants, the study design, 
and the method of statistical analysis. It has been claimed that validation studies 
for the clinical populations with each sleep disorder are needed [47]. Because of 
this problem, we investigated the validity of the Fitbit Flex in adult insomnia dis-
order patients and good sleepers [52]. The intraclass correlation coefficients were 
excellent for the Fitbit Flex normal mode in comparison with polysomnography 
for TST in both groups, and the level of agreement was high in good sleepers [52]. 
However, the level of acceptable agreement was significantly lower in the insom-
nia disorder group than in the good-sleepers group [52].

In spite of the limitations due to differences in participants’ characteristics and 
the research designs, recent Fitbit trackers tend to show improved accuracy com-
pared to older models [52]. The first relevant study reported that the sleep effi-
ciency and TST of healthy adult participants, as measured by the Fitbit Classic 
released in 2008, were overestimated by 14.5% and 67.1 min, respectively, relative 
to those in polysomnography [47]. The sleep efficiency and TST of healthy chil-
dren measured using the Fitbit Ultra released in 2011 were overestimated by 8% 
and 41 min, respectively [48]. The sleep efficiency and TST for the good sleep-
ers in our study, as measured by the Fitbit Flex released in 2013, were overesti-
mated by 1.75% and 6.5 min, respectively, relative to those in polysomnography. 
A recent study that measured the sleep efficiency and TST of healthy adolescents 
using the Fitbit Charge HR released in 2015 found that they were overestimated 
by 1.8% and 8 min, respectively [53]. These findings suggest that newer models of 
Fitbit devices to measure the sleep efficiency and TST in normal populations tend 
to reduce the degree of overestimation of sleep measurement. However, despite 
the remarkable development in the new sleep trackers and actigraphs, most of the 
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sleep–wake scoring algorithms have not been open to the public, and their stand-
ardization has not been completed, making it a major hindrance to using these 
devices in clinical research and patient care [52].

We created a task force team comprising psychiatrists with expertise in sleep 
medicine and two information technology companies and developed the CBT-I 
mobile app (CBT-I-MA), which is synchronizable with wearable devices, from 
the spring of 2013 to the summer of 2015 [46]. We developed only an Android 
version of the app because more than 90% of smartphone users were using the 
Android operating system (OS) in South Korea when we started the development 
of the CBT-I-MA in 2013 [54]. The app could be used with or without sleep track-
ers, depending on the user’s preferences. The core components of the app focused 
on sleep restriction therapy and stimulus control therapy. The important features 
were as follows: (a) sleep diary maintained by the users, (b) sleep and activity data 
viewer of the sleep trackers, (c) prescription for TIB, (d) educational video clips 
about sleep and insomnia, (e) questionnaires evaluating the severity of insomnia 
and sleepiness, (f) list of suggestions to improve sleep quality, (g) relaxation of 
the mind and body, and (h) reminder to the users to complete the sleep diary to 
increase adherence and to stop consuming caffeine after a specific time [46].

The sleep diary of the CBT-I-MA comprises time to bed, time of waking up, 
global rating of the quality of the last night’s sleep, sleep latency, number of awak-
enings, duration of time out of bed at night, duration of wake time after sleep 
onset, napping hours, and the use of caffeine and hypnotics. Once the user com-
pletes the sleep diary in the app, the sleep efficiency and TST are automatically 
calculated to show the subjective sleep state of the last night. In addition, the sleep 
diary menu conveniently calculates the average TIB, sleep efficiency, and TST 
over the last week. If a user feels uncomfortable writing in a sleep diary every day, 
he or she can wear the sleep tracker only and synchronize it with the CBT-I-MA. 
The user can use Bluetooth to synchronize the sleep–wake record to the smart-
phone with the Fitbit app. The sleep record is then downloaded from the Fitbit 
web server and eventually synchronized to the CBT-I-MA, and then the sleep effi-
ciency and TST from the Fitbit web server are automatically displayed in the CBT-
I-MA. The participants’ information in the app was uploaded to the therapists’ web 
server, which was built for the research project [46].

Our team also studied and reported the effectiveness of the CBT-I-MA [46]. 
The main finding in our study was that CBT-I using our app was related to sig-
nificant improvements in sleep, with an intermediate effect size for sleep diary 
sleep efficiency and with a large effect size for sleep efficiency measured by 
the Pittsburgh Sleep Quality Index. The sleep efficiency from actigraphy also 
improved significantly, although the effect size was small. The secondary outcome 
measures (sleep latency in the sleep diary and total scores for the ISI, Pittsburgh 
Sleep Quality Index, Beck Depression Inventory, Beck Anxiety Inventory, and 
Dysfunctional Beliefs and Attitudes about Sleep Scale) also showed positive 
results, with effect sizes ranging from small to large. In addition to these findings, 
the response rate of the intervention was excellent, although the number of partici-
pants was small [46].
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The study participants showed relatively good adherence to the CBT-I-MA. 
They entered information into the sleep diary on an average of 24.3 days out of 
28 days. Of the participants, 89.5% answered that our app was convenient to use, 
94.7% answered that they used our app frequently, 94.7% answered that our app 
was effective for coping with insomnia, and 100% answered that they would use 
our app again in the future [46].

We also compared the improvement in the sleep measurements between the 
group using the sleep tracker and the group not using the sleep tracker [46]. Due 
to the small effect size and different characteristics of the two groups, there was 
no difference in the change in sleep efficiency between the two groups after treat-
ment [46]. Although the treatment results in the group using the sleep tracker were 
not superior to those in the group not using the sleep tracker, using a sleep tracker 
is still likely to provide several benefits to patients and therapists. Although the 
sleep–wake-measuring algorithm of the Fitbit tracker does not seem to be very 
accurate [47, 48, 51], its use provides an objective sleep–wake record and may 
overcome the problems related to the sleep state misperception of sleep efficiency 
and may also correct the cognitive distortion. Moreover, the automatic napping 
measurement function of sleep trackers can correct the common issue of under-
reporting excessive napping by insomnia patients with a long TIB. Some insom-
niacs become too meticulous or obsessive about completing the sleep diary, which 
is stressful and can finally result in insomniacs giving up keeping sleep diary; the 
sleep–wake record obtained by using a wearable device can also provide a solution 
to such cases. The sleep trackers can also help the elderly [38] and children [51], 
who are likely to experience difficulties in voluntarily keeping a sleep diary. Using 
a sleep tracker also allows for the possibility of treating sleep disorders other than 
insomnia.

Using an app to keep a sleep diary avoids the possibility of losing the sleep 
diary, unlike pencil-and-paper methods. Patients can enter information into the 
sleep diary anywhere and more easily than even an Internet-based sleep diary. 
Using an app also makes it easy for patients and clinicians to review the sleep dia-
ries and calculate the average sleep efficiency and TST for the most recent week. 
Since the CBT-I-MA enables therapists to review a sleep diary by transferring it 
via an Internet server, therapists can know the sleep–wake status of patients and 
provide appropriate and timely advice without requiring face-to-face visits.

Considerations for the Digital CBT-I

The terms that are used to describe the technology using the Internet, computers, 
and mobile phones include the following: Internet CBT-I, computerized CBT-I, 
mobile CBT-I, online CBT-I, and electronic CBT-I [55]. To describe these terms 
in one category, the term digital CBT was proposed [55]. Digital CBT-I could 
be classified into digital CBT-I as support, guided digital CBT-I, and fully auto-
mated digital CBT-I, according to the level of automatization, scalability, and the 
amount of therapists’ time needed [55]. The digital CBT-I as support is the least 
extensive form of digital involvement in CBT-I, and the clinicians or health care 
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professionals use these digital elements when they provide face-to-face CBT-I. 
The guided digital CBT-I programs combine clinicians’ support and automated 
programs. Compared to face-to-face CBT-I, this class of digital CBT-I can reduce 
the time investment of health professionals [55, 56]. Fully automated digital CBT-I 
can function without any form of support of human therapists and provide the 
treatment using text with interactive components, video, or animation [56].

Since fully automated Internet CBT-I does not require the support of a thera-
pist, it can be a cost-effective means of treating many people if the program is 
ideally structured. Espie et al. investigated the effect of the fully automated digi-
tal CBT-I using web and/or mobile channels on sleep-related quality of life, func-
tional health, psychological well-being, and improvement in insomnia, which was 
a mediating factor in a large population (n = 1711) [57]. Compared to the control 
group, the use of this mobile CBT-I program was associated with a large improve-
ment in sleep-related quality of life and a small improvement in psychological 
well-being and functional health [57]. A large improvement in insomnia medi-
ated these treatment outcomes [57]. These findings suggested that digital CBT-I 
improves both daytime and nighttime aspects of insomnia [57].

However, there is concern regarding whether insomnia patients would fully 
understand and follow the CBT-I protocol provided by the automated digital CBT-
I. Many components of CBT-I, such as sleep time restriction therapy and stimu-
lus control therapy, have characteristics that are the opposite of those related to 
sleep hygiene in patients with insomnia and have a concept that may not be easily 
understood or accepted by insomnia patients. Therefore, the process of persuad-
ing patients to understand the concepts of CBT-I and addressing their resistance 
is critical in face-to-face CBT-I. In automated digital CBT-I, in which there are no 
healers at all, early dropout can occur.

Since digital CBT-I programs also collect and treat people’s personal health 
information, similar to any other health care app, security and privacy issues are 
very important. Health information privacy is the right to control the collection, 
use, and disclosure of an individual’s identifiable health data, and security encom-
passes the technological, administrative, and physical tools or safeguards that 
protect identifiable health data from unwarranted access or disclosure [58]. The 
app designers and users should be aware of and cautious about these issues at the 
time of app design and ensure that an insecure application would not be released. 
In mobile health applications, privacy- and security-related laws should consider 
information requirements, cover data, consent requirements, security, authentica-
tion, confidentiality, access control, data retention, data transfer, and breach notifi-
cation obligation [59].

Conclusions

Sleep and wake problems and sleep deprivation are common and serious chal-
lenges in modern society. Many individuals and clinicians do not cope effectively 
with sleep problems, and there is an unmet need for greater clinical expertise in 
addressing sleep problems. For this reason, the use of Internet CBT-I, mobile apps 
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for CBT-I, and wearable devices have been increasing in the field of sleep, and 
studies are underway. However, research on mobile apps and wearable devices is 
still lacking.

The use of digital programs and wearable devices in sleep–wake disorders is 
expected to enhance the effectiveness of CBT-I and sleep habits. To use commer-
cial sleep trackers for clinical and research purposes, it is necessary to improve 
and evaluate the accuracy of determining the sleep–wake period.
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