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Preface

This volume entitled Information, Photonics and Communication (IPC’19) contains
the Proceedings of Second National Conference organized by the Department of
Electronics and Communication Engineering, B.P. Poddar Institute of Management
and Technology at Kolkata, India, during 1–3 February 2019. The proceedings are
published in Lecture Notes in Networks and Systems, Springer.

The book covers multiple domains under categories of microelectronics and
VLSI, communication systems and network and signal processing and computa-
tional intelligence. Wireless and mobile communication, signal, image and video
processing, DSP algorithm and architecture, optical networks, devices and mate-
rials, embedded and VLSI system design are the main contents of the book.

There are four articles in microelectronics and VLSI section. These are com-
putation of gate-induced drain leakage current, investigating the effect of structural
parameters on static characteristics of ultrathin DG MOSFET, implementation of
L-shaped dielectric double metal dual-gate TFET and memristor-based circuit
design.

In communication system and network section, the articles are on performance
analysis of AntHocNet, AND-OR-Invert logic for photonic integrated circuits,
identifying influential nodes based on network topology, cross-media
encryption-cum-obfuscation technique, computing electromagnetic bandgap struc-
ture, inter-vehicular information system (IVIS) on IoT platform and generation of
renewable electrical energy from noise.

In signal processing and computational intelligence section, the articles are on
mining user’s data based on customer’s rating for prediction and recommendation,
Charlier and Meixner moments and their application for texture and image
de-noising problems, tumour boundary delineation, detection and classification of
cervical spondylosis, visual saliency-based video summarization, moment-based
feature extraction for texture image retrieval, compression of satellite images using
Butterworth filtering and advanced wavelet transform for image processing.

The editors express their gratitude to Springer Nature authority for publishing
this volume in Springer.
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The editors also express sincere thanks to the reviewers for their dedications in
reviewing the articles. Also, thanks to the authors for submitting their articles into
this volume.

Hope this volume will be a good reference manual for researchers and budding
engineers.

West Bengal, India Jyotsna Kumar Mandal
Kallol Bhattacharya

Ivy Majumdar
Surajit Mandal

Editors
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Computation
of Gate-Induced-Drain-Leakage Current
Due to Band-to-Band Tunneling
for Ultrathin MOSFET

Krishnendu Roy, Anal Roy Chowdhury and Arpan Deyasi

Abstract In this paper, gate-induced-drain-leakage current due to band-to-band tun-
neling is analytically computed in nanometric MOSFET under high electric field.
Fowler-Nordheim tunneling current is first calculated for different dielectric thick-
nesses with some alteration of Hu’s model, and dominance of thermionic current is
established. Under this criterion, B–B tunneling current is evaluated as leakage arises
due to the overlap of gate over source and drain regions, and dielectric properties
along with doping concentration and temperature are taken into account following
Kane’s tunneling probability. Role of high-K dielectric material is also analyzed for
nanoscale application. Result shows that higher overlapping of gate length due to
lateral diffusion of source and drain regions tailors the leakage current. Findings are
extremely important for use of the device as SRAM.

Keywords Gate-induced-drain-leakage · Gate overlap length · High-K dielectric ·
Band-to-band tunneling · Doping concentration · Dielectric thickness

1 Introduction

Nanoelectronics Scaling of MOSFET following Moore’s law started almost three
decades ago and becomes subject of interest due to the novel features offered by
low-dimensional structures, and the technology roadmap [1] published in 2007
speaks in favor of further shrinkage keeping in mind of ever-increasing problems
of short-channel effect [2, 3] . Effective gate control, henceforth, becomes a prime
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research topic in the days now [4, 5], and computation of tunneling current gets also
importance in this regard. Several works are already reported on direct tunneling
occurs due to both vertical and lateral electric field [6–8] following the fundamental
physics provided by Fowler-Nordheim [9] . Structural parameters of the device [10]
and material compositions in the dielectric layer [11, 12] play crucial role in this
context for estimation of tunneling current. Inverted Si surface makes way in favor
of quantum-mechanical tunneling as proved by Lai [13], following the pioneering
work of Chang [14] on double-gate structures. Hu [15] added a correction factor
on Chang’s work to compute the effect for ultrathin dielectrics. But these reports
exclude the effect of band-to-band tunneling.

Under depletion condition, due to overlapping of gate over the source and drain
regions [occurs due to lateral diffusion], band bending occurs, and it is maximum
at the interface. It can be tuned by varying drain-to-gate potential difference. If
the bending becomes very large, then valence electrons near the edge of the band
tunnels to the empty energy levels of the conduction band, and the process provides a
significant output when doping concentration of the substrate is high. These electrons
are collected at drain end, and holes are directed toward the channel, thusmaintaining
depletion condition [16, 17]. The tunneling current arises and exists for both positive
and negative vertical fields. Chen assumed that doping concentration remains almost
constant throughout the overlapped region [18], and considering that its effect on the
overall leakage of the VLSI circuit is estimated [19], which is useful for memory
applications. Choi computed it for ultrathin SGMOSFET and DGMOSFET [20] and
then hot carrier effect is added [21].

In the present paper, effect of dielectric thickness and relative permittivity of the
insulating layer is analytically estimated on leakage current with varying doping
concentration and gate overlapped region. Temperature effect is also investigated for
both moderate and high bias ranges. Computation is carried out for moderate and
high fields, as overlap of gate causes higher electric field, and simultaneously larger
band bending. Results are extremely useful for memory applications.

2 Mathematical Formulation

The direct-tunneling current density for a dielectric voltage V ox is smaller than the
barrier height Fb. Corresponding tunneling current is given by Eq. (1) as given by
Hu [15]:

Jn = q3

8πhφbεox
C(VG , Vox, Tox, φb) exp

[
−8π

√
2m∗

oxφ
1.5
b

(
1 −

(
1 − Vox

φb

)1.5
)

/3hqEox

]
(1)

where

C = exp

[(
20

φb

)(
(|Vox| − φb)

φb0
+ 1

)α(
1 − Vox

φb

)](
VG

Tox

)
N (2)
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where ‘C’ becomes a constant for a given range of electric field, and thus, the variation
of ‘J’ is very small. At low-dimensional device structure, current density varies
significantly. The present authors tailor the expression of constant ‘C’ which when
fits in the Moore’s law gives

C = exp

[(
K

φb

)(
(|Vox| − φb)

φb0
+ 1

)α(
1 − Vox

φb

)](
VG

Tox

)
N (3)

where ‘K’ varies with small change of electric field.
Band-to-band current density is given by

IGIDL = W�ov

∫ ∞

0
qT (ξsi)dx (4)

where ‘T ’ gives the Kane’s tunneling probability. Substituting the values of the
probability and assuming the constancy of doping concentration over the entire range
of gate-shadowed doped regions, Eq. (4) is modified in the following form

IGIDL = AW�ovεE4(0)

ξsiND
exp

(
− ξsi

E(0)

)
(5)

where ‘A’ and ξ si are the fitting parameters dependent on bandgap and effective mass
of the substrate. The bandgap is also temperature dependent.

3 Results and Discussion

Based on the Eq. (5), Fowler-Nordheim tunneling current is computed in presence
of high electric field and result is graphically represented. The lateral high field
causes leakage current in the device. The magnitude may be negligible under low
bias condition, but increases with increase of field intensity. This is depicted in Fig. 1
for two different values of VDS. Result is calculated for different dielectric thickness
again, and lower leakage current is observed for higher thickness. It is observed that
for negative gate voltage, leakage current is substantially higher due to increase of
surface field. But the magnitude of current is negligibly small for low-to-moderate
values of VDS, seen in Fig. 1a and b, respectively. For large horizontal field, leakage
current becomes non-negligible due to rapid growth of thermionic current and thus
affects the device performance.
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Fig. 1 Leakage currentwith gate voltagewith different oxide thicknesses for a lowVDS,bmoderate
VDS, c high VDS

Computation is also carried with different doping concentration of semiconductor
substrate, as shown in Fig. 2. It is found out that if doping is varied from moderate
to high level, leakage current increases rapidly for a predefined bias set, as due to
increase of thermionic current. But further heavy doping does not tune themagnitude
sufficiently as the number of carriers responsible for leakage at the gate-drain end
reaches saturation limit. Only, change in horizontal field can shift the level of current.
Result is plotted for VDS = 4 V and VDS = 6 V.
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Fig. 2 Leakage current with gate voltage with different doping concentrations for amoderate VDS,
b high VDS

Effect of high-K dielectric is analyzed in Fig. 3. From the plot, it is seen that with
increasing oxide dielectric constant, leakage current increases. Since capacitance
increases with increase in dielectric constant, charge storing capacity also increases,
which in turn increases the leakage current. Actually high-K material enhances the
magnitude of band bending. Comparative study is carried out with the conventional
dielectric material for different magnitudes of VDS. Thus, an optimization is required
while use of high-K material in terms of gate-induced-drain-leakage.

Effect of gate overlap length is analyzed for different biasing conditions with
high-K dielectric, represented in Fig. 4. In Fig. 4a, analysis is carried out for HfO2,
whereas in Fig. 4b, the same is made for TiO2. In Fig. 4a, it is seen that reduction
of overlapping region reduces the leakage current, as it reduces the amount of band
bending. It may also be pointed out that for submicron range, the band-to-band
tunneling current is comparatively large, which degrades the system performance as
it creates large noise. In order to improveSNR,VDS should be lowered; again it speaks
for lower electric field, and henceforth, larger gate length. This is a compromising
situation for nanoscale device design. When the result of Fig. 4a is compared with
that of Fig. 4b, it is found out that increase of relative dielectric constant increases
leakage current. This is due to the fact that high-K material bends the band more, and
therefore, tunneling probability between filled valence band and empty conduction
band increases.

Effect of temperature is studied next. From material science standpoint, higher
temperature of the semiconductor increases bandgap, which, in turn, decreases the
tunneling probability. Simulation is carried out for moderate and high values of VDS

separately, and findings are compared with the result obtained for SiO2 (Fig. 5).
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Fig. 3 Leakage current with gate voltagewith different high-K materials for a lowVDS, bmoderate
VDS, c high VDS

4 Conclusion

Gate-induced-drain-leakage current is analytically investigated for moderate to high
values of lateral electric field in presence of high-K dielectrics. Results are compared
with that obtained for conventional SiO2 material, and effect of gate overlap length is
studied to control the leakage.Temperature variation is also incorporated as nanoscale
device under high field may cause large Joule heat dissipation. Theoretical study
verifies that substrate doping has an upper threshold limit for leakage current, over
which leakage current becomes almost constant. Simulation is carried out for both
negative and positive gate biases. Results are very critical for application of the device
as memory.
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Fig. 4 Leakage current with gate voltage with different gate overlapped regions for aHfO2, b TiO2

Fig. 5 Leakage current with gate voltage for HfO2 and SiO2 as dielectrics for a moderate VDS,
b high VDS
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Investigating Effect of Structural
Parameters on Static Characteristics
of Ultrathin DG MOSFET Using Taur’s
Model

Riya Chakraborty, Deepanwita Mondal and Arpan Deyasi

Abstract Drain current and pinch-off voltage of ultrathin double-gateMOSFET are
analytically calculated based on Taur’s model, where the centre potential is derived
from Ortiz-Conde formulation. Drain current is computed for different structural
parameters in lower nanometric range, and the effect of the high-K dielectric is
investigated. Pinch-off voltage shift is therefore derived from the simulated findings
and compared with the available findings followed by Ortiz-Conde. The result shows
a measurable variation in the parameters, and the root cause is explained from the
electrostatic point of view. Findings are important for conductance calculation.

Keywords Drain current · Taur’s model · Pinch-off voltage · Structural
parameters · Ortiz-Conde model · High-K dielectric

1 Introduction

Research onmultiple-gateMOSFETgets attention in the last decade due to the severe
constraint of short-channel effect [1] in low-dimensional devices and thereby require-
ment of precise gate control [2]. In submicron devices, more precisely when device
dimension goes beyond 100 nm, the requirement of lower DIBL and moderate sub-
threshold slope instigates several novel FET architectures, and double-gateMOSFET
is oneof the supremecandidates [3–5] among them.Onebranchof device engineering
deals with tunnelling mechanism-based transistors, which results in single-electron
transistor [6], tunnel field-effect transistor [7], etc., whereas another arena of research
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is gate engineering where multiple gates, as well as various architectures [8–10], are
proposed for controlling electron transport. DGMOSFET is the result of later avenue
of research as mentioned, and it offers excellent properties for analog [11] as well
as digital [12] applications. Tied-gate architectures are preferred for higher current
density [13], whereas independent-gate architecture offers lower threshold voltage
[14], and henceforth preferred for low power design.

Inversion layer properties of DG MOSFET are analytically investigated by
Palanichamy [15] after the simultaneous solution of Schrödinger and Poisson’s equa-
tion, whereas weak inversion properties are computed by Bhartia [16] after inclusion
of channel length modulation parameter. An explicit model was derived by Zhu
et al. [17] following Taur’s model, but that is only applicable for undoped structure.
Hariharan [18] later included velocity saturation model for submicron device where
gate length is considered 200 nm. The effect of the number of gates on drain cur-
rent is investigated by Yu [19], followed by compact model development [20]. Very
recently, Yu published [21] SPICE-compatible model for surface potential compu-
tation. In the present paper, drain current of symmetric DGMOSFET is analytically
calculated based on Taur’s model where centre potential is obtained from Ortiz-
Conde analysis. The results are shown the closer agreement of data with published
literature. Corresponding pinch-off voltage is calculated for different high-K dielec-
tric and compared with that obtained for conventional SiO2 material. The results are
important for computing conductance of the device.

2 Mathematical Formulation

For long-channelDGMOSFET structure, the solution of 1DPoisson’s equation gives
[22]

φ(z) = φC − 2φt ln

[
tsub
2β

√
qni

2εsubφt
cos

(
2βz

tsub

)]
(1)

where the parameter is defined as [22]

β = tsub
2

√
qni

2εsubφt
exp

[
φ0 − φC

2φt

]
(2)

Here tsub defines the thickness of the substrate, φC is the quasi-Fermi potential
for electrons inside the channel.

Drain current for the device is given by

IDS = μneff
W

L

4εsub
tsub

(2φt )2[ f (βs) − f (βd)] (3)
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where

f (β) = β tan β − 0.5β2 + εsubtox
εoxtsub

β2 tan2 β (4)

In this case, φ0 denotes the centre potential. In the present work, the value of
centre potential is calculated following the Ortiz-Conde formulation [23].

Centre potential according to [23] is defined as

φ0 = U −
√
U 2 − (VGS − V f b)φ0max (5)

where ‘U’ and φ0max are already defined.
In original Taur’s model, centre potential is calculated from Eq. (1) with suitable

boundary conditions, which is hereby replaced by Eq. (5).

3 Results and Discussion

Based on Eq. (3), we first calculated drain current for symmetric DG MOSFET, and
the result is compared with that obtained from Ortiz-Conde model [23]. The result
shows a very close agreement in saturation current, but a considerable difference in
the active region. It is revealed fromFig. 1a that the slope of the active region is steeper
in Ortiz-Conde model, whereas in the present paper, pinch-off voltage is delayed.
This is due to the fact that the centre potential in the proposed model is a slowly
varying function an affects the both source- and drain-end potentials, whereas in the
model [23], the effect is overlooked. However, in the saturation region, the difference
becomes negligibly small because of increasing drain voltage, which overcomes the
effect of centre potential variation. The comparative study is also performed with the
data obtained from Taur’s model [24] and represented in Fig. 1b.

In Taur’s model, centre potential is calculated directly from the function β [24].
Here that is computed from [23], and a noticeable difference is observed. This is
due to the fitting of [23], where the function β, defined in Eq. (2), becomes a func-
tion of centre potential, and corresponding total potential function. High-K effect is
investigated based on that modification. With the increase of dielectric constant, it
is found that drain current decreases, as evident from Fig. 2. This is quite obvious,
but another interesting fact that corresponding to the reduction of saturation current,
pinch-off voltage takes a right shift.

The effect of dielectric thickness is investigated in Figs. 3 and 4 represent the
substrate thickness effect. With the increase of dielectric thickness, current decreases
and that is true for the substrate layer width also. Again pinch-off point shifts with
the relative change and that is represented in tabular form.

The effect of back-gate voltage is calculated and plotted in Fig. 5. It is seen from
the plot that the higher gate voltage leads to delay in pinch-off point due to the
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Fig. 1 a Comparative analysis of drain current with Ortiz-Conde model [23]. b Comparative
analysis of drain current with Taur model [24]
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Fig. 2 Effect of high-K dielectric on drain current

Fig. 3 Effect of dielectric thickness on drain current
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Fig. 4 Effect of substrate thickness on drain current

Fig. 5 Effect of back-gate voltage on drain current
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Table 1 Pinch-off voltage for different dielectric thickness with two sets of back-gate voltage

tox
(nm)

VP (volt)

SiO2 Al2O3 HfO2 TiO2

VG =
0.8 V

VG =
1 V

VG =
0.8 V

VG =
1 V

VG =
0.8 V

VG =
1 V

VG =
0.8 V

VG =
1 V

2 0.35 0.54 0.35 0.55 0.38 0.59 0.39 0.59

5 0.31 0.51 0.31 0.5 0.35 0.54 0.37 0.54

8 0.27 0.46 0.28 0.45 0.3 0.49 0.33 0.51

10 0.25 0.41 0.26 0.42 0.28 0.44 0.32 0.5

Table 2 Pinch-off voltage for different substrate thickness with two sets of back-gate voltage

tsub
(nm)

VP (volt)

SiO2 Al2O3 HfO2 TiO2

VG =
0.8 V

VG =
1 V

VG =
0.8 V

VG =
1 V

VG =
0.8 V

VG =
1 V

VG =
0.8 V

VG =
1 V

5 0.32 0.48 0.31 0.49 0.33 0.52 0.34 0.51

7 0.34 0.49 0.32 0.5 0.34 0.53 0.34 0.53

10 0.34 0.5 0.34 0.51 0.37 0.54 0.37 0.55

15 0.35 0.52 0.35 0.53 0.37 0.54 0.39 0.57

enhancement of the threshold barrier. But it also leads to higher saturation current
due to DIBL factor. Corresponding data is shown in Tables 1 and 2.

4 Conclusion

Centre potential, as derived from Ortiz-Conde model, is put into the existing Taur’s
model, and both drain current and pinch-off voltages are computed from that. The
results showa good agreement in the saturation region. The effect of structural param-
eters and back-gate voltage is calculated, and the shift of pinch-off voltage is vividly
reflected from that results. Findings have greater significance for the computation of
conductance characteristics.
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Implementation of L-Shaped Dielectric
Double Metal Dual-Gate TFET Toward
Improved Performance Characteristics
and Reduced Ambipolarity

Bijoy Goswami, Sutanni Bhowmick, Arindam Haldar, Goutika Paul,
Debadipta Basak and Subir Kumar Sarkar

Abstract In this work, we have proposed an L-shaped Dielectric Double Metal
Dual-Gate TFET, which has been experimentally demonstrated and investigated for
the first time. This structure offers several benefits over the conventional planar
TFET in terms of reduced OFF-state current and hence suppressed ambipolar con-
duction. The source region has been extended in vertical direction for better tunneling
at the source-channel interface. The material for the L-shaped oxide is varied and
accordingly three structural variations have been simulated to obtain the optimized
performance characteristics: (a) L-shaped HfO2-SiO2 Double Metal Dual-Gate
TFET (LS-HS-DM-DG TFET: vertical portion has HfO2 and horizontal portion has
SiO2), (b) L-shaped SiO2-HfO2 Double Metal Dual-Gate TFET (LS-SH-DM-DG
TFET: vertical portion has SiO2 and horizontal portion has HfO2), and (c) L-shaped
SiO2-SiO2 Double Metal Dual-Gate TFET (LS-SS-DM-DG TFET: total L-shape
comprised of SiO2). All the fundamental device parameters have been analyzed to
demonstrate the tunneling phenomena in the L-shaped Dielectric gate-engineered
TFET structure under various biasing conditions. All the simulations have been per-
formed in 2D using Silvaco, Atlas.
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Keywords L-shaped dielectric double metal dual-gate TFET · LS-HS-DM-DG
TFET · LS-SH-DM-DG TFET · LS-SS-DM-DG TFET · Ambipolar conduction
suppression

1 Introduction

Conventional MOSFET structures have several drawbacks in the nanoscale range
which have been compensated by TFET devices. The fundamental phenomenon
upon which TFET is based is quantum mechanical band-to-band tunneling (BTBT),
as opposed to carrier transport by thermionic injection in MOSFETs. The lowest
subthreshold slope (SS) that can be achieved in a MOSFET is 60 mV/decade at
room temperature. TFETs have demonstrated SS lower than this value owing to the
difference in operating principles. Also steeper switching behavior in TFETs makes
this device suitable for high-speed and low-power applications. Additionally, TFETs
are immune to short-channel effects and exhibit negligibly low leakage currents in the
range of femto amperes (fA), making them suitable for high-frequency applications.

Despite the inherent merits of TFETs, the primary area of concern in these devices
is ambipolar conduction, owing to band-to-band tunneling at the drain-channel
junction. Also the ON current is considerably low as compared to MOSFETs.
To suppress the ambipolar conduction, various structures have been previously
demonstrated. These include gate–drain underlap structure, [1–5]which significantly
reduces the ambipolar conduction, although current driving capacity is compromised
in the process and other approaches [6–9]. In this work, we have opted for a gate-
engineeredL-shapedDielectricDoubleMetalDualGateTFET to suppress ambipolar
conduction. The gate engineering is obtained by using different materials along the
L-shaped dielectric region in the double metal dual-gate structure. The electric field
profile has been studied to show reverse band bending in the drain-channel interface.
This has the effect of greatly reducing the tunneling probability at the drain end of the
structure, such that ambipolar conduction may be effectively suppressed. The OFF
current is in the range of 10−18 A, thereby offering high ION/IOFF and hence reduced
subthreshold slope. The structures have been named according to the correspond-
ing dielectric materials used in the gate-oxide regions, respectively, (a) L-shaped
HfO2-SiO2 Double Metal Dual-Gate TFET (LS-HS-DM-DG TFET: vertical portion
has HfO2 and horizontal portion has SiO2), (b) L-shaped SiO2-HfO2 Double Metal
Dual-Gate TFET (LS-SH-DM-DG TFET: vertical portion has SiO2 and horizontal
portion has HfO2), and (c) L-shaped SiO2-SiO2 DoubleMetal Dual-Gate TFET (LS-
SS-DM-DG TFET: total L-shape comprised of SiO2). The effects of varying the gate
bias and oxide permittivities on the band diagram and other parameters such as the
electric field and potential profile have been analyzed, and the ramifications of the
structural variations and materials used for optimal evaluation have been reported.
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2 Device Structure and Simulation Setup

The 2D cross-sectional view of the proposed n-channel TFET structure is shown in
Fig. 1. (a) L-shaped HfO2-SiO2 Double Metal Dual-Gate TFET (LS-HS-DM-DG
TFET), (b) L-shaped SiO2-HfO2 Double Metal Dual-Gate TFET (LS-SH-DM-DG
TFET), and (c) L-shaped SiO2-SiO2 Double Metal Dual-Gate TFET (LS-SS-DM-
DGTFET). The total length of the device is 44 nmwhile the channel length is 14 nm.
The device has L-shaped oxide region in both upper and lower side. By varying the
components of the oxide layers, three different structures are constructed. For LS-SS-
DM-DGTFET, the total oxide layer is of SiO2, while the other two structures contain
combination of SiO2 and HfO2. The Source region is extended with vertical dimen-
sion of 25 nmwith 10 nm horizontal length. The drain regions in all the three devices
are of heavily doped N+ type with doping concentration of 1018 cm−3 with vertical
length of 14 nm and horizontal extent of 10 nm. The doping concentration of the
source is 1020 cm−3 (p-type) and that of the channel region is 1012 cm−3 (p-type). For
symmetry, air is considered as the dielectric above and below the drain region. Thick-
ness of the oxide region tox above and below the channel is 2 nmwhereas the vertical
section of the oxide has thickness of 3 nm. The double metal comprises of metals
M1 and M2 with work functions 5.1 and 4.1 eV, respectively. All the simulations
have been performed using Silvaco Atlas version 5.20.2.R by including appropriate
models such as nonlocal BTBT (BBT.NONLOCAL), Auger recombination model,
Lombardi mobility model (CVT), the Shockley–Read–Hall, Fermi–Dirac statistics,
bandgap narrowing model, and Drift-diffusion carrier transport have been used. The
band structures have been demonstrated under various biasing conditions.

3 Results and Discussions

3.1 Band Diagram Analysis

Figure 2 compares theON-state band diagram of the (a) L-shapedHfO2-SiO2 Double
Metal Dual-Gate TFET (LS-HS-DM-DG TFET), (b) L-shaped SiO2-HfO2 Double
MetalDual-GateTFET (LS-SH-DM-DGTFET),and (c)L-shapedSiO2-SiO2 Double
Metal Dual-Gate TFET (LS-SS-DM-DG TFET). The band structures suggest better
tunneling profile, reduced leakage, and lower ambipolar conduction in comparison
to conventional planar TFETs. The tunneling length, which is inversely related to the
tunneling probability, is lower for LS-HS-DM-DGTFET and LS-SH-DM-DGTFET
as compared to LS-SS-DM-DG TFET. This indicates better tunneling in the former
two structures. Reverse band bending, as observed from the energy band diagrams, is
indicative of reduced ambipolar conduction. There is a stronger reverse band bending
at the channel-drain interface of LS-HS-DM-DG TFET and LS-SH-DM-DG TFET
as compared to LS-SS-DM-DG TFET. So, it can be concluded that LS-HS-DM-
DG TFET and LS-SH-DM-DG TFET structures are more immune to ambipolar
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Fig. 1 2D cross-sectional
structure for a L-shaped
HfO2-SiO2 double metal
dual gate TFET
(LS-HS-DM-DG TFET),
b L-shaped SiO2-HfO2
double metal dual gate TFET
(LS-SH-DM-DG TFET), and
c L-shaped SiO2-SiO2
double metal dual gate TFET
(LS-SS-DM-DG TFET)
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Fig. 2 ON-state band diagram of a L-shaped HfO2-SiO2 Double Metal Dual-Gate TFET (LS-HS-
DM-DG TFET), b L-shaped SiO2-HfO2 Double Metal Dual-Gate TFET (LS-SH-DM-DG TFET),
and c L-shaped SiO2-SiO2 Double Metal Dual-Gate TFET (LS-SS-DM-DG TFET)

conduction as compared to the LS-SS-DM-DG TFET structure. The energy band
diagram can be further optimized by modulation in dimensions of the structure and
variation in the doping profile.

Figure 3 shows conduction band energy for the LS-HS-DM-DG TFET structure.
The conduction band energy profile of the other two structures is almost similar to
the one in Fig. 3. As expected, the conduction band energy is highest at the source
end, reduces at the source-channel interface, and is lowest at the drain end.

Fig. 3 Conduction band energy profile for LS-HS-DM-DG TFET
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3.2 Potential Profile and Electric Field Profile Analysis

A comparative analysis of the potential profile is presented in Fig. 4 for the three
structures. The peak in the potential profile at the source-channel interface is indica-
tive of the overall tunneling. It can be seen from the figure that overall tunneling
is better for LS-HS-DM-DG TFET as compared to LS-SH-DM-DG TFET and LS-
SS-DM-DG. The potential profile of the latter two structures is almost overlapped.
Higher value of potential at the channel-drain interface indicates that the electrons
which tunnel at the source-channel interface can effectively reach the drain.

The electric field for all three structures is shown in Fig. 5. Maximum overshoot
at the source-channel interface is seen for LS-HS-DM-DG TFET suggesting highest
degree of tunneling in this structure. The peak in the electric field profile at the

Fig. 4 Potential profile of
a L-shaped HfO2-SiO2
Double Metal Dual-Gate
TFET (LS-HS-DM-DG
TFET), b L-shaped
SiO2-HfO2 Double Metal
Dual-Gate TFET
(LS-SH-DM-DG TFET), and
c L-shaped SiO2-SiO2
Double Metal Dual-Gate
TFET (LS-SS-DM-DG
TFET)
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Fig. 5 Electric field profile of a L-shaped HfO2-SiO2 Double Metal Dual-Gate TFET (LS-HS-
DM-DG TFET), b L-shaped SiO2-HfO2 Double Metal Dual-Gate TFET (LS-SH-DM-DG TFET),
and c L-shaped SiO2-SiO2 Double Metal Dual-Gate TFET (LS-SS-DM-DG TFET)
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channel-drain interface acts as a barrier to reverse tunneling. This peak indicates
immunity to DIBL. The peak of the electric field profile at the channel-drain interface
is lower than that in the source-channel interface implying reduced hot carrier effect at
the drain end. The band-to-band tunneling profile is shown for all the three structures
in Fig. 6. The sharpest reverse peak at the source-channel interface for the LS-HS-
DM-DG TFET structure is indicative of superior band-to-band tunneling for this
structure. This is also reflected in the transfer characteristics of the structures.

LS-HS-DM-DG TFET shows most favorable outcomes in terms of potential pro-
file and electric field profile. The contour diagrams of the potential profile and the
electric field profile for the LS-HS-DM-DG TFET structure have been shown in
Figs. 7 and 8, respectively.
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Fig. 6 Band-to-Band tunneling profile of a L-shaped HfO2-SiO2 Double Metal Dual-Gate TFET
(LS-HS-DM-DG TFET), b L-shaped SiO2-HfO2 Double Metal Dual-Gate TFET (LS-SH-DM-DG
TFET), and c L-shaped SiO2-SiO2 Double Metal Dual-Gate TFET (LS-SS-DM-DG TFET)

Fig. 7 Potential profile of LS-HS-DM-DG TFET
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Fig. 8 Electric field profile of LS-HS-DM-DG TFET

3.3 Transfer Characteristics

The transfer characteristics are shown for all the three structures in Fig. 9. Highest
ION/IOFF ratio is observed for LS-HS-DM-DG TFET. The subthreshold slope is
24 mV/dec for LS-HS-DM-DG TFET, 34 mV/dec for LS-SH-DM-DG TFET, and
60 mV/dec for LS-SS-DM-DG TFET. Also, suppressed ambipolar conduction is
clearly observed from the transfer characteristics of LS-HS-DM-DG TFET.

4 Conclusion

In this proposed work, the effects of the gate-engineered L-shaped Dielectric
Double Metal Dual-Gate TFET on performance parameters have been experimen-
tally demonstrated through simulations. The extended source alongwith theL-shaped
dielectric ensures the improved tunneling at the source-channel interface.Three struc-
tures have been named according to the dielectric material used. LS-HS-DM-DG
TFET shows lowest subthreshold slope of 24 mV/dec and superior potential and
electric field profiles as compared to the other two structures. Hence, it can be con-
sidered as the most optimized structure in this work. All structures indicate better
characterization than conventional TFETs.Also, the ambipolar conduction is reduced
as indicated from the electric field profiles and the transfer characteristics of the pro-
posed structures. This outcome can be further explored and used in the field of low
power, RF, and analogue applications.
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Memristor-Based Circuit Design
Approaches and Future Challenges

Ramesh Kumar and Surajit Mandal

Abstract Memristor is a two-terminal element which remembers its most recent
memristance or history, and is characterized by its nonlinear relation between charge
and magnetic flux and hysteresis loop in the current versus voltage plane. Memristor
which is investigated as the fourth basic passive element the other three are resistor,
capacitor, and inductor. With the increase of research interest in memristor, it is
promising potential in developing the future memory devices. Here, we review the
memristor science and connected technology and discuss different aspects of the
memristor. The memristor circuit design using its equivalent PSPICE memristor
model is presented and time diagrams are obtained. Memristors behavior with other
passive element like resistor and its interrelation is investigated. Here, we cover
principles of memristors systems, useful models of memristors, practical memristors
circuit implementations, and highlighted prospective utilization of memristors using
the passive circuit elements like resistor. The related characteristics and the future
challenges of memristors are discussed in this communication.

Keywords TiO2 memristor ·Memristor modeling · PSPICE ·Memristor
applications

1 Introduction

In 1971, Leon Chua suggested the existence of memristor which is a basic circuit
element like other passive elements [1]. Chua extended the traditional relationship
between voltages, current, charge, and magnetic flux. The memristor theory was
further termed to memristive devices in 1976 [2]. In 2008, Hewlett-Packard (HP)
Laboratory fabricated the first memristor and published results that described the
memristor device [3]. Considering the switching capability, a memristor-switch is
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connected at the intersection of every row line and column line. When the switch
between row and column is closed, row line gets electrically connected to column
line. By applying voltage to the ends of the terminals, the idea is to open and close
the switches. Open switch is indicated by 0 and closed switch is indicated by 1. In
crossbar switch, it consists of rows and columns which can be platinum lines and
a 40 nm cube TiO2 is sandwiched between the layers and the junction to create
memristor [4]. As the memristor is hypothetical nonlinear resistive device which
perceives memory characteristics, Chua named this element “Memristor” in 1971.
The memristor has varying resistance which is also called memristance. The unit
of memristance is same as that of resistance which is expressed in Ohm (�). For
the memristor-based circuit design, analyze and simulate different models like linear
ion-drift model, nonlinear ion-drift model, Simmons Tunnel Barriermodel, threshold
adaptive memristor model, and macro model have been proposed [5].

2 Application Perspective of Memristors

2.1 Memristor for Memories

It is convinced that memristor will change the memory circuit design in the future.
Memristors can store data indefinitely, as they can remember their state [6], whereas
in conventional DRAM the capacitor needs energy to retain the information. The
interesting properties of memristor would be a significant role for circuit designing
and tasks computation. Similar to atomic switch, the entity and control variables of
memristor are atoms and charge whereas its state and output variables are charge
and electron [7]. To improve overall energy, low bias and low power consumption
to make suitable for fast switching the memristor performance will be significance
[8]. The ability of memristor to remember the resistance is favorable in the artificial
neural network and its behavior seems as that of synapse, which mimics aspects of
human brain for investigating and expecting [9].

2.2 Breakthrough in Memristor

A non-volatile memory lies between low power and high density whereas memris-
tor mimics biological synapse of neural networks. Memory and processor coexist
in novel computer architecture. Memristor is going to lead a dominant role in the
recognition of inventive neuromorphic computing architecture merging memory and
computational abilities. This fundamental step exploring high to expand as the mem-
ristor tends to bring data close to computation capabilities [10].
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3 Practical Memristors

3.1 Equations of HP’s Memristor

It is difficult to obtain the exact relation for HP’s memristor due to ion drift mech-
anisms and coupling complexity. Figure 1 shows the construction of TiO2-based
memristor and the memristance M(q) and their relationship based on the assump-
tions by HP [11] is given in Eq. (4).

M(t) = R(w) = RON
w(t)

D
+ ROFF

(
1− w(t)

D

)
(1)

dw(t)

dx
= μv

RON

D
i(t) (2)

w(t) = μv

RON

D
q(t) + wo (3)

Equation (3) is the integral form of Eq. (1). Here, q(t) represents the integral of
the current to time. The memristance M(q) can be obtained from Eqs. (1) and (2)
given by this

M(q) = ROFF − ROFF − RON

D
w(t) (4)

Here, D represents the width of the doped and undoped layer, and μv the dopant
mobility. HP memristor model proposed by HP used the TiO2-based devices; the
equivalent circuit of the proposed memristor structure is mentioned in Fig. 1.

Memristors are compatible with conventional CMOS devices concerning manu-
facturing and operating voltage. It is an analog circuit which behaves digitally, and
the resistance of the memristor typically represents a binary value [12].

Fig. 1 Construction of the
HP TiO2 memristor
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Fig. 2 Electrical model of memristor PSPICE simulation [13]

3.2 Memristor Circuit

The memristor model used by using SPICE in this discussion is similar to that of
the Biolek model shown in Fig. 2. We obtained the simulation results by using the
input sine voltage of amplitude 1.0 V and frequency 500 Hz. The different curves
obtained by using the referred model are shown in the result and discussion section.
Thus, the model can be assumed to be verified and work properly.

4 Results and Discussions

Input and output voltage of memristor is plotted with respect to time. Here, the input
sine voltage of amplitude 1 V and frequency 500 Hz was taken. The output voltage
of the memristor has a small phase shift with respect to the input voltage due to the
memristance effect which is shown in Fig. 3. For the software simulation, we have
used the Cadence environment.

The memristor current and voltage waveforms for the memristor model are
obtained in Fig. 4.

In Fig. 5, we use memristor with same polarity and obtained the corresponding
voltages in Fig. 6. Here, the resistance R1= 2 k� and R2= 1 k� is used. The input
and output voltages waveforms at memristor M1 and M2 terminals are plotted in
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Fig. 3 Time diagram of input and output waveform for the memristor M1

Fig. 4 Current and voltage hysteresis

Fig. 6, and resistance across M1, R1 and voltage in Fig. 7, respectively. The voltages
V (in_M2) and V (out_M2) are almost similar in nature.

Figure 8 shows the circuit when the memristor polarity is changed, and the input
and output voltage waveform with their timing diagram is obtained in Figs. 9 and
10, respectively.

Two memristor M1 and M2 are also connected in parallel in Fig. 11a and b and
the diagrams are shown in Figs. 12 and 13, respectively.

Here, the hysteresis curve is obtained, Fig. 12 whereas more linearity is observed
in Fig. 13 when the 1 K resistor is connected in series with M1 and M2, respectively.
The equivalent memristance can be obtained by the ratio between applied voltage
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Fig. 5 Memristor same polarity connection

Fig. 6 M1 output and input voltages curve

Fig. 7 Resistance across M1, R1 and voltage
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Fig. 8 Memristor opposite polarity connection

Fig. 9 Output and input voltages at M2, M1

and the current flowing through memristors. Under dc biasing, for the higher values
of resistance a constant current is found in the circuit whereas for the lower values
of resistance a significant value of current is obtained (Fig. 14). Figure 15 has ohmic
nature due to considering the resistance.

From the input and output waveforms for the memristor M1 and M2 shown in
Figs. 6 and 13, it have been found the similarities between them in terms of current
and voltage. Particularly, analyzing the behavior of memristor connected in series
and parallel in circuits is challenging because of its polarity. However, the device
characteristics of memristors as compared to resistor are not exactly similar even
though their units are same. Also dc circuit model of memristors should be fur-
ther tested to study the memristor characteristics. For understanding the memristors
resistor effect, more investigation is needed and it should be tested with other passive
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Fig. 10 Time diagram of input and output voltage of memristor M1, M2

Fig. 11 a Memristor connection with resistor. bMemristor parallel connection

elements like capacitor and inductors to place it in passive element category. As the
PSPICEmodels enables the modification to study the nonlinearity behavior of mem-
ristive elements. However PSPICE allows negative values for the passive elements
but my cause instabilities during the analysis.

5 Conclusion

Memristors find applications in analog circuits such as chaos circuit, oscillator, ampli-
fier, neural network etc. They are also found to perform logical operations in digital
gates, and reconfigurable logic gates [14]. Memristor emulators using OP-AMPs and
optocoupler are also implemented and tested [15]. The designs that were proposed
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Fig. 12 Output voltages at M1

Fig. 13 Current at memristors, resistor and output voltage

for the designing and further the layout for memristor are not yet capable for accurate
simulation of its working. We need better designs, also there are no libraries avail-
able for physical designing of memristor-based circuit, it still is a concept that needs
more research. Many purposes have been accomplished till now as a result of deep
research like the uses of memristor at analog circuit level, crossbar memory design,
digital implementation of memristor is still not well researched and it needs more
research to accomplish digital implementation because of the fact that Boolean logic
cannot be applied directly. Many researches continue to put it as a physically feasible
circuit device. For the validation of different modification made by the researchers,
the relevant information should be provided by themanufacture.Much researchwork
has been published concerning the memristive devices, yet these groups are waiting
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Fig. 14 Current (M2:+) versus voltage (out_M2) plot

Fig. 15 Current (R3) versus voltage (out_M12) plot

for the physical availability of these elements in an integrated circuits form only a
few products are available for learning capability only. Till now memristors are not
commercially (except a few) available which should be available such that practical
exposure and testing, learning ability, performance, speed, and other issues can be
tested and compared with available memory elements. There are still many chal-
lenges ahead to be solved, such as those related to CMOS-memristor mixed system
integration.
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Performance Analysis of AntHocNet
Based on NS2

Khondekar Lutful Hassan and Jyotsna Kumar Mandal

Abstract In this paper a simulation-based performance analysis of AntHocNet has
been performed. Ant colony optimization (ACO)-based routing protocol, AntHoc-
Net and Ad hoc On-Demand Distance Vector (AODV) routing protocol have been
considered as MANET routing protocols. For the simulation purpose, NS2 (NS2.34)
has been taken as simulation tools, and two attributes are taken for analysis purpose.
The number of nodes (20, 40, 60, 80 and 100) and percentage of node mobility (20,
40, 60 and 80%) are used for the purpose of analysis. The analysis has been done
under two protocol systems, AODV and AntHocNet to compute the comparative
characteristics of both protocols. No of generated packets, throughput, average and
end-to-end (e2e) delay are considered as the parameters for the purpose of com-
parisons and performance analysis. It is seen from the analysis that performance of
AntHocNet is better than AODV in respect to all parameters which are considered
for the analysis.

Keywords MANET · AntHocNet · AODV · NS2 · ACO · Bio-inspired routing

1 Introduction

Mobile ad hoc network (MANET) is defined as a set of discreet mobile nodes formed
a discreet network. It is infrastureless, and mobility is the basic characteristic of
MANET. Any nodes can enter into the network as well as can leave the network
at any time. As mobility is the basic characteristic of the network, routing is very
challenging job in such dynamic network. In the conventional MANET, routing
protocol is classified broadly in two types, one is proactive routing protocol and
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another is reactive routing protocol. In this protocol, a routing table is created before
the data transmission in the network. Each node continuously maintains the updates
of its routing table entire the network. That’s why overhead is very high in this type
of routing protocol. DSDV is the example of table-driven routing protocol. Reactive
routing protocol creates the route when it is required to transmit the data, that’s
why this type of routing protocol is called on demand. Example of reactive routing
protocol is AD hoc On-Demand Distance Vector (AODV) and Dynamic Source
Routing (DSR).

Nowadays, researchers are trying to develop routing protocol in nonconventional
way using various types of optimization technique algorithm [1–3], like bio-inspired
algorithm. AntHocNet is the example of routing protocol using bio-inspired opti-
mization technique, named Ant colony optimization (ACO) [4–7]. AntHocNet is
also a kind of hybrid multipath routing protocol. ACO is the part of swarms intelli-
gent by which ant can solve a complex problem using cooperation. ACO is a kind
of multi-agent metaheuristic searching algorithm based on food searching of real
ants in the real world. When ant leaves from the nest for searching the food at that
time, it spreads pheromones as land mark in the route by which it travels. Using the
land mark of pheromones, new ant in real life can find the shortest path from food to
home. In the AntHocNet routing protocol will spread the pheromones agent for the
route. It can create multiple routes.

Simulation environment is described in Sect. 2 of this paper and comparison of
the performance is described in Sect. 3, conclusion is drawn in Sect. 4.

2 Simulation Environment

For simulation purpose, network simulator 2 (ns 2.34) is takenwhich is a Linux based
and widely used in research and industry. For the implementation of AntHocNet in
NS2, few routing protocol files are inherited and edited to arrange for the proper
environment. Few existing configuration files in NS2 have also been edited for the
required environment. For the purpose of simulation and analysis, few parameters
are considered as fixed parameters which are given in Fig. 1, and few parameters
are considered as variable parameters which are given in Table 1. Fixed parameters
are those parameters which are considered as constant for every scenario as well as
variable parameters are those which are changed for every scenario for generating
comparisons of the result.

The simulation is performed in 1000 × 1000 m2 area. Comparison of the
performance is measured in terms of generated packet, throughput and average e2e
delay.
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Fig. 1 Fixed parameter for the simulations for each scenario

Table 1 Variable parameter
for the simulation for each
scenario

Routing protocols AODV and AntHocNet

No of nodes 20, 40, 60, 80 and 100

% of node mobility 20, 40, 60 and 80%

3 Result and Analysis

For the purpose of the analysis, three attributes are taken. These are generated
packets, throughput and average end-to-end delay. Various node configurations are
used against various node mobilities. Section 3.1 deals with the issue of generated
packets. Section 3.2 has been analyzed the throughput of under various mobility of
nodes along with different number of nodes. Section 3.3 deals with average end-to-
end delay.

3.1 Generated Packet

This parameter is measured as total number of packets generated in every experiment
by all nodes. Figures 2, 3, 4 and 5 show the comparison of generated packets when
20, 40, 60 and 80% nodes are moving, respectively.

From Fig. 2, it is seen that when 20% nodes are moving at that time AntHocNet
generates more packets than AODV routing protocol in every scenario.

When 40% nodes are moving at that time the result is same as 20% nodes are
moving. Here, AntHocNet generates more packets than AODV routing in every
scenario like Fig. 3.
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Fig. 2 Number of generated packet when 20% nodes are moving

Fig. 3 Number of generated packet when 40% nodes are moving

When 60% nodes are moving at that time the Fig. 4 shows a little abnormal at
node number is 80, the overall number of generated packets of AntHocNet decreased,
but at that time generated packet is still more than number of packets generated by
AODV.

When 80% nodes are moving, the total generated packet of AntHocNet is more
than AODV routing protocol. It is observed in the Fig. 5 that when node number
increased the generated packets also increased gradually.

From Figs. 2, 3, 4 and 5, it is seen that performance of generating packets by
AntHocNet is always greater than AODV routing protocols in every scenario.
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Fig. 4 Number of generated packet when 60% nodes are moving

Fig. 5 Number of generated packet when 80% nodes are moving

3.2 Throughput

Throughput is measured as rate of data transferred in the entire network. Figures 6,
7, 8 and 9 show the comparison of throughput when 20, 40, 60 and 80% nodes are
moving, respectively.

When 20% nodes are moving at that time throughput of AntHocNet is greater
than the throughput of AODV. But at node number 20, the throughput of AODV is
little greater.

When 40% nodes are moving at that time throughput of AntHocNet is higher than
the throughput of AODV routing protocol.
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Fig. 6 Throughput when 20% nodes are moving

Fig. 7 Throughput when 40% nodes are moving

When 60% nodes are moving at that time the behavior of throughput graph are
more and less same like the throughput when 40% nodes are moving. But at the node
number between 20 and 40, the throughput of AODV is greater than the throughput
of AntHocNet. But rest of the cases, the throughput of AntHocNet is greater than
throughput of AODV.

When80%nodes aremoving at that timebehavior of the throughput ofAntHocNet
is slightly abnormal. When node number is lower (20) at that time throughput of
AntHocNet is less than the throughput of AODV. When node number is 40–100 at
that time throughput of AntHocNet is higher than AODV routing protocol. But when
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Fig. 8 Throughput when 60% nodes are moving

Fig. 9 Throughput when 80% nodes are moving

the node number is 80, the throughput of both routing protocols is more and less
same.

From Figs. 6, 7, 8 and 9, it is seen that throughput of AntHocNet is better than
AODV in maximum scenarios.
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3.3 Average End-to-End (avg. e2e) Delay

Avg. e2e delaymeasured the average time taken for packets to reach destination from
source node in a network. Figures 10, 11, 12 and 13 describe the comparison of avg.
e2e delay when 20, 40, 60 and 80% nodes are moving, respectively.

When 20% nodes aremoving, the avg. e2e delay of AntHocNet is less thanAODV
routing protocol. But when node number is 60 and 100, the avg. e2e delay of both
routing protocols is near about same.

When 40% nodes are moving, the avg. e2e delay of AntHocNet is minimum here,
but at the node number of 20 and 40 the avg. e2e delay is more or less same.

Fig. 10 Avg. e2e delay when 20% nodes are moving

Fig. 11 Avg. e2e delay when 40% nodes are moving
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Fig. 12 Avg. e2e delay when 60% nodes are moving

Fig. 13 Avg e2e delay when 80% nodes are moving

When 60% nodes are moving, the avg. e2e delay of AntHocNet and AODV is
shown in Fig. 12. When the node number is 60, the average e2e delay of AntHocNet
is little higher than AODV routing protocol, but rest of the cases avg. e2e delay of
AntHocNet is less than AODV routing protocol.

When 80% nodes are moving, the avg. e2e delay is always less than AODV in
every scenario.
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From Figs. 10, 11, 12 and 13, it is seen that avg. e2e delay of AntHocNet is less
than the avg. e2e delay of AODV routing protocol in maximum scenarios.

From Figs. 2, 3 , 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13, it is seen that the performance
of AntHocNet is always better than the convention routing algorithm (AODV). As
AntHocNet routing protocol usedmetaheuristic approach to find the route to reach the
destination so the performance of AntHocNet is better than AODV routing protocol
here.

4 Conclusion

From the comparison of the performance, it is seen that the AntHocNet performs
better than convention routing protocol (AODV) in terms of avg. e2e delay, through-
put and total number of generated packets. In the few cases, AntHocNet behaves
abnormally. The cause of abnormal behavior may be for other parameters like speed
of node and mobility model, congestion of the route, etc. As the nodes are moving
with a high speed (100 m/s), mobility model arranges the node position randomly.
Overall, the performance of AntHocNet is satisfactory level than the conventional
routing protocol like AODV.

For featurework, theAntHocNet routing protocolmaybeoptimized for improving
the performances of other various parameters in various scenarios.
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Design and Simulation
of AND-OR-INVERT Logic for Photonic
Integrated Circuits

Mahesh V. Sonth, Sanjaykumar Gowre, Nagshettappa Biradar
and Basavaraj Gadgay

Abstract Optical fiber communication and photonics are the fastest developing field
in the information processing and computational technology. The optical devices
designed so far are not full optical processing systems rather they depend on the
optical-electrical-optical (OEO) conversion switches in their system design. The
necessity of these OEO conversion switches can be eliminated by designing all
optical processing logic devices in photonic crystals (PhCs). The contrast ratio of
the designed cascaded AOI logic gate is 11.15 dB achieved using Full-WAVE FDTD
techniques.

Keywords Photonic crystals · OEO · FDTD · PWE · AOI logic

1 Introduction

Optics and photonics have received great attention by fundamental and applied
researchers by the end of nineteenth century, the optical technology counterpart
electronic semiconductor technology. The major challenging task in the field of
communication system is to increase the processing speed, reduction in chip size,
and low-power device design. Photonics is the research platform for the design and
implementation of all optical devices for optical network systems. The physical
science deal with light is refereed as photonics and PhCs are the Greek word phos
means light and krustallos mean periodic arrangements [1, 2]. PhCs are the materi-
als which have a periodicity dielectric constant in some particular dimensions and
they are classified based on variation in refractive index as one-, two-, and three-
dimensional PhCs [3].
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Fig. 1 PhC lattice structure of a AND gate, b OR gate, c NOT gate

All optical logic gates can be accomplishedwith 2-DPhCs through the use of PhCs
waveguides and cavities. The various defects can be created in 2-D PhCs waveguide
to guide electromagnetic radiation with small losses and high efficiency.

2 Structural Design Constraints

2.1 AND Gate

The all optical AND gate [4, 5] is designed in 2-D PhCs with hexagonal lattice
structure of width 16 and length 19 silicon rods in air background medium shown
in Fig. 1a. The lattice constant a = 0.54 µm, radius of silica rod r = 0.108 µm, and
free space wavelength of 1.55 µm is set for the time domain analysis. The Gaussian
stimulus power input is applied at the input of the structure A and B and the output
is recorded at monitor placed at the output terminal Y.

2.2 OR Gate

The all optical OR gate [6] is designed in 2-D PhCs with hexagonal lattice structure
of width 40 and length 49 silicon rods in air background medium shown in Fig. 1b.
The lattice constant a = 0.54 µm, radius of silica rod r = 0.108 µm, and free space
wavelength of 1.55 µm is set for the time domain analysis. The Gaussian stimulus
power input is applied at the input of the structure A and B and the output is recorded
at monitor placed at the output terminal Y.
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2.3 NOT Gate

The all optical NOT gate [4, 7] is constructed in 2-D PhCs using hexagonal lattice
structure as shown in Fig. 1c. The square lattice structure all optical NOT gate with
input as A, R, and Y is output. 2-D PhCs with utility array layout width and length of
31 × 31 silica rods is in air background medium. The lattice constant a = 0.54 µm,
radius of silica rod r = 0.108 µm, and free space wavelength of 1.55 µm is set for
the time domain analysis.

2.4 AND-OR-INVERT Logic Gate

The PhC-based all optical AND-OR-INVERT (AOI) logic gate is constructed in 2-D
PhC using the concept of cascaded logic structure shown in Fig. 2. One of the most
tedious tasks is to obtain the high transmission efficiency in case of cascade logic.
In this paper, we have presented cascade logic of AOI function using 2-D PhCs. The
crystal lattice structure with a utility array width and length 40× 39 silica rods is in
air background medium. The lattice constant a = 0.54 µm, radius of silica rod r =
0.108 µm, and free space wavelength of 1.55 µm is set for the time domain analysis.

Photonic Bandgap: It is obtained by plane wave expansion (PWE) method results
with transverse electric and transverse magnetic mode. The TE mode of PBG is
ranging from 0.32 to 0.48 a/λ and TMmode of PBG is ranging from 0.86 to 0.956 a/λ
for free space wavelength of 1550 nm. The contrast ratio rc is computed by the
logarithmic ratio of optical transmitted high power to the low power.

Fig. 2 PhC lattice structure of AND-OR-INVERT logic
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Contrast Ratio = 10 log

(
P1
P0

)
(1)

3 Simulation Results and Discussion

3.1 AND Gate

The all optical AND gate with input stimulus A and B is applied with power of 1
a.u. The output monitor records with high power output of 0.75 (arbitrary unit) a.u.
and in remaining cases, it is observed with low power reading of about 0.18 a.u.
Figure 3 shows the Full-WAVE FDTD simulation results of all optical AND gate in
2-D PhCs. Table 1 indicates the truth table of logical AND gate with practical output
power and contrast ratio.

3.2 OR Gate

The all optical OR gate with input stimulus A and B is applied with power of 1 a.u.
The output monitor records with high power output of 0.89 a.u.; if any one input is
applied with a power of 1 a.u., then the output scope recorded with high power of
0.70 a.u., and if no input is applied means, then we will observe zero output in the
monitor. Figure 4 shows the Full-WAVE FDTD simulation results of all optical OR
gate in 2-D PhCs. Table 2 indicates the truth table of logical OR gate with practical
output power.

3.3 NOT Gate

The input A with 1 a.u. power and reference input R are applied with 1 a.u. power,
the low power (0.062 a.u.) coupled to output waveguide. Similarly, when we applied
with input a low power and reference high power, due to coupling, high power (0.65
a.u.) will be coupled to output waveguide shown in Fig. 5. The extinction ratio of
about 10.21 dB is achieved. Table 3 indicates the truth table of logical NOT gate with
practical output power and contrast ratio.



Design and Simulation of AND-OR-INVERT Logic for Photonic … 59

Fig. 3 Full-WAVE simulation of 2-D PhC AND gate
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Table 1 FDTD simulation results of AND gate

Input Theoretical output Practical output (a.u.) Contrast ratio (dB)

A B Y Y rc

0 0 0 0 6.19

0 1 0 0.18

1 0 0 0.18

1 1 1 0.75

3.4 AOI Logic Gate

AOI gate with inputs A, B, C, and D are given with an appropriate power of 1 a.u.
and output Y records the output. The AOI logic with two AND gates with inputs A,
B and C, D are designed in 2-D PhCs produces two outputs on its waveguides. The
output of AND gates is used as a input of OR gate which intern cascaded to NOT
gate generates the output of AOI gate. The high output produces when any one of
AND gate input is zero. When both the inputs of any one AND gates are high, output
goes to low. Table 4 shows the simulation results of AOI gate.

4 Conclusion

The basic gates such as AND, OR, and NOT logic are built in the 2-D PhCs lattice
structure. The AND lattice structure in 2-D PhCs yielding a transmission efficiency
of 75% logic high output and 18%of logic low output with a contrast ratio of 6.19 dB.
The OR gate with maximum transmission efficiency for logic high output reported
with 89%. The NOT gate designed in 2-D PhCs reported with 65% transmission
efficiency for logic high output and 6%of transmission efficiency for logic low output
with a contrast ratio of 10.21 dB. Finally, the cascadedAOI logic functionmaintained
an average transmission efficiency of 72% with a contrast ratio of 11.15 dB.
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Fig. 4 Full-WAVE simulation of 2-D PhC OR gate
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Table 2 FDTD simulation
results of OR gate

Input Theoretical output Practical output (a.u.)

A B Y Y

0 0 0 0

0 1 1 0.70

1 0 1 0.70

1 1 1 0.89

Fig. 5 Full-WAVE simulation of 2-D PhC NOT gate

Table 3 FDTD simulation
results of NOT gate

Input Theoretical
output

Practical output
(a.u.)

Contrast ratio
(dB)

A Y Y rc

0 1 0.650 10.21

1 0 0.062
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Table 4 FDTD simulation results of AOI logic gate

Input Logic output Practical output (a.u.) Contrast ratio (dB)

A B C D Y Y rc

0 0 0 0 1 0.81 11.15

1 0 0 0 1 0.64

0 1 0 0 1 0.72

0 0 1 0 1 0.64

0 0 0 1 1 0.72

1 1 0 0 0 0.07

0 0 1 1 0 0.07

1 1 1 1 0 0.13
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Identifying Influential Nodes Based
on Network Topology: A Comparative
Study

Anindita Raychaudhuri, Subhasis Mallick, Ankit Sircar and Shalini Singh

Abstract Recently, the attention has been increased to the study of the connectiv-
ity properties and to the topology of the complex networks. This paper studies the
relationship between the influential node and the topological structure of a network.
Identification of influential nodes receives paramount interest as it is important for
many real-world applications to identify strategically important nodes in different
networks including social networks. Several node centralitymeasures are there for the
identification of influential node. To overcome the limitations of well-known central-
ity measures like degree centrality, closeness centrality, and betweenness centrality,
two more techniques are considered; one based on local properties of nodes (local-
area centrality) and another based on global properties of the network (structural
centrality). This paper investigates the role of local properties and position of the
node with respect to the entire network for influential node identification with these
algorithms. The experimental result shows that local-area centrality and structural
centrality algorithms are able to identify the influential node with less computation
time and effectiveness compared to other algorithms.

Keywords Network analysis · Node centrality · Influential node
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1 Introduction

In recent days, identifying the influential node in a network is very significant since
it plays an important role in the areas of the computer network as well as social
networks such as viral marketing, online recommendation, healthcare communities,
disease spreading, expert finding, and rumour spreading [1–9]. It plays a significant
role to control the outbreak of epidemics, to carry out successful advertisements
and so on. The influence of a node in a network can be measured by the node
centrality values. Any node is considered more central in a network if it is connected
in a network such a way that it can circulate any message quickly to the greater
section of the network. Through the analysis of various real-world networks, the
researchers will be able to explore the connectivity properties of complex network
systems to find many interesting structural properties of the network. Identifying
node centrality has both theoretical and practical significance for many real-world
applications including online social network. The degree centrality is a local and
simple metric for identifying node centrality but of little relevance [3–6]. Some
familiar global metrics such as closeness centrality and betweenness centrality are
there for better results. But because of very high-computational complexity, they are
not suitable to apply in very large-scale networks [3–6]. Therefore, the design of an
impressive ranking method for identifying node centrality is still an open problem.
Though degree centrality performs well for small network, local centrality is more
suitable for the large-scale network. Degree centrality has little relevance as it is only
has local information. A node may have many neighbours, but it may reside close to
the periphery of a network. So a nodewith neighbours having a higher sum of degrees
is more central or influential. So if degrees of next neighbours are cumulatively
added, it adds more non-local information to calculate centrality. In [3], the authors
have proposed a semi-local centrality measure to identify influential nodes. In this
paper [3], they have considered neighbour and next neighbours. In our proposed
approach, this definition has been extended and k-next nearest neighbours have been
considered for better result termed as local-area centrality. We also propose a global
structural information-based centrality measure which is based on the concept of
k-shell decomposition [1] termed as structural centrality. The analysis shows that
local-area centrality and structural centrality approach are identifying influential
nodes with similar efficiency but with less computation time.

2 Background

In recent times, a vast change has been observed in the field of research on networks
[10]. Initially, limited interests have been observed mainly from mathematical soci-
ety, but recently it has received a huge amount of attention from many branches of
sciences. In recent years, different methods have been put forward for discovering
node strength in complex networks. The node centrality information helps to build
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applications such as controlling message spreading in social networks, promotion
of a new product through viral marketing, ranking reputation of authors, etc. The
control over influential nodes may stop rumour propagation in social networks, save
from communication failure, and reduce the spread of epidemic. Specifically in bio-
logical networks, vital nodes are often promising targets for controlling the disease
outbreaks.

A node is central if it has more connections, it can reach all the neighbours more
speedily, and it controls the flow between the others. Three different measures have
been formalized by Freeman based on these features which are degree, closeness, and
betweenness [11]. Numerous network topology-based ranking schemes have been
suggested for identifying influential nodes in real networks [7].

2.1 Degree Centrality

For a network G = (V, E) with n = |V| nodes and m = |E| edges, degree centrality of
node v is defined as the number of v’s neighbours [4]. The graph G can be presented
as an adjacency matrix A = {auv} ∈ {0, 1}n×n . If two nodes u and v are adjacent
then auv = 1, otherwise auv = 0.

CD(v) =
n∑

u=1

avu

2.2 Betweenness Centrality

For a network G = (V, E) with n = |V| nodes and m = |E| edges, the betweenness
centrality of node v, denoted by CB(v) is [4]

CB(v) =
∑

s �=v �=t∈V

σst (v)

σst

Here σst is the number of shortest paths between nodes s and t and σst (v) denotes
the number of shortest paths between s and t which pass through node v.

2.3 Closeness Centrality

Closeness centrality was defined as the inverse sum of the shortest distances to all
other nodes from a focal node. Closeness of node v is defined as [4]
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Cc(v) = 1∑
t∈V / v

dG(v, t)

where dG(v, t) is the geodesic distance between v and t.

2.4 Local-Area Centrality

A node is more central in its locality if it has more neighbour. But if we consider next
nearest neighbour of the node, then the centrality value changes and more non-local
(global) information contribute in centrality measure.

The local-area centrality of node v, denoted by CL(v) is defined as

CL(v) = |Nk(v)|

where Ni (v) represents the set of neighbours of v with distance less or equal to i.
So N1(v) is the set of immediate neighbours of v

Nk(v) = N1(v)
⋃

i1∈N1(v)

N1(i1)
⋃

i2∈N2(v)

N1(i2) . . .
⋃

ik∈Nk (v)

N1(ik)

Algorithm 1: Identification of the most influential node using local-area
centrality approach
1: Start
2: Identify the nodes and links in the network.
3: Build the graph
4: Calculate the degree of each node
5: For each node initialize a list NODE_COVERED with the node
6: For i = 1 to k do
6_1: for each node do
6_1_1: Identify the neighbors of the current node of NODE_COVERED
6_1_2: Add these neighbors in NODE_COVERED
7: The node with maximum number of nodes in NODE_COVERED is most
influential
8: Stop.

Local-area centrality can be defined as the sum of immediate neighbours and
k-next level of neighbours [4]. Algorithm 1 shows the steps to calculate local-area
centrality of a network.
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2.5 Structural Centrality

A node which can be accessed from more nodes quickly is strategically more impor-
tant than a node with more nearest neighbours. A node is structurally central in a
network if it can send any message to other nodes quickly, or in other words, it is
connected to the majority of the nodes in the shortest path.

To measure structural centrality, the concept of k-shell decomposition [1] is used.
The algorithm starts by removing the lowest degree nodes first and add in a list. Then
after removing associated edges of the removed node, the graph is reconfigured. This
process continues until the graph is left with a node. That node will be central to the
graph. The nodes in the list are ordered in ascending order of the structural centrality.
This algorithm is described in Algorithm 2.

Algorithm 2: Identification of the most influential node using structural
centrality approach
1: Start
2: Identify the nodes and links in the network.
3: Build the graph.
4: Calculate the degree of each node
5: Check the minimum degree of the graph
6: for all the nodes with the minimum degree of the graph.
6_1: Remove the node and add in a list REMOVED_LIST
6_2: Remove corresponding edges
6_3: Reconfigure the graph
7: If any node left in the graph Go to step 5.
8: Reverse the REMOVED_LIST to find the most influential node in top
9: Stop.

An example network with 17 nodes is given in Fig. 1. It shows the degree of
node 5 is higher, but node 12 is structurally more central. Betweenness centrality

Fig. 1 An example network with 17 nodes and 22 edges
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value is higher for node 7. Closeness centrality rank is highest for node 7. Therefore,
identification of influential nodes not only depends on centrality algorithms, but also
it is depended on the network topology.

3 Objective

In this work, we are primarily concerned about identifying central nodes in a network
with feasible computational effort or less execution time. Nodes which are central in
a network are strategically important in reality. In a network, the most central node
will be identified as the most influential node of the network. Edges between nodes
are assumed undirected and of the same weight that is all links are equally influential
to spread information. Ranks of the nodes are identified based on their centrality
value and less rank indicated more strength. Existing centrality measures are either
not considering global structure of the network or taking high computation time
which becomes infeasible for large data. To obtain the goal, the following objectives
are considered:

• Frame the technique to measure local-area centrality based on semi-local infor-
mation and perform empirical study based on large data sets.

• Frame the technique to measure structural centrality based on the global informa-
tion of the network and perform an empirical study with a large data set.

• Compare the performance of degree centrality, closeness centrality, and between-
ness centrality with local-area centrality and structural centrality technique with
respect to properties of the network.

• Analyse how the rank varies with different techniques with node properties with
large network data.

4 Analysis of the Properties of Centrality Measures

All the centrality measures have different limitation and application area based on
the type of network and data size [1–9].

Degree of a node is the major property which helps to identify connection and
association of a node. But it is not providing the overall position of the node with
respect to the entire graph. So to deal with diverse requirements different centrality
measures are proposed in the literature. Degree centrality deals with the degree of
the node only, so it varies with the variation of the degree of the node. Local-area
centrality is also depended on the degree. But along with degree the neighbours
influence is also important to it. Betweenness and closeness centrality deals with the
shortest path between all nodes, so it gives emphasize on entire network structure.



Identifying Influential Nodes Based on Network … 71

In betweenness centrality, no shortest paths are passing through many nodes. So
their centrality value becomes 0 and hence difficult to identify their influential rank.
Closeness centrality considers the shortest paths of all nodes to that node, so it cannot
compute centrality for disjoint graphs. These limitations are overcome in structural
centrality; it deletes the node with less degree first. So after deletion of the node
which is structurally more central stays and receives higher centrality value. But as
it deletes node iteratively, eliminated nodes do not have a contribution to all sections
of the network. It is able to compute central nodes with less computational effort.

Centrality algorithms can be comparedwith respect to computational cost. Degree
centrality requires calculating a total number of neighbours for all nodes, so it is
O(n2) where n is the number of the node. Betweenness and closeness centrality deals
with all possible shortest paths. Floyd’s algorithm which finds all possible shortest
paths has complexity O(n3) [3]. Local-area centrality requires degree of neighbours
which requires O(n2) computation. If k-next levels of nodes are considered, then the
computationmultiplies by the scalar k. Structural centrality also deals with minimum
degree nodes with computational complexity O(n2). It will iterate the maximum
difference of degree times which is fixed for a network. Table 1 shows a comparative
analysis of different centrality algorithms.

The graph in Fig. 2 shows the relation with degree and rank of different centrality
algorithm. The graph considers first 50 influential nodes of the network constructed
from emailnet data set. The degree centrality rank of a node varies with the degree of
the node. Local-area centrality shows some dependence on the degree. Betweenness
and closeness centrality ranks also show little dependency on degree, but structural
centrality has almost no relation with the degree.

Table 1 Comparison of centrality algorithms

Centrality type Degree of node Computational
complexity

Limitation

Degree centrality Major impact O(n2) Do not consider global
position

Closeness centrality Less impact O(n3) Not applicable for
disconnected network

Betweenness centrality Less impact O(n3) Same centrality value
for many nodes

Local-area centrality Less impact O(n2) More emphasis on the
local structure

Structural centrality No impact O(n2) Many nodes are
eliminated
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Fig. 2 Graph shows degree and rank co-relation for different centrality algorithms on emailnet
data set; x-axis represents the rank of influential node and y-axis represents the degree

5 Empirical Study

5.1 Data

To evaluate the performance of the different centrality measures, we perform experi-
ments using several real network data sets.Data sets are taken fromdifferent domains.
All data sets are undirected. The data sets are collected from the Koblenz Network
Collection [12]. We have used the data set of email communication network of Uni-
versity Rovira i Virgili in Spain as “Emailnet” data set, power grid data of theWestern
States of the USA as “Powergrid” data set, friendships between users of the website
hamsterster.com as “Friendship” data set and collaboration network of authors of
scientific papers from the arXiv’s Astrophysics as “Co-author” data set. All the data
sets contain at least two columns representing adjacent nodes, which are used to
build the graph.

5.2 Experimental Result

Experiments are performed using NetworkX package of Python. To illustrate the
performance of different centrality measures, we have implemented the algorithms
based on different network data sets [12]. Outputs stored the list of nodes according
to their increasing rank of centrality. To test their effectiveness, the node coverage
is identified by different algorithms on different data sets. In the first iteration, the
influential nodes can reach to their neighbours, and in the next iteration, they reach
to the neighbour of neighbours. Table 2 shows the output of the first four iterations of
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Table 2 Node coverage by most influential node in different centrality algorithms

Data set
[12]
(number of
node)

Iteration Node covered

Degree
centrality

Closeness
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Co-author
(18,771)

1 505 419 363 419 86

2 5923 6065 5889 6065 1758

3 14,598 14,659 14,640 14,659 10,528

4 17,328 17,353 17,332 17,353 16,481

Friendship
(1858)

1 273 273 273 149 70

2 1148 1148 1148 1200 888

3 1691 1691 1691 1720 1625

4 1760 1760 1760 1768 1753

most central node of co-author and friendship data. Tables 3 and 4 shows the output
of the first four iterations of the two most central and three most central nodes,
respectively.

Experimental result shows that central nodes in structural centrality start with
nodes with low degrees, but coverage is comparable with closeness centrality and
betweenness centrality with less computational time. The powergrid network has no
prominent central nodes, so it is giving poor result in all algorithms. Table 4 shows
that the performance of structural centrality algorithm is very close to high-cost
closeness centrality algorithm with respect to node coverage.

To compare the performance, we have identified the common nodes within the
first 100 most central nodes of different algorithms on different data set [12] and
tested their intersections.

Table 3 Node coverage by two most influential nodes in different centrality algorithms

Data set
[12]
(number of
node)

Iteration Node covered

Degree
centrality

Closeness
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Co-author
(18,771)

1 899 678 698 764 106

2 7831 7113 7730 8266 1877

3 15,410 15,087 15,396 15,625 10,676

4 17,483 17,395 17,332 17,514 16,506

Friendship
(1858)

1 300 373 373 373 160

2 1193 1367 1367 1367 1051

3 1692 1733 1733 1733 1675

4 1760 1769 1769 1769 1756
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Table 4 Node coverage by three most influential nodes in different centrality algorithms

Data set
(number of
node)

Iteration Node covered

Degree
centrality

Closeness
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Co-author
(18,771)

1 1101 1010 937 1010 106

2 8403 8873 8842 8875 1877

3 15,639 15,790 15,833 15,790 10,676

4 17,516 17,525 17,522 17,525 16,506

Friendship
(1858)

1 410 390 500 411 334

2 1288 1373 1489 1401 1232

3 1694 1733 1756 1735 1695

4 1763 1769 1772 1769 1760

Table 5 shows that the performance of local-area centrality is close to closeness
centrality. Among the first 100 most influential nodes, these two algorithms have
maximum common nodes. Influential nodes in local-area centrality also have a large
intersection with degree centrality. The intersection of structural centrality with other
centrality varies widely with the size of the network.

6 Conclusion and Future Scope

In this paper, we have implemented two centrality algorithms one based on local
information and one based on the global position of the nodes. The performances
of these two algorithms are compared with respect to three existing benchmark cen-
trality algorithms. We have executed with moderate size data and found a significant
difference in execution time.

However, some limitations are there which must be further expanded. In emailnet
data, it is observed that the influential nodes are adjacent nodes. As a result, even
if three most influential nodes have been used for spreading, they will show almost
the same spreading capability as the most influential node has. This issue will be
addressed in future work.
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Table 5 Number of common nodes in 100 most influential nodes using different centrality algo-
rithms

100 most
influential
nodes in

Data set [12]
(number of
node)

Number of common influential nodes in

Degree
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Closeness
centrality

Co-author
(18,771)

77 49 96 17

Emailnet
(1133)

70 71 93 49

Powergrid
(4941)

7 48 18 2

Friendship
(1858)

79 62 88 67

Degree
centrality

Closeness
centrality

Local-area
centrality

Structural
centrality

Betweenness
centrality

Co-author
(18,771)

54 49 50 12

Emailnet
(1133)

75 71 66 39

Powergrid
(4941)

18 48 30 1

Friendship
(1858)

71 62 65 47

Degree
centrality

Closeness
centrality

Betweenness
centrality

Structural
centrality

Local-area
centrality

Co-author
(18,771)

76 96 50 15

Emailnet
(1133)

64 93 66 47

Powergrid
(4941)

39 18 30 24

Friendship
(1858)

74 88 65 59

Degree
centrality

Closeness
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Co-author
(18,771)

19 17 12 15

Emailnet
(1133)

56 49 39 47

Powergrid
(4941)

33 2 1 24

Friendship
(1858)

70 67 47 59

(continued)
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Table 5 (continued)

100 most
influential
nodes in

Data set [12]
(number of
node)

Number of common influential nodes in

Degree
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Closeness
centrality

Betweenness
centrality

Local-area
centrality

Structural
centrality

Degree
centrality

Co-author
(18,771)

77 54 76 19

Emailnet
(1133)

70 75 64 56

Powergrid
(4941)

7 18 39 33

Friendship
(1858)

79 71 74 70
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Towards a Novel Cross-media
Encryption-Cum-Obfuscation Technique

Dipnarayan Das and Sumit Gupta

Abstract The safeguarding of sensitive information has always been the mission
of researchers and cryptographers since time immemorial. People all around the
world have always felt the dire need to establish and ensure information security,
i.e., to ascertain that crucial and confidential information is kept secure from any
unwanted access and/or attack. Moreover, it is also necessary to provide access to
confidential data to legitimate and authentic users after confirming login credentials.
Cryptography is a well-known technique for maintaining confidentiality, integrity,
authentication, and non-repudiation of messages, whereby the sender encrypts the
plain text to generate ciphertext, sends it across a communication medium which
on the receipt is decrypted by the authentic receiver. This paper proposes a novel
cross-media encryption-cum-obfuscation technique where the encryption technique
will obfuscate itself by changing its media. To simulate the proposed obfuscation
technique in the realworld, a specific hardware setup is requisite at both the terminals.
So, the transmitter and receiver hardware circuitry is smartly designed to dynamically
change the signatures and achieve enhanced security. Thus, it can be said that the
proposed technique is robust against the traditional cryptanalysis methods and can
ensure information security by obfuscating the data.

Keywords Cryptography · Encryption · Transceiver · Obfuscate ·Masking

1 Introduction

Cryptography, a Greek word which means ‘secret writing’, refers to the science and
art of transforming messages so as to make them secure and immune to attacks.
It is generally used for entity authentication, i.e., to authenticate the sender and
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receiver of the message to each other. It involves the transformation of the original
message (called as plaintext) into a ciphertext using an encryption algorithm,whereas
a decryption algorithm transforms the ciphertext back into plaintext. The sender uses
an encryption algorithm, and the receiver uses a decryption algorithm [1]. There are
different types of encryption techniques available in the literature. The encryption
process uses an algorithm to scramble or encrypt data and then uses a key for the
receiving party to unscramble or decrypt the information. Cryptanalysis is the study
of ciphers and cryptosystems to find weaknesses in them that would allow access
to the information without knowing the key or algorithm. Frequency analysis is a
technique that is generally used to crack a cipher. Generally, peoplewho try to decrypt
amessage have to study about the frequency of letters (or groups of letters) in a cipher
text. Because some letters occur more often than others, the frequency of letters can
reveal parts of the encrypted message. While this method was effective in cracking
old encryption methods, it is ineffective against modern encryption techniques.

In this paper, the proposed system comprises different sections for implementing
the encryption technique and for developing a transceiver system. The proposed sys-
tem is based upon the client-to-client communication architecture. Both the clients,
viz. sender (transmitter) and receiver, have the transceiver system for ensuring bidi-
rectional communication. In the input terminal, two things can be done either an
animation can be inputted which will be transferred through a sound wave for hiding
the real identity of the client or an audio (or sound) can be inserted in real-time by
its SD storage or system integrated mic.

The rest of the paper is organized as follows: Sect. 2 discusses the previous
related works. Section 3 presents the proposed methodology in terms of system
components required and the working principle of the system that uses the cross-
media encryption technique to ensure information security. Section 4 discusses about
the implementation part and the results so obtained. Section 5 concludes the paper
by listing out the future scope of improvement that can be taken up.

2 Previous Related Works

Many papers on cryptography have been studied where different authors have pro-
posed varied encryption techniques. Few of the most popular encryption techniques
are discussed in this section.

Whole disk encryption refers to the encryption of an entire physical or logical
disk or its full contents. It is generally applied on software, but tremendous work is
undergoing to explore the benefits of the hardware-based disk encryption [2].

Encryption can be done either on a single-user file or a multi-user file. A file can
be encrypted individually using a password or other key to create an encrypted virtual
drive that ensures the protection of data against disclosure. Simultaneous access of
encrypted information by multiple users is more complicated than that of a single
user since it necessitates the use of either multiple keys or a shared key or password
and has to deal with multi-user file locking issues.
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While dealing with a database, encryption can be done at the application level
which can encrypt the original information before storing it into the database. This
is basically done using the built-in encryption functions. An encryption application
can act as an intermediary between the application and the database and can encrypt
or decrypt information at the time of writing or reading [3]. Some applications that
are not designed for encryption do have few basic encryption functions [4].

There are two ways to encrypt an email firstly by encrypting an attached file using
any single-file encryption process and secondly by encrypting an entire message. It
requires the receiver to know the decryption process beforehand in order to get back
the original file. Two commonly used email message encryption technologies are
S/MIME and PGP that allow for digital signing of email without encrypting it. The
digital signing process allows the receiver to be certain that a message was unaltered
while passing through the medium, but it does not protect against eavesdropping.

Secure Sockets Layer/Transport Layer Security (SSL/TLS) is commonly used to
encrypt Web traffic in communication channel or transit. It also authenticates the
communication between clients and servers done via email. SSL/TLS can also be
used for tunneling so as to encrypt other forms of network transmission that do not
have their own encryption features.

IPSec is a more general form of network traffic encryption that operates at a more
basic layer than SSL or SSH. As IPSec requires common configuration between the
two communicating computers, so it is generally used within an organization but not
across the Internet [5].

Wireless security deals with only encrypting information between the computer
and the wireless access point. Thus, the only protection from snooping on a wireless
network is ensured. Wired Equivalent Privacy (WEP) and WiFi Protected Access
(WPA) are two of its well-known variants. WEP is no longer considered a secured
protocol.WPA is more robust but due to its shortcomings,WPA2, an updated version
has been released [6].

Secure voice or secure speech or ciphony is a term in cryptography meant for the
encryption of voice communication over a range of communication types such as
radio, telephone, or IP [7, 8].

None of the previous methods [9–13] are capable of converting its media to
obfuscate. When any attacker will not know what to attack, then it will be very tough
to decipher the target system.

3 Proposed Methodology

3.1 System Components

The proposed system (see Fig. 1) contains different embedded equipment which are
described as follows:
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Fig. 1 Components of the proposed system

1. ATmega328P:This is a 28 pinmicrocontroller which is used to process the audio
signal to visualize and vice versa.

2. SD Card: The Secure Digital (SD) card is used to store the audio files or the
animations needed to be transmitted.

3. RTC Module: The real-time clock (RTC) module is used to synchronize the
audio signal for sampling and correct formation of signals.

4. OLED Display: Organic light-emitting diode (OLED) display is used to see the
image or for visualization.

5. CondenserMic: The condenser mic is used to receive the audio signal transmit-
ted through the air. Further, the wired input is also available.

3.2 Working Principle

To develop the proposed system, major emphasis has been given on domains such as
encryption in cross-media, image, and video processing and speech and audio signal
processing.

The proposed system is based on peer-to-peer communication architectural model
which works as follows: Firstly, from the transmitter section, an image or a video is
inputted which will be further converted into an analog signal depending upon the
visual frame channels, bits per pixel or any audio which has already been encoded.
After converting into audio signal, if it is sent to the visualizer, then it will again
format the audio in the same way so as to visualize. In this case, the transmission
media is sound, but the output is an image or video. In the case of video transmission,
the audio of the video will also be encrypted. So now to mask the main raw signal
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from being hijacked, there are different masking techniques that can be used. The
following discusses few popular masking techniques:

1. Translation: In this case (see Fig. 2), the audio has shifted its position to a
different place to make it out of bound in the visual representation. The shift of
positions will create ambiguity in the mind of the intruder or hacker.

2. Scaling: In the case of scaling (see Fig. 3), depending upon the display resolution,
the intensity values are changed which will lead the result into an incorrect visual
representation. Thus, until and unless the hacker knows which display resolution
is used to visualize it, s/he will not be able to perform correct visualization.

3. Stereo Input: In case of stereo input (see Fig. 4), the transmission takes place
in the wired medium. Here, different channels are present which will hide the
target audio signal channel.

In the receiver section, the audio signalwill be sampled to reform the visualization.
To make it more obfuscated, the transceiver systems are capable for commanding
each other to change the receiving frequency of the audio signal. So at any random
moment, the transmitter can change its frequency to stop or prevent watching of
outsiders. There are specific commands that can be set through different mediums,
e.g., Google Mail and Outlook to make it more dynamic. In case of sending any
command, pulse-width modulation is used for making the starting and ending quota-
tion. For enhanced privacy, we can also use the ultrasound transmitter and receiver.
Figures 5 and 6 show schematics of the transmitter circuit along with its two phases
and Figs. 7 and 8 show schematics of the receiver circuit along with its phase.

Fig. 2 Effect of translation

Fig. 3 Effect of 40% scaling on the signal
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Fig. 4 Target signal is in stereo mode

Fig. 5 Transmitter circuit of the proposed system

(a) Transmitter Phase 1.

(b) Transmitter Phase 2.

Fig. 6 Phases of the transmitter
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Fig. 7 Receiver circuit of the proposed system

Fig. 8 Phase of the receiver

4 Implementation and Result

After sample testing, the system with stereo sound, it was observed that for one
channel, the data is obfuscated by another text (see Fig. 9).

The original source file (either text or image or video) is sent through wired
medium along with the randomly selected audio files (for instance, Song 1 and Song
2) which will obfuscate the original information to dupe the hacker. As the added
audio signals have varying intensities, the hacker will tend to misunderstand the

Fig. 9 Resultant image from a sound input
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Fig. 10 Conversion process of an obfuscated signal into the original information

obfuscated signal as the original signal or message and thus the original data will get
secured. Moreover, as the authentic receiver knows the actual stereo channel used
for sending the original source information, s/he will sample it and get back the
original information produced as 1D data and store these data into a 2D array. Thus,
only the credible receiver will be able to receive the actual message and the hacker
will misjudge the receiving signals and will not be able to interpret the information
correctly. Figure 10 demonstrates the conversion process showing how an obfuscated
signal (comprising the original message as text or image or video) gets converted
into original information in a wired medium.

5 Conclusion and Future Work

Through this paper, a novel cross-media encryption-cum-obfuscation technique is
proposed and the proposed system is shown to work in an automated fashion. The
presented approach uses the concept of obfuscation to hide the data identity and thus
proves to be better than most of the currently available exploit systems.

In the future, we aim to enhance the level of security by adding more levels of
encryption to the proposed approach presented in this paper.
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Computing Electromagnetic Bandgap
Structure of Metamaterial-Based 2D
Photonic Crystal for TM Mode

Ratul Ghosh, Papri Chakraborty, Anwesha Adhikary and Arpan Deyasi

Abstract The electromagnetic bandgap of metamaterial-based two-dimensional
photonic crystal structure with rectangular geometry is analytically computed by
plane-wave expansion method. A wide range of DNG materials is considered for
simulation purpose to calculate the width of bandgap (forbidden region) and their
position coordinates in the band diagram. It has been established that complete
bandgap formation is possible for TM mode, and the results are also compared
with that obtained for positive refractive index materials with air holes of similar
dimension. Peak point coordinates of ‘equivalent’ valence bands are notified for dif-
ferent DNG materials which will reveal the position shift of lowermost forbidden
region. Existences of multiple such regions are confirmed for DNG materials which
will speak for its candidature in utilizing as a multi-channel filter at a high-frequency
range.

Keywords Metamaterial · Electromagnetic bandgap · TM mode · Photonic
crystal · Two-dimensional structure · Forbidden region

1 Introduction

Photonic crystal is the building block of the twenty-first century where all-optical
integrated circuit is considered as a possible replacement [1] of optoelectronic circuits
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owing to improved SNR, less area for floorplanning and reliability. One of the key
components is the photonic crystal fiber [2], having significantly better characteristic
than its present counterpart. Photonic crystal is already used in designing optical
transmitter [3], receiver [4], sensor [5], switch [6], quantum information processing
[7], waveguide [8], etc. The major advantage of making these various devices is
the inherent nature of the structure of working as a filter due to the restriction of
propagation of certain electromagnetic frequencies, while allow others to transmit
[9]. This property is nomenclature as photonic bandgap [10], already utilized in
making various antenna in different desired high-frequency domains. Metamaterials
are nowadays employed in different antenna structures for enhanced SNR [11], and
henceforth, investigation of their fundamental optical property is one of the primary
concerns for theoretical researchers. Therefore, the computation of electromagnetic
band structure is one of the most important parts of metamaterial-based photonic
crystal from an application point of view.

Research on bandgap engineering in photonic crystal is started a few years ago
when Karla published a few literatures [12, 13] on the orientation of dielectric voids
and their shape. Lattice filling factors are also investigated recently [14, 15], and
quality factors of those microcavities are computed as a function of the refractive
indices of the constituent materials [16]. Systems are already preferred for applica-
tions in CWDM systems [17]. Effect of defects is investigated on this structure [18]
and showed that these may improve the performance of the structure for some spe-
cific optical applications. Different numerical methods [19, 20] and algorithms [21]
are tried to compute the near-accurate band structure, and very recently, single neg-
ative index (SNG) materials are proposed [22] to get multi-stopband characteristics.
However, it is applied for 1D simple structure only, and maximum two stopbands
are obtained for particular configurations. But at present, to the best knowledge of
authors, researches are hardly carried out on DNG materials for 2D structure.

In the present paper, photonic bandgap is obtained for DNG material-based 2D
structures where multiple stopband formations are shown over a wider range of
refractive index variations. Corresponding peak points are noted and compared with
positive refractive index materials. Plane-wave expansion method is used for com-
putation purpose, and the simulation reveals the enormous possibility of making
multi-channel stopband filter with DNG materials.

2 Mathematical Formulation

For any arbitrary medium,Maxwell’s equation for wave propagation may be put into
the following form:

∇ × 1

ε(r)
∇ × �H(r) = ω2

C2
�H(r) (1)
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The propagating mode in any periodic configuration may be expressed, according
to Bloch’s theorem, the sum of an infinite number of plane waves:

H(r) =
∑

�Li ,λ

hLi ,λe
i(�k+�Li ).�r p̂λ (2)

where λ is a positive integer, k denotes the wave vector, �L is the reciprocal lattice
vector in that space where the crustal structure is considered, p̂λ is denotes two-unit

axes normal to the direction of propagation (�k + ⇀

G), hL, λ is signifies the coefficient
of the H component along p̂λ.

Applying Fourier transform, the dielectric function may be put into the form

ε( �L) = 1

V

∫∫∫⊙

�

ε(r) exp(−i �L.�r) (3)

where integration is performed over the entire unit cell, whose volume is defined by
V. For computing the eigenvalue, we use Helmholtz’s equation

∑

�G ′

|k + L|∣∣k + L ′∣∣ε−1(L − L ′)
[

p̂2 p̂′
2 − p̂2 p̂′

1

− p̂1 p̂′
2 p̂1 p̂′

1

][
h′
1

h′
2

]
= ω2

C2

[
h1
h2

]
(4)

where

[
p̂2 p̂′

2 − p̂2 p̂′
1

− p̂1 p̂′
2 p̂1 p̂′

1

]
matrix indicates the direction of the wave vector propa-

gation at the time of lattice scattering inside first Brillouin zone,

[
h′
1

h′
2

]
is a matrix

which satisfies for the all solutions possible.
Due to the symmetry of Eq. (4) w.r.t TE and TM modes of propagation, the total

number of equations can be reduced from 2 N to N. Based on the simplification, we
can rewrite eigen equation as

∑

G ′
|k + L|∣∣k + L ′∣∣ε−1( �L − �L ′) = ω2

C2
h( �L) (5)

For the polarized incidence of e.mwave, both k and L are in the same plane, which
leads to the following simplifications

[
p̂2 p̂′

2 − p̂2 p̂′
1

− p̂1 p̂′
2 p̂1 p̂′

1

]
=

[
1 0
0 cos(φ − φ

′
)

]
(6)

For TM mode, eigen equation is given by
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∑

L ′
|k + L|∣∣l + L ′∣∣ε−1( �L − �L ′)h1( �L ′) = ω2

C2
h1( �L) (7)

3 Results and Discussion

Using Eq. (7), we have computed and plotted bandgap structure for different DNG
materials under TM mode of propagation. In Fig. 1, the band structure is plotted
for different metamaterials, and corresponding photonic bandgaps are depicted. In
Fig. 1a, profile is made for parallel nanorod (r.i = −0.3), whereas higher negative
values are chosen for Fig. 1b and c. It is seen from the comparative analysis that
width of the photonic bandgap varies w.r.t refractive index and thus corresponding
midband frequency.

From the analysis, we have computed the width of the lowest two bandgaps and
coordinates of equivalent valence bands. The results are represented in tabular form,
and variation of bandgap widths are plotted with refractive index variations in Figs. 2
and 3, respectively. Table 1 shows the forbidden region data, and coordinates are given
in Table 2. A few results for positive refractive index materials are also provided for
comparison.

The following figures represent the variation of photonic bandgap widths and
also the shift of peak points. It may be noted that for very low negative index, the
difference between two passband increases which will help to prevent the aliasing
error. This gap is generally low for positive indexmaterials, i.e., thewidth of the guard
band is comparatively lower. Also the equivalent valence band shifts toward higher
wavevector axis with lowering of the index, whereas, for positive index materials,
the shift is taking in an opposite direction. This speaks about the position of the
first Brillouin zone. Also the length of the region is increased for lower negative
index materials, whereas it is decreased for higher positive index materials. Figure 2
represents the change of lowermost bandgap widths, whereas Fig. 3 denotes the
width of the Brillouin region. It may also be noted that Brillouin zone width remains
constant for the very low negative index, which feature is totally absent in positive
index materials.

4 Conclusion

Photonic bandgap width and peak point coordinates of the metamaterial-based pho-
tonic crystal are analytically evaluated using the plane-wave expansion method. The
variations of the lowest two bandgaps are analyzed with negative refractive indices.
The shift of coordinates indicates the position of bandgap, which is going toward
higher frequency range as negative index decreases. Computation is performed for
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Fig. 1 a Photonic bandgap
for DNG material with r.i =
−0.3 for TM mode of
propagation. b Photonic
bandgap for DNG material
with r.i = −7 for TM mode
of propagation. c Photonic
bandgap for DNG material
with r.i = −25 for TM mode
of propagation
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Fig. 2 Variations of the
lowest two photonic
bandgaps with negative
index

Fig. 3 Width of First
Brillouin zone with negative
index

Table 1 Photonic bandgap
width variation with
refractive index

Refractive index
of material

Width of the first
photonic bandgap

Width of the
second photonic
bandgap

−30 0.2509 0.1332

−25 0.2221 0.1341

−20 0.2523 0.0877

−15 0.2971 0.1764

−10 0.2048 0.205

−5 0.1675 0.202

5 0.3543 0.2152

10 0.282 0.1415

15 0.2318 0.1326
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Table 2 Peak point
coordinates of the equivalent
valence band

Refractive index
of the material

Coordinates of the
first peak point

Coordinates of the
second peak point

−30 (10, 0.202) (21, 0.2309)

−25 (10, 0.223) (21, 0.2544)

−20 (10, 0.2523) (21, 0.287)

−15 (10, 0.297) (21, 0.3362)

−10 (10, 0.3781) (21, 0.4239)

−5 (10, 0.5978) (21, 0.6508)

5 (10, 0.3852) (21, 0.4636)

10 (10, 0.3014) (21, 0.3559)

15 (10, 0.2551) (21, 0.299)

rectangular lattice geometry. Quasi-bandgap formation is evident for the artificial
materials as crossover point is observed for TM mode of propagation. The results
are very important to design multi-channel bandpass filter using DNG materials.
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Inter-Vehicular Information System
(IVIS) on IOT Platform

Soumyadip Chatterjee

Abstract Here I report the synthesis of inter-vehicular information system (IVIS)
on IOT platform keeping in mind the factors like road ethics and road safety issues.
Inter-vehicular information system is often called as inter-vehicular smart system.
This project is made for the road unit team of the traffic department. IVIS can
monitor 24*7 driver’s cardiac condition, alcohol consumption, smoking inside the
car, interior/exterior temperature of the car, physical damage made to the car, speed
driving, and relative sea-level pressure around the car along with its altitude and
carbon monoxide emission level of the car. It is not only a low-cost system but also
an eco-friendly system too. Those features will be monitored on an IOT platform
which will make my system wireless and portable both. This technology is mainly
made tomaintain the road safety ethics and side-by-sidemonitoring of driver’s health
and few physical parameters of the car. This proposed system will be very useful for
the multi-national companies like OLA, UBER, or any ride-based companies. Up to
a certain extent, it can be helpful for many company’s delivery boys too.

Keywords Vehicular ad hoc network · Internet of things · BMP 180 (Bosch)

1 Introduction

The inter-vehicular information system (IVIS) is an automated communication net-
work embedded electronically in the vehicle. This multifunction system displays its
output to provide a graphical user interface for human–machine interaction, embed-
ded sensors for the information amalgamation, a dispensed multiprocessor computer
system for information processing, and a digital communications channel. Main bat-
tle tank M1A2 is an example of IVIS which offers many features along with benefits
to the operators. In amoving situation, it can support essential graphic and digital data
as per required to accomplish its mission; hence, it is fully automated. Previously,
IVIS supports MANET (Mobile Ad hoc Network) information system to provide
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battle command capability and automated mobile combined arms force integrations.
An Ad hoc network is an assembling of mobile nodes, which forms a short-term
network without the assistance of central network/admin or any commercially based
support network devices. As nodes have a short transmissions range, so each node
searches for the aid from its nearby nodes in forwarding and receiving packets of
data. Hence, the nodes can be treated as host and routers both. Walky Talky is an
exemplar ofMANET. By nature, these types of network are suitable for the situations
where either no fixed groundwork exits or installing the network is not possible. Ad
hoc network has various applications in military, emergency, and sensor network.
The unique features of these protocols are their ability to track down routers in spite
of a dynamic topology [1, 2].

Since the last decade, mobile communication has evolved so much that it
made automobile industrial product to exchange valuable data/information between
devices and substations. This is the new prototype for the exchange of information
on a real-time basis. With all new advancements in the world of technology, there
came an idea of vehicular ad hoc networks (VANET). While coming in contact over
a wireless medium, VANET refers to the networks created for a special purpose for
differentmoving vehicles where it can exchange their useful information among each
other. At that very moment, a network is built between vehicles and other support
devices acting as a node in the network. Now a node can be a vehicle or a substa-
tion or any other connecting devices. Information present in a node is relayed to all
other nodes and after relaying the set of data received, the following transmission
of data occurs. This transmission will continue until the data is fully received by
the end users. It is an open network where there is no limitation for nodes to join
and leave the network. This communication can be expanded between devices as
much as required. These new ideas of VANET equipped with onboard sensors are
implemented in new vehicles which are being launched in the market. VANET is a
variation of theMANET system. Nodes inMANET have the networking capabilities
and can communicate without the aid of central admin/network, whereas nodes in
VANET have the freedom to set foot in and out of the network. This inter-vehicular
communication has enhanced traffic mobility and lowered road accidents. It will also
help to detect road conditions and emergency situations too [3, 4].

VANET can be characterized by the following parameters:

i. Dynamic topology—The physical parameters of a vehicle like its direction and
its speed always changes constantly; therefore, a static topology is not efficient.

ii. Sporadic connectivity—Due to dynamic topology, the interconnection between
devices changes frequently for exchanging information which can disconnect
anytime.

iii. Motility patterns—Vehicles follow a certain pattern to move which is generally
a function based on traffic signals, speed limits, etc.

iv. Unlimited power and storage—The nodes in VANET architecture are capable
of processing a huge amount of power and storage capacity which makes nodes
to be free in order to exchange their data with consumable power negligible or
storage wastage.
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v. Onboard sensors—VANET presumes that the nodes are not often provided with
onboard sensors for transmitting information to other devices or nodes. VANET
is an important part of intelligent transport systems as information being relayed
among the vehicles or any other supportive devices [5].

Now, VANET can be classified into four sub-parts:

a. Vehicle-to-Vehicle (V2V) communications consist of a wireless network where
automobiles convey messages to each other with information. This data can be
speed, location, direction of travel, braking, and loss of stability.

b. Emerging wireless technologies for vehicle-to-station (V2S) communications
such as dedicated short-range communication (DSRC) are promising to reduce
the number of lethal roadway accidents by providing early warnings. Here the
data’s exchange is between vehicle and its nearest station (RSU-Road Side Unit).

c. Vehicle-to-infrastructure (V2I) is the wireless exchange of data between vehi-
cles and road infrastructure. It is enabled by a system of hardware, software,
and firmware. V2I is typically wireless and bidirectional. Infrastructure compo-
nents such as road signs, lane markings, and traffic lights can wirelessly provide
information to the vehicles and vice versa.

d. Vehicle-to-pedestrian communication approach encompasses a set of the large
scale of road users including people walking, passengers stepping in, and out
of the buses and trains and people riding bicycles, etc. Here it is a one-to-one
communication between vehicles and its end users (pedestrians/passengers).

IVIS is advantageous to societal people are:

• Wireless and portable.
• Cheap and efficient.
• Eco-friendly.
• Battery-powered system.
• Its demand will rise simultaneously with 5G commercialization.

2 Proposed System

MQ-3 is the semiconductor sensor for alcohol gas, MQ-2 is the semiconductor sen-
sor for combustible gas, and MQ-9 is the semiconductor sensor for carbon monox-
ide gas. BMP 180 is the digital barometric pressure sensor of Bosch Sensortec.
Heartbeat module is an electronic device that is used to measure the heart rate. All
these modules are connected with Arduino mega which is a microcontroller board
based on the ATmega2560. BMP 180 has the ability to measure temperature, atmo-
spheric pressure, and altitude simultaneously. MQ 2,3,9 have a direct application
with their usage. Apart from direct application-based usage of BMP 180, I have
used its pressure-sensing capability to detect speed driving and car collision both.
Similarly, the heartbeat module is implemented to monitor driver’s cardiac condition
(Fig. 1).

Initially for the testing purposes, I have written the code in Arduino and got the
output in the serial plotter. Then thewhole codewas uploaded inNodeMcuESP8266.



98 S. Chatterjee

. 

MQ-3,2,9

BMP 180

Heartbeat 
Sensor

ARDUINO
MEGA

2560

NodeMcu
ESP8266

IOT 
Platform

E
N
D

U
S 
E 
R
S 

Fig. 1 Basic block diagram of the inter-vehicular information system on IOT platform

Before uploading, it was necessary to install the specific driver of NodeMcu. The
code should be uploaded in NodeMcu with proper API key, username, password,
and URL link so that NodeMcu can connect with the mentioned channel of desired
IOT platform. There will be two types of API key-Read and Write. Write API key
is used to write data to a channel and read API key is used to allow other people to
view your private channel feeds and charts. For the code, write API key is needed
which is case sensitive. Both username and password are user-defined. I have made
this project compatible to V2S and V2P network system for the end users, so that
along with roadside unit, normal people can also take part in this monitoring system
(Fig. 2).

2.1 Flowchart of the Proposed System
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Architecture
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Fig. 2 Flowchart of the inter-vehicular information System (IVIS) on IOT Platform
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Fig. 3 Field 1, 3, and 4 charts are BMP sensor output and Field 2 chart is MQ2 sensor output

3 Results and Discussions

For an initial study, I have tested four features, i.e., temperature, absolute pressure,
relative sea-level pressure, and smoke in the air. I displayed the outputs in the graph-
ical plot in my channel of IOT platform (Fig. 3). For an initial testing purpose, I have
tested the BMP sensor by exhaled air from the mouth in the room temperature. The
peak point of temperature graph was achieved by increasing the encompassed tem-
perature by burning a match stick around it. MQ2 sensor was also being tested, and
the peak point was achieved from cigarette smoke. These outputs are non-calibrated;
hence, calibration is required. Similarly, alcohol detection (MQ3), carbon monoxide
detection (MQ9), and heartbeat rate also can be tested and plotted too.

4 Conclusion

I have used low-cost sensors, microcontroller unit, so in order to make it better,
I have to use more precis sensitive sensors for industrial purposes. Although with
these low-cost sensors, I have achieved my desired efficient outputs, but calibrating
these values might be difficult. For a good calibration, we should have good discrete,
stable, and accurate output values, which we may not get it from a low-cost sensor.
IVIS design will help to keep the road safe and maintain the road ethics rules.
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IVIS has several applications which are specially built for roadside unit. IVIS is
capable of monitoring the physical parameters of cars and its driver simultaneously.
IVIS canmonitor encompassed temperature around the car, physical damagemade to
the car, can detect speed driving, can measure relative sea-level pressure around the
car along with its altitude, and carbon monoxide emission level from the car. Simul-
taneously, IVIS canmonitor the driver’s cardiac condition, alcohol consumption, and
can detect the smoke inside the car.
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A Technique for Generation
of Renewable Electrical Energy
from Noise

Soumyadip Sarkar, Aheli Das and Arijit Saha

Abstract In today’s world, we cannot imagine only one day without using elec-
trical or electronic gadgets. For this, electric consumption is increasing at a large
rate everyday but the sources for producing electrical energy are limited. The energy
sources, those are renewable, are the need for the day due to the crisis of unconven-
tional energy resources and also the pollution caused by them. Various renewable
energy resources, like wind, solar, hydro, are being used globally. Researchers are
trying to identify new sources of renewable energy. In this respect, one of the unex-
plored forms of energy we come across is sound energy. However, sounds especially
noise is a little bit unexplored renewable energy resource. Almost every product and
instrument we use makes a sound. Noise is usually an unwanted sound which often
creates hindrance in our desired activity. But if we can generate electricity from these
various unwanted noises, then that unwanted noise can be used for a usable purpose.
This present communication gives us an idea about a relatively less popular resource
of unconventional energy. Through this communication, we propose to use noise for
generation of electricity. Almost worthless noise can be changed to electric power
and finally can be used in our various daily activities and further broader purposes.

Keywords Noise · Renewable energy · Piezoelectric

1 Introduction

Until now, the main power source throughout the world is conventional or non-
renewable source which is primarily fossil fuels like coal, natural gas, crude oil. But
recent estimates predict that by 2030 the fossil fuels will be completely used up,
after which the world will have to rely on other energy resources. So today scientists
are searching for various renewable sources of energy, which might be used to ful-
fil our needs in the modern growing technology-based days. Energy from sunlight
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and wind is being used globally and is widely accepted [1–3]. Some other sources
like ocean, hydropower, geothermal, biofuel are also being considered as renewable
energy resources. However, sound is another unexplored source of unconventional
energy. Recently, some research works are also going on in this field. Bhatnagar has
mentioned about using conversion of sound into electrical energy to minimize the
insufficiency of electrical energy globally and also to reduce CO2 in the atmosphere
[4]. There is a high chance of getting huge amount of electricity in nuclear power
plant because huge amount of sound is produced during nuclear fission. Gupta has
used piezoelectric material in conversion of electricity from sound. Here also attempt
to reduce deficiency of electricity has been emphasized. Apart from that, possibility
of invention of portable charging phone is also mentioned [5]. Ahmed Jamal et al.
emphasized on designing a portable cell phone battery charger which is used to
produce energy from sound or air pressure [6].

Sound is actually a mechanical wave that can travel through any medium. Noise
is its unwanted form that means when sound intensity exceeds certain limit. For
example, if sound level exceeds 85 dB approximately, then it may cause hearing
problem for human being. Limitless noise is also caused other severe health issues.
However, we can make fruitful use of this noise.

In this communication, we present a method to generate electrical energy making
use of noise. Here we make use of piezoelectric material. It is an effective sensor. It
produces small voltage corresponding to the pressure applied on it. Hence, it converts
efficiently the sound vibration into electric energy. We can use this electricity in
different applications. In Sect. 2, our discussion is about our proposed method fully,
while the results are given in Sect. 3, followed by conclusions and future scope of
research are in Sects. 4 and 5.

2 Proposed Method

According to thermodynamics, the “law of conservation of energy” says that the net
amount of energy of isolated system is always constant. We know that one cannot
produce or destroy energy, and energy is changeable from one to another form.

Thus, it is not impossible to get electric energy from sound. In fact, the conversion
of electric energy from sound energy is not a new concept. This was first reported
by the researchers from Los Alamos National Laboratory USA et al. [7]. But in that
case, the sound was not naturally created to generate electricity because electricity
was not created naturally from available sound and noises present in the environment.
Here we propose a method to convert noise into electric energy using piezoelectric
material.

The method uses piezoelectric device. In this method, the noise is changed into
electric energy using piezoelectric device.When we apply strain on the surface of the
crystal, and then the produced deformation is converted into electricity. In our day-
to-day life, a number of noise sources lie around us like TV, mixer-grinder, generator.
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If we keep the sound receiver in front of such appliances, it will convert the generated
sound into electricity and can be stored in a battery. For the piezoelectric material,

Total induced charge = Applied force× Piezoelectric constant

The entire proposed system of sound energy to electric energy conversion is illus-
trated by the given schematic diagram. From thefigure,wefind that after piezoelectric
material an amplifier is used. This is required as the voltage produced by piezoelec-
tric material corresponding to given sound intensity is relatively small. So we have
to amplify this and then we use RC filter. The sound source is here used to generate
small voltage varying from 150mV to 2 V. From the filter’s output, we get DC output
and it is stored in battery (Fig. 1).

In few cases, we may require more number of piezoelectric sensors in order to
catch the sound from all sources. The main target of this is street lightning by the
use of sound of vehicles. In this case, we use a group of piezoelectric sensors. Each
sensor will absorb sound, and they are located in each corner of street. The outputs
of all sensors are added up by using adder circuit. Each sensor receives noise and
produces small amount of voltage which we store in capacitor. Then from each
capacitor voltage comes to adder circuit and added up. After adding the voltage, it is
then going through RC filter and amplified. Finally, the DC output voltage is stored
in battery (Fig. 2).

Sound  
source

Piezoelectric 
Material

Amplifier 
(Opamp)RC Filter

DC output
Store in 
battery

Fig. 1 Schematic diagram of conversion of sound into electric energy

DC output

RC
Filter

AmplifierAdder

Capacitor Piezoelectric
sensor 1

Sound 
source 1

Sound 
source N

Sound 
source 2

Piezoelectric
sensor 2

Piezoelectric
sensor N

Capacitor

Capacitor

Fig. 2 Schematic diagram for generating electric energy from many sound energy sources
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3 Results

With this proposed system, we have obtained different voltages for different sound
intensity levels. We find that the system is generating more voltage for more sound
intensity, as expected. The detailed result is provided in Table 1. From the data we
obtained in Table 1, result is plotted as provided in Fig. 3.

From Fig. 3, we find that the efficiency of our proposed process is comparatively
higher than the reported diaphragm technique [7] and more voltage is produced
for a particular sound intensity. Though some input voltage has to be applied after
conversion of sound, it produces much more voltage almost twice of initial voltage.
If sound intensity gets higher, then more voltage will be produced. We know that
for solid vibrating surface sound power is proportional to surface area and mean
square of vibrating velocity. So for eccentric rotating loaded machines by increasing
surface, we can increase sound power and from it more electricity will be produced.

4 Conclusion

There are numerous unnoticed andunpredictable sources of sound.Useof transducers
in converting noise into electric energy states that the sound from the noise can act
as an another energy source as well. In our present society, unpleasant sound, i.e.
noise, is one of the main causes of our disturbance but on the other side the sound of

Table 1 Sound intensity vs
generated voltage

Sound intensity (dB) Voltage (V)

98.8 6.72

99.5 7.23

100.1 7.84

101.5 8.79

102.3 9.55

103.2 9.8

103.5 9.98

104 10.01

105 10.28

105.6 10.44

106 10.51

106.5 10.65

107.2 10.72

107.6 11.02

108.5 11.55

109 12
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Fig. 3 Illustration of sound intensity vs generated voltage

noise can be changed to a clean energy source. Here how electricity can be generated
from only one sound source as well as many random sound sources is discussed. To
operate small apparatus as well as street lightning can be done by this electric energy.
So our work shows a new green energy source, i.e. noise, which has a capacity to
meet the requirement of electricity in our present and also future world.

5 Future Scope

This type of device can be placed in those areas where large amount of noise or sound
energy is created like in nuclear power plants, motorbikes, heavy machinery, on the
busy streets, stadium as this device will generate green energy. Besides these uses,
we can also use this while playing electric instruments like electric guitar and so on to
generate electricity from the sound produced.With the technological advancement, it
is also possible for a sound absorber will absorb the loud sound from TV or generator
and produce electricity which can be used for numerous purposes.
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Mining User’s Data Based on Customer’s
Rating for Prediction
and Recommendation—A Comparative
Analysis

Soma Bandyopadhyay, S. S. Thakur and Jyotsna Kumar Mandal

Abstract The business of E-commerce is increasingly becoming popular due to
pervasive Internet technologies. It is a human tendency to rely on the data or infor-
mation, which they receive from their friends and neighbours prior to taking any
decision, especially before purchasing any item. Presently, people are getting vast
information andworldwide data thoughWeb.Due to information overload, customers
often face difficulties to locate their item of interest. Recommender system plays a
significant role, and it helps to deal with information overload and further provides
personalized recommendations to customers or users. In this paper, recommendation
of smartphone was given based on feedback given by customer using weighted mean
approach. The prediction was calculated for untried items, based on ratings given by
new user using collaborative filtering. The results of recommendation and prediction
show the approach is interesting.

Keywords E-commerce business · Rating · Recommendation system ·
Collaborative filtering · Prediction

1 Introduction

In the last decade, recommender systems become an integral part of e-commerce
business to promote product sell and thus become a popular research field in the
present era. To provide recommendation services, online stores use mostly either
collaborative filtering (CF) or content-based (CB) recommendation approach. Two
types of collaborative filtering are used in the recommendation system, one is user-
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based CF and another one is item-based CF. In the case of user-based collaborative
filtering, the customers who have purchased and rated similar items with the target
user are found. In the case of item-based collaborative filtering, instead of finding,
similar customers focus is given on finding similar items. The algorithms attempt to
find a similar type of items for each user which they have previously purchased, used
or rating has been given by them [1]. The software tools and techniques that suggest
the target user to choose items of their preference are known as recommender sys-
tems [2]. It can assist target user by providing a suggestion about items like products,
services, information, which they would like or suits their needs [3]. Recommenda-
tion of a particular item may be provided by the following ways: items frequently
purchased together, customers who purchased a particular item also purchased ear-
lier, customers who searched a particular item also searched and sponsored product
related to any particular item. According to Liang et al. [5], Web-based recom-
mendation systems have gained popularity due to its ability of reducing overloaded
information and increasing user satisfaction [4, 5]. A lot of information is needed
to personalize recommender systems. User profile, age, gender, profession, educa-
tional qualification, hobby, preference, and previous purchasing pattern can be taken
into consideration. The user is the most challenging to define as every user is hav-
ing individual needs and goals. The loyalty of the customers should be taken into
consideration. The older rating also should be considered in a good recommender
system. Many recommender systems have inbuilt functions that give less weightage
to older ratings but also make the system prone to possible loss of user’s long-term
interests that are not in frequent use [6]. If the recommended item is purchased by
the user (e.g. products in an online store), then it can be considered as cost-effective
but if after browsing the item, it is not purchased or the item is not found by the user
it will not be considered as cost-effective.

2 Market Trends (2013–2018)

Since the advent of mobile phones, it has increasingly become an essential device
for our everyday life. With the advancement of technology and in the era of minia-
turization, smartphones become an essential component in our daily life. People can
get multiple features like Internet, instant messenger, and e-mail in a single handheld
device. They also can use this device in business or in pleasure. Table 1 shows the
number of mobile phone user from 2013 to 2018 [7]. Figure 1 shows the increasing
trend of the mobile phone user.

Table 2 shows the percentage of smartphone users in India from 2014 to 2018
among mobile phone users [7]. It is evident from Fig. 2 that the smartphone penetra-
tion rate is increasing in India in the recent years. The remaining paper is organized
as follows. Section 3 presents the proposed work. In Sect. 4, prediction and rec-
ommendation computation have been discussed. Finally, results and discussion are
presented in Sect. 5.
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Table 1 Number of mobile
phone user

Year Number of mobile phone users in million

2013 524.9

2014 581.1

2015 638.4

2016 684.1

2017 730.7

2018 775.5

Fig. 1 Increasing trend of mobile phone user

Table 2 Smartphone user
from 2014 to 2018

Year Share of mobile phone user in %

2014 21.2

2015 26.3

2016 29.8

2017 33.4

2018 36

Fig. 2 Share of mobile phones users that use smartphone in India
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Fig. 3 Block diagram of our proposed work

A survey was conducted in 2017 among the mobile phone user. It has been
observed in India that 09% of users listen to music on their mobile phones and
40% of mobile users visited social networking sites [7]. The smartphone is also used
to pay utility bills. One can click a picture by using the camera of the phone or can
play game using some apps. It can also be used for navigation purpose. The smart-
phones are not only mere a means of communication, and it can also be used for
entertainment. Various companies have specifically designed smartphones targeted
towards various niches. The different features on which the smartphone companies
have emphasised are camera, battery, speed, display, heating issues, etc. It has been
observed that people of different sex or of different age groups have different taste
in mobile usage and according to their requirement, they choose the product.

3 Proposed Work

In this work, the feedback was taken from customers related to smartphones they
are using at present or used in the past. The feedback was given by them based on
different features of smartphones. Similarly, new customers rating [8, 9] related to
smartphone were taken, and finally, a comparison was done between two results.
The approach, which is presented in this section, is based on the goal of targeted
marketing.

3.1 Block Diagram of Our Proposed Work

The block diagram of our proposed work has been shown in Fig. 3.

3.2 Algorithm

Step 1: Start
Step 2: Create initial database
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Collect feedback from customers related to smartphones they are using at present
or used in the past

Customer’s feedback is based on ordinal rating
Step 3: Compute weighted average of ratings based on customer’s feedback
Step 4: Consider this weighted average of ratings as user’s recommendation
Step 5: Create another database
Collect feedback from new customers related to smartphones they may use in

future
New customer’s feedback is based on numeric rating
Step 6: Apply Collaborative filtering for prediction of items based on numeric

ratings
Step 7: Do comparison between prediction and recommendation results
Step 8: Calculate accuracy and error estimation
Step 9: Repeat the process (i.e. Step 5… Step 8) whenever a new customer gives

the feedback, else go to Step 10
Step 10: Stop.

3.3 Memory-Based Collaborative Filtering Technique

For generating a prediction of an active user (new user), memory-based collabo-
rative filtering algorithms use either entire database or a record of the user-item
database. The people having preferences for similar kinds of products or having
similar interests are treated as likeminded people. Here, neighbours of the active
user (new user) are searched from the database to find the likeminded individuals
and based on that prediction of preferences is produced for the new user. In case of
neighbourhood-based collaborative filtering approach, first, the weight between two
items is calculated. Here, wi,j denotes distance, correlation or weight between two
users or items and i, j denote two users or items. After that, the weighted mean of all
the ratings of the items are calculated for providing prediction to an active or new
user searching for the similar kind of product or services [10, 11]. For generating a
top-N recommendation, similarity computation (nearest neighbour) is done to find k
most similar items or users. Then the neighbours are aggregated to find top-N most
frequent items which will be used for recommendation.

Similarity Computation. In memory-based collaborative filtering algorithms,
similarity computation between item or user is a tough task. For item-based CF
algorithms, in order to find similarity, wi,j is calculated between two items i and j
based on the users who have rated both of these items in a similar manner [10]. For
user-based CF algorithm in order to find the similarity, wu,v is calculated between
two users u and v having the same preferences of items or who have co-rated the
same items. Different methodologies can be used for computing similarity or weight
between items or users.
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Correlation-Based Similarity.Here, similaritywu,v andwi,j are measured between
twousersu and v, or between two items i and j, respectively, by computing thePearson
correlation or other correlation-based similarities. To get accurate result first the co-
rated cases are isolated. With the help of Pearson correlation measurement, the range
to which two variables linearly relate with each other [12, 13] is computed. In case
of user-based algorithm, the Pearson correlation is computed between users u and v
as the following

wu,v =
∑

iε I

(
ru,i − r̄u

)(
rv,i − r̄v

)

√
∑

iε I

(
ru,i − r̄u

)2
√

∑
iε I

(
rv,i − r̄v

)2
(1)

where i ∈ I summations are over the items for which both the users u and v have given
rating. r̄u denotes the average rating of the co-rated items of the uth user. Pearson
correlation for item-based algorithm is calculated by Eq. 2.

wi, j =
∑

uεU

(
ru,i − r̄i

)(
ru, j − r̄ j

)

√
∑

uεU

(
ru,i − r̄i

)2
√

∑
uεU

(
ru, j − r̄ j

)2
(2)

where the set of users who rated both items i and j are denoted by u ∈ U. In this case,
ru,i denotes the rating of user u on item i and r̄i is the average rating of the ith item
by the same user.

Vector Cosine-Based Similarity. To measure the similarity between two vectors,
vector cosine-based similarity is used. In this case, each document can be treated as
a vector of word frequencies and to find similarities between two vectors the cosine
of the angle which is formed by the frequency vectors is computed [14]. In the case
of collaborative filtering, a similar approach is adopted where users or items are
used instead of documents and ratings are used instead of word frequencies. If we
consider, R as the m × n user-item matrix, then to find similarity between two items,
j, the cosine of the n-dimensional vectors corresponding to the ith and jth column
of matrix R and I are to be determined. Equation 3 shows how the cosine similarity
between items i and j is computed.

wi, j = cos
(�i, �j

)
= �i · �j

∥
∥
∥�i

∥
∥
∥ ∗

∥
∥
∥ �j

∥
∥
∥

(3)

In this work, data samples from users were collected in both online and offline
modes to calculate the rating of different smartphones. Usually, the rating can be
taken from a different user in the following manner:

• Numerical rating: In this case, the rating of the product can be given in the range
of 1–5.
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• Ordinal rating: Qualitative rating can be given by writing some comments like
awesome product, average product, poor product, or comments like strongly agree,
neutral, disagree.

• Binary ratings: Here, the rating can be given by writing yes or no.

Accordingly, two types of rating data were collected from the user, one is the
ordinal rating based on different features of mobile which they are presently using or
have an experience of use and the other is the rating on the new item. In this case, the
numerical rating was taken. In the said work, the user was mainly the students and
staff members of engineering colleges. Different features of the smartphone have
been studied and some of the features such as display, battery backup, and hanging
issue have been taken into consideration to design the questionnaire.

A survey was done among 15 students using smartphones, before the main survey
to ensure that respondents understand the questionnaire. A Google form containing
the questions was sent by e-mail to the targeted user. The users were requested
to participate in the survey and reply through e-mail only. Some of the incomplete
responses were dropped and the rest were used in this work. A total of 6490 responses
were used in this work, out of which 1640 responses were from new users. For 15
different types of smartphones, eight different features were taken into consideration
which is in broad sense and further divided into subcategories for rating calculation.
The names of the different mobile manufacturers have been used for the sake of
research work only, and we are not biased about any particular company.

Table 3 shows the feedback of different smartphones based on their features,
namely camera, battery backup, performance, and heating issues. In actual, there are
17 features, namely awesome camera, decent camera, poor camera, awesome battery
backup, average battery backup, poor battery backup, awesome display, average
display, poor display, awesome performance, poor performance, heating issue, and
hanging issue. Due to the space constraints in the table, all the features cannot be
shown but in actual while doing the calculations for recommendation all the features
were taken into consideration. In this case, the user has given their remarks in different
words like awesome camera, decent camera, poor camera, bad battery backup, value
for money, hanging issues, heating issues, and poor performance These types of
feedback were divided into 2–3 groups: good, average, and poor and according to
the feedback the weighted sum was taken and rating was calculated.

Table 4 shows the user and smartphone-based rating. Actually, the rating has been
taken from 1640 new users, but for the sake of simplicity, only the rating of user1,
user2, and user1640 is shown in Table 4. In the first case, the rating was calculated
based on the weighted average, and according to that, the recommendation was done
and in the second cases, the rating was calculated based on collaborative filtering for
prediction.



116 S. Bandyopadhyay et al.

Table 3 Feedback of different user based on features of smartphone

Different
smart-
phones

Awesome
camera

Decent
camera

Awesome
battery
backup

Average
battery
backup

Awesome
perfor-
mance

Poor
perfor-
mance

Heating
issues

Lenovo
K8 Note

382 55 290 34 240 57 1240

Lenovo
K8 Plus

92 14 89 6 45 39 213

Lenovo
K6 Note

37 0 44 2 16 13 79

Lenovo
A7000

185 27 259 14 134 46 765

Samsung
Galaxy
A6

68 7 20 3 14 0 6

Moto G6 67 34 44 17 16 36 0

Moto G5
S Plus

26 1 17 1 13 2 40

Realme
1

47 7 35 8 28 3 63

Honor 9
Lite

113 23 40 18 40 41 214

Nokia
6.1

10 10 10 12 27 0 18

Vivo
Y71

12 0 4 0 4 0 11

Xiaomi
Redmi5

13 0 8 0 6 0 14

Xiaomi
Redmi
Note 5

94 45 98 17 39 24 126

Honor C 23 68 24 43 2 13 19

Samsung
Galaxy
J7 Max

169 12 174 12 89 14 34

After that, the comparison was done based on the calculation. As the data were
taken from the students and staff community, so it was possible to address the people
of different age groups as well as different income groups. It is a very common
practice of the customer that they want to know others opinion while purchasing the
same product [15].
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Table 4 New user rating of smartphone

Different smartphones User1 User2 … User1640

Lenovo K8 Note 3

Lenovo K8 Plus

Lenovo K6 Note 3

Lenovo A7000 1 2 2

Samsung Galaxy A6 4.5

Moto G6

Moto G5 S Plus 2

Realme 1

Honor 9 Lite 1

Nokia 6.1

Vivo Y71

Xiaomi Redmi5 4

Xiaomi Redmi Note 5 4 5 4

Honor C 1

Samsung Galaxy J7 Max 5 5

4 Prediction and Recommendation Computation

Collaborating filtering system is one of the important processes for obtaining pre-
dictions or recommendations. In the neighbourhood-based collaborative filtering
approach, a subset of nearest neighbours of the active user are chosen by finding
their similarity with the active user. Then a weighted aggregate of their ratings is
computed which is used for generating predictions for the concerned user [16, 17].

4.1 Weighted Sum of Others’ Ratings

The formula for finding out the prediction for the active user, a, on a certain item, i
is given below.

Pa,i = ra +
∑

uεU

(
ru,i − ru

)
wa,u

∑
uεU

∣
∣wa,u

∣
∣

(4)

where r̄a and r̄u denote the average ratings for the user a and user u, respectively, on
all other rated items, and wa,u indicates the weight between the user a and user u.
The summations are over all the users u ∈ U who have rated the item i.
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4.2 Simply Weighted Average

Simple weighted average may be used for item-based prediction to predict the rating,
Pu,i for user u on item i [10].

Pu,i =
∑

nεN ru,nwi,n
∑

nεN

∣
∣wi,n

∣
∣

(5)

where the summations are over all other rated items n ∈ N for user u. Here, wi,n is
the weight between items i and n, ru,n denotes the rating for user u on item n.

5 Result and Discussion

The present work compares the rating system for a recommendation in two ways.
While considering the rating of a particular item, attention should be given on the
following things:

• Number of ratings: Number of ratings available is one of the most important data
for a recommendation as this information is useful to numerous users who are
searching for these items. If a user ratesmore items,many users can get suggestions
from his or her rating.

• Degree of agreement with others: The degree of agreement is measured by com-
paring one user’s opinion with others.

• Standard deviation of rating: It is the deviation of user’s rating with his average
rating. If the deviation is more, that will be given priority.

• Degree of similarity with top neighbours: The user who has similar weight can be
replaced as he or she is very similar to other users while the user having greater
weight will be considered as influential.

• Aggregated popularity of the rated items: The user has greater probability of having
overlapped preferences when the sum of the popularities of the chosen rated items
are high [13].

One can find desirable items if accurate recommendation is provided [18]. Table 5
shows the average rating (rating provided by a user on untried item) and average rating
(computed based on feedback after use) of smartphones. Figure 4 shows acomparison
between the rating calculations.

From the graph, it is clear that the predicted rating (rating for untried item) and
calculated rating based on user feedback are closer to each other. The results of
recommendation and prediction show the approach has relevance as the work is
concerned and the manner the data has been dealt in for future recommendations.
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Table 5 Comparison between recommendation and prediction

Smart phone Recommendation of rating
based on user feedback

Prediction of rating given by
new user

Lenovo K8 Note 3.33 3.70

Lenovo K8 Plus 3.37 3.50

Lenovo K6 Note 3.58 3.50

Lenovo A7000 3.30 3.00

Samsung Galaxy J6 4.83 4.50

Moto G6 3.70 3.80

Moto G5 S Plus 4.09 4.00

Realme 1 4.11 3.00

Honor 9 Lite 3.25 3.00

Nokia 6.1 3.59 3.50

Vivo Y71 3.52 3.75

Xiaomi Redmi5 4.36 4.00

Xiaomi Redmi Note 5 4.00 4.00

Honor C 3.91 3.60

Samsung Galaxy J7 Max 4.49 4.50

Fig. 4 Comparison between the rating calculations (recommendation vs. prediction)
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Charlier and Meixner Moments
and Their Application for Texture
and Image De-noising Problems

Perugu Ananth Raj

Abstract Moment-based features have been employed for solving various prob-
lems in pattern recognition and image processing. In this paper, we choose Charlier
and Meixner moments separately, to solve texture segmentation, classification, and
de-noising of images corruptedwithGaussian noise. In order to solve the texture clas-
sification problem, we propose to use lower-order Charlier and Meixner moments
of 12 Haralick’s texture features and a two-class support vector machine. But, for
texture segmentation problem, we use these moment-based texture energy features
suggested for geometric moments by Mihran Tuceryan. Further, these energy fea-
tures are used inK-means, FuzzyK-means, andKohonen’s neural network for solving
texture segmentation problem, whereas for image de-noising problem, we use non-
local mean (NLM) filter with Charlier andMeixner moments-based similarity values
instead of pixel-based similarity values used in NLM for filter weights calculation.
The simulation results show that the proposed applications worked well for two-
class texture segmentation, classification of texture images and de-noising of images
corrupted with a small amount of noise.

Keywords Charlier and Meixner moments · Gray-level co-occurrence matrix ·
Non-local mean filter

1 Introduction

Problems either in image processing or in pattern recognition require image
representation by a set of values which are invariant to various distortions. Even
though there are many methods available in the literature, orthogonal moment-based
image representation gained popularity because of its good image representation
capability under different distortions and less sensitivity to noise [1]. Hence, they
are used as features for solving different problems in image processing and pattern
recognition. Some of the well-known orthogonal moments used for image represen-
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tation are Geometric, Legendre, Zernike, Tchebichef, Krawtchouk Gaussian Her-
mite, Charlier, Meixner, etc. Most of the work on Charlier and Meixner moments
was connected with image analysis and image reconstruction [2–4] tasks only. Till
now, no attempt has been made to use them for texture classification, segmentation,
and de-noising of images corrupted with Gaussian noise. This motivated us to use
these two moments for solving these problems. One of the earliest works on tex-
ture segmentation using lower-order geometric moments was reported by Tuceryan
[5], after that, many research papers were published on texture classification using
Tchebichef moments [6]. Recently, Di Ruberto et al. [7] reported another moment-
based method for texture classification that uses Legendre and Tchebichef moments
of the gray-level co-occurrence matrix and obtained results and was compared with
a convolutional neural network. Gelzinis et al. [8] also reported another work on
texture classification. In their work, 14 Haralick’s texture features [9] at different
distances were fitted with a nth degree polynomial, parameters of the polynomial
were used for texture features. For example, a total number of features for a texture
image is (order of the polynomial + 1) * 14. An excellent review paper on texture
representation and segmentation work carried out since 2000 was reported by Liu
et al. [10]. In our work, instead of fitting with a polynomial for better discrimination
of Haralick’s features, we compute Charlier and Meixner moments of 12 Haralick’s
features. The gray-level co-occurrence matrix used for computing 12 Haralick’s fea-
tures was obtained by taking the average of four GLC matrices, computed at a unit
distance and 0, 45, 90, and 135° orientations. This action of taking moments of Har-
alick’s features provides a better discriminability as well as size reduction, because
in our work, we use only second-order moments for texture feature representation.

Next problem, we have attempted was texture segmentation using these two
moments. The proposed approach is an extension of Tuceryan’s [5] and Ananth Raj
and Venkataramana’s [11] work for Charlier and Meixner’s moments. In this work,
lower-order Charlier andMeixner moments were computed in a small window of the
image and transformed them into texture energy features using the tanh function after
subtracting mean from it. This step is required to capture higher-order features like
termination, closure, and linearity present in the texture images. These features are
submitted to K-means, Fuzzy K-means, and Kohonen’s neural network for texture
segmentation task. Another problem considered was filtering using the non-local
mean (NLM) filter, which filters an image using local neighborhood patches. Earlier
two filters were suggested using Zernike [12, 13] and Krawtchouk [14] moments
for Cryo-EM images and SAR images. Zernike moments are orthogonal over a unit
circle. Hence, we get errors when they were calculated over a square image region.
In our approach, pixel weights would be calculated using Charlier and Meixner
moments instead of pixel values used in the standard filter.

This paper is organized as follows: In Sect. 2, we give necessary details onCharlier
and Meixner moments. In Sect. 3, we present the problem statement and method-
ology used for solving the problem. Finally, Sects. 4 and 5 give simulation results,
conclusions, and extensions about the work.
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2 Discrete Orthogonal Moments

In general, discrete orthogonal moments of a signal are obtained by projecting a
signal onto a polynomial kernel function. In this work, we use both Charlier and
Meixner kernel functions to define these moments. Hence, a brief overview is given
in this paper. These orthogonal polynomials are normalized to avoid fluctuations
in the numerical calculations. Figure 1 shows a normalized Charlier and Meixner
polynomials forN =256points and order 10 obtained using the three-term recurrence
equation [1] in terms of x.

Recently, Di Ruberto et al. [7] used Stieltjes method to generate Legendre and
Chebyshev polynomials and applied them for texture analysis and image reconstruc-
tion problems. Modified Chebyshev algorithm [15] is another method that can be
used for generating orthogonal polynomials. Thismethod is not that popular, because
selection of initial moments is a difficult task. Charlier polynomials are orthogonal
with respect to the Poisson distribution on the nonnegative integers [15], and Mex-
iner polynomials are also defined on the lattice N and orthogonal with respect to the
negative binomial distribution [15]. One dimensional normalizedCharlier Č(p, a, x)
and Meixner M̌(p, β, μ, x) polynomials of order p are defined [16, 17] by

Č(p, a, x) = C(p, a, x)

√
w(x)

ρ(p)

where ρ(p) = p!
a p , w(x) = e−aa p

x ! , a is a positive constant.

w(x + 1) = a

x + 1
w(x) w(0) = e−a
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Fig. 1 Plot of normalized Meixner and Charlier polynomials of order 10, N = 256 points, x-axis
in both cases denote no. of points
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ρ(p + 1) = p + 1

a
ρ(p)

M̌(p, β, μ, x) = M(p, β, μ, x)

√
w(x)

ρ(p)

ρ(p + 1) = (p + 1)(β + p)

μ
ρ(p) ρ(0) = 1

(1 − μ)β

w(x + 1) = μ(β + x)

(x + 1)
w(x), w(0) = 1

One of the important properties of these two polynomials is the availability of
three-term recurrence equation in terms of x and order n. The first equation is used
for forwardmoment computation and the second equation is used for inversemoment
transform. Selected applications in this paper require only forward moments. Hence,
we give expressions for forward moment computation only. Charlier moments of
order (p + q) for an image f of size N × N pixels are

Cpq =
N−1∑
x=0

N−1∑
y=0

f (x, y)Č(x, p, a)Č(y, q, a) (1)

Expression for Meixner moments Mpq of order (p + q) for an image f of size
N × N pixels can be obtained by replacing the above Charlier moments term Č(.)

withMeixnermoments M̌(·) term. A three-term recurrence formula is generally used
for generating normalized Charlier polynomials with respect to x are given by

Č(p, a, x) =
√

w(x)

σ (x − 1) + τ(x − 1)

[
2σ(x − 1) + τ(x − 1) − λn√

w(x − 1)
Č(p, a, x − 1)

− σ(x − 1)√
w(x − 2)

Č(p, a, x − 2)

]
(2)

Initial values required for solving the above equation are

Ċ(p, a, 0) =
√

w(0)

ρ(p)
Ċ(p, a, 1) = a − p

a

√
w(1)

w(0)
Ċ(p, a, 0),

σ (x) = x, τ (x) = a − x, λn = n

Normalized Meixner polynomials with respect to x is

M̌(p, β, μ, x) =
√

w(x)

σ (x − 1) + τ(x − 1)

[
2σ(x − 1) + τ(x − 1) − λn√

w(x − 1)
Č(p, β, μ, x − 1)

− σ(x − 1)√
w(x − 2)

Č(p, β, μ, x − 2)

]
(3)
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Initial values required for solving the above equation are

M̌(p, β, μ, 0) = (β)p

√
w(0)

d2
n

· M̌(p, β, μ, 1)

= μ(p + β) − p

μβ

√
w(1)

w(0)
M̌(p, β, μ, 0)

(β)0 = 1(β)k = β(β + 1)(β + 2) . . . (β + k − 1), k = 1, 2, 3 . . . d2
p

= p!(β)p

μp(1 − μ)β

τ(x) = βμ − x(1 − μ), λp = p(1 − μ), σ (x) = x

In this work, moment order equal to (p + q) = 3 and a small image patch of size
7× 7 at each image pixel position was used for texture segmentation problem, but for
texture classification problem, we compute moments of 12 Haralick texture features
of order 5. In the next section, we present application of these moments for texture
and image de-noising problems.

3 Problem Statement and Methodology

The primary goal of this paper is to use orthogonal moment-based features to solve,
texture classification, segmentation, and image de-noising problems. Problem state-
ment and methodology for each problem is given below.

(a) Given a set of texture images, containing two classes, the task is to design a
classifier that classifies correctly the trained images using orthogonal moments by
reducing the feature vector size. (b) Given an image containing different types of
texture, the goal is to develop an algorithm to segment the image based on features
extracted using orthogonal moments. (c) Given a noisy image, the aim is to design
a filter that removes noise, using NLM filter and orthogonal moments. Next, we
present the methodology employed for solving the above problems.

Either the texture classification or the texture segmentation task requires two
main steps: feature extraction and classification. In this paper, we first compute 12
Haralick’s features [9]: Angular second moment, contrast feature, entropy feature,
variance feature, correlation feature, inverse differencemoment, sumaverage feature,
sum variance feature, sum entropy feature, difference variance feature, difference
entropy feature, and information measure of correlation features are computed using
the gray-level co-occurrencematrix, that can be obtained by taking the average of four
co-occurrence matrices computed at angles 0, 45, 90, and 135° by keeping the pixel
displacement equal to unity. The overall scheme employed for texture classification
is shown in Fig. 2. Let this gray-level co-occurrence matrix be denoted by G and it
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is calculated by

G = [g(1, 0◦) + g(1, 45◦) + g(1, 90◦) + g(1, 135◦)]
4

(4)

In the above expression g(1, x) denotes the gray-level co-occurrence matrix cal-
culated at different (x = 0, 45, 90, 135) angles by keeping the distance between
the pixels equal to unity, using this matrix, we compute 12 Charlier and Meixner
moments of 12 Haralick’s feature using Eq. 5 for better discriminability

Č p =
11∑
x=0

F(x)Č(x, p, a) (5)

F(x), x = 0, 1, 2,… 11, denote Haralick’s 12 feature values, p denotes themoment
order, for texture classification p value is set as 7. These feature values are used
for training a two-class support vector machine. The same procedure was used for
Meixner moments. Whereas for texture segmentation problem, we compute texture
energy features using 2DCharliermoments and the procedure is the same forMeixner
moments.

Cpq =
6∑

x=0

6∑
y=0

f (x, y)Č(x, p, a)Č(y, q, a), p = 0, 1, 2, q = 0, 1, 2

We get a total of nine moments, but we use only six moments
C00,C01,C02,C10,C11 and C12 for texture segmentation task. The first valuewas not
used because it will not contribute much information. These values are transformed
into texture energy features using Eq. 6
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Fig. 2 Texture classification scheme
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Tk(x, y) = 1

L2

∑
(a,b)εWxy

∣∣∣tanh(σ
(
Mk(a, b) − M̌k

))∣∣∣, k = 1, 2 . . . 6 (6)

where Wxy is a L × L size subimage window size at each pixel location, constant
σ controls the shape of the logistic function. In this work σ = 0.01 was fixed, M̌k

denoted mean of the kth feature image. With these values, every texture image will
have six features at each pixel location.Hence, the total size of the data for each image
isN ×N × 6. These values are used for segmentation. Next, we consider the problem
of image de-noising. The mathematical expression for a noisy image is S(x, y)= f (x,
y) + N(x, y) in this expression S(.,.) and f (.,.) represents noisy original images,
whose size is N × N pixels, {x, y = 0, 1, … N − 1}, N(.,.) denotes the Gaussian
Noise, with mean zero and variance σ 2. In this work, we use a non-local mean filter
[18] with feature-based similarity measure to process the noisy image. In traditional
non-local mean filter, every noisy pixel is replaced by a weighted average (mean) of
all the pixels within a pre-selected window, where the weights are computed using
the neighborhood similarity of the image patches. Filter weight between any two
pixel position say x, and y and processed pixel using NLM filter is given by

w(x, y) = exp

(
−

[[
Px − Py

]]2
h2

)
(7)

S̃(x, y) =
∑a

m=−a

∑b
n=−b w(m, n) f (x + m, y + n)∑a
m=−a

∑b
n=−b w(m, n)

(8)

for x, y = 0, 1, … N − 1.
where Px , Py denotes image patches at x and y, respectively. Parameter h acts

as a degree of filtering, and it controls the decay of the exponential function. In our
work, these two values are replaced with Charlier andMeixner moment features. The
sequence of steps required for filtering a noisy image using Charlier and Meixner
moment features are

Step 1: Compute Charlier and Meixner moment at each pixel position of a given
noisy image using 7 × 7 image patch.
Step 2: Choose a similarity window of size 21 × 21 around each pixel position
that is to be processed and compute the similarity weight between the pixel under
consideration and all other pixel positions within a window of size 21 × 21 using
Eq. 7.
Step 3: Substitute the computed weight in Eq. 8 to obtain a filtered image.

In the next section, the simulation results would be presented.



130 P. A. Raj

4 Simulation Results

In order to test the proposed approaches for texture classification, segmentation and
de-noising of images corrupted with Gaussian, we have performed some simulations
using texture images and standard bird image. We have created a two-class and
four-class texture images using Brodatz texture data set downloaded from [19] for
the texture segmentation problem, these images are shown in Fig. 3, but for texture
classification task, we have used only two classes, each class containing five images
only. These images are shown in Fig. 3a, b.

These images are also downloaded from [20], and 12 Haralick’s texture features
were computed using the gray-level co-occurrence matrix given in Eq. 4. Next,
Charlier and Meixner moments of these 12 features are computed. These values are
used in SVM classifier function which is available in MATLAB 2017 a, tool box.
When an unknown data is submitted to a trained classifier usingCharlier andMeixner
moment features, we obtained correct results in the both cases. Different parameters
used for this simulation work are (a) Charlier moments a = 10, order p = 5 and
(b) Meixner moments μ = 0.5, β = 20, p = 5, SVM classifier was trained using
radial basis function. Texture images used for classification are shown in Fig. 4a, b.
For texture segmentation problem, we compute Charlier and Meixner moments at
each pixel position using a 7 × 7 subimage, except for the first moment, all other
eight moments are utilized in K-means, Fuzzy K-means, and Kohonen’s network for
segmentation task. The number of training epochs for Kohonen’s network was fixed
at 3. The initial size of the neighborhood is [3 × 3], and learning rate parameter was
0.9 for Kohonen’s network. These functions are also available in MATLAB tool box.
Various parameters used for Charlier and Meixner moments are a = 4.6, order = 2,
μ = 0.5, β = 4, p = 2.. Results are shown in Figs. 5 and 6, respectively.

The next simulation carried out was on filtering an image corrupted with Gaussian
noise. First, a bird image was corrupted with Gaussian noise with sigma= 0.02, both
original and noisy images are shown in Fig. 7. We have fixed a search window of

(b) Two class image(a) Four class Texture image

Fig. 3 Four-class and two-class Brodatz texture images
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Fig. 4 a Image data set used for class 1. b Image data set used for class 2

Classification using K-means Classification using Khonen’s netwoekclasscification using Fuzzy K-means

Classification using K-means Classification using Khonen’s netwoekclasscification using Fuzzy K-means

(a)

(b)

Fig. 5 a Four-class texture classification usingMeixnermoments bTwo-class texture classification
using Meixner moments
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classification using Khonen's network

classification using Khonen's network

classification using Fuzzy k-means

classification using Fuzzy k-means

classification using k-means

classification using k-means

(a)

(b)

Fig. 6 a Four-class texture classification using Charlier moments b Two-class texture classification
using Meixner moments

size 21 × 21 pixels and a local window of size 7 × 7 pixels for computation of these
moments. We have used only eight moments for computation of filter weights and
weight decay parameter h = 0.75 * 0.08 was used in our simulation. It is observed
that when the h value is small “NO” filtering is noticed, whereas for a large value of
h, we observed blurring on the image. Hence, we have selected that value of h for
which no blurring occurred. Filtered images are shown in Fig. 7.

5 Conclusions

In this paper, we have used both Charlier and Meixner moments-based features for
texture classification, segmentation, and de-noising of images. In order to reduce the
feature size as well as better separability of Haralick’s features, we use Charlier and
Meixner moments of 12 Haralick’s features that are computed using a gray-level
co-occurrence matrix. These features are used for a two-class SVM classifier. We
have also employed these two moment-based texture energy features for texture seg-
mentation using K-means, Fuzzy K-means, and Kohonen’s neural network. Further,
we have also proposed a moment-based filter for processing an image corrupted with
a small amount of noise. Even though the filter worked well for uniform regions, its
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Noisy image with sigma=0.02

Filtered image using Charlier 
                 moments

Filtered image using meixner 
                 moments

Original Image

Fig. 7 Filtered of images using Meixner and Charlier moments

performance was not that good at edge locations. This can be solved using a regu-
larization method. Further, the proposed approach worked well for two-class texture
segmentation, but its results are not good for four-class problem, this is because
the amount of data used for training the network is small. The results are better for
K-means and Fuzzy K-means than Kohonen’s network. It is observed that there is
not much difference between these two moments for selected problems. Finally, fur-
ther work is required for processing images corrupted with other types of noise like
impulse, Poisson, and speckle.
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Tumor Boundary Delineation Using
Abnormality Outlining Box Guided
Modified GVF Snake Model

Srinivas Thirumala and Srinivasa Rao Chanamallu

Abstract Segmentation is a million dollar task in order to highlight any region of
interest (ROI) such as tumor, bleed, edema, or infarct in any medical image. Disease
diagnosis, prognosis, surgery, and rehabilitation aspects are guided by segmentation
results in oncology. The best ideology is to use high-end active contour models
for tumor detection, location, and delineation. Traditional parametric active contour
model like GVF (gradient vector flow) snake model suffers from more sensitive
parameters, limited capture range, more sensitive to noise, and indentation while
segmenting brain tumors in medical images. In order to address and solve these
problems, a modified GVF is proposed. The modified snake model proposes a new
design for the snake external force to resolve these problems by inducing a strong
force near edges. This paper will address how an abnormality outlining box (AOB)
guidesmodifiedGVF to get rid of demerit like lack of choice of precise initial contour.
AOB-guided modified GVF is an integration of AOB and modified GVF external
force. The experimental results prove the modified snake model captures the tumor
efficiently and quickly even in the presence of any noise artifacts.

Keywords Abnormality outlining box · Brain tumor · Convergence · Deformable
models · Delineation · GVF · Modified GVF · Histogram · Medical image
segmentation · Parametric active contours · Snakes

1 Evolutionary Past and Introduction

Wide variety of segmentation methods are developed for accurate segmentation of
tumors [3] with different imaging modalities. Active contours [1, 4] are suitable for
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medical image segmentation tasks. In 1988, Terzopoulos et al. introduced deformable
models. Deformable model representation is discussed in [4, 7, 9]. Deformable sur-
face is usually described by geometric representation, evolution law, and topology
change. Geometric representationsmay be continuous or discrete. Continuousmeans
either explicit or implicit representation. Implicit surfaces include algebraic and level
set whereas explicit surfaces include B-Splines and NURBS. Simple deformable
models are point based. Complex models like snakes, GVF, and balloon forces come
under parametric whereas level sets are geometric type. Similarly, active shape mod-
els (ASM) are based on local (intrinsic) or global (extrinsic) sources/similarity of
shape and appearance. Parametric models represent surfaces explicitly in their para-
metric forms during their deformation with fast convergence. Geometric models
handle topological changes naturally. These represent surfaces implicitly as a level
set of a higher dimensional scalar function. Original snake model of Kass et al. has
limitations like false boundary identification and fails to reach concavities. Appro-
priate choice of parameters is required for resolving all such problems. Researchers
have modified the existing methods or proposed various new models to get rid of the
problems of the conventional approach [10–16]. Snake growing method of Berger
also introduces similar problems of the original Kass model [3, 17]. An evolved
single initial active contour is later translated into multiple snakes by authors of [18,
19]. Next high-energy snakes are ignored and only low-energy snakes are consid-
ered [5, 20, 21] as they provide a low energy functional which is required for robust
segmentation.

The remainder of the manuscript is divided into four sections. Section 2 gives
all the related work and required mathematical background, and Sect. 3 describes
the proposed AOB-guided modified GVF implementation details. The results after
simulation are postulated in Sect. 4 after tested on different images, and the last
Sect. 5 provides conclusion along with a brief view on the future vision of the work.

2 Related Work and Mathematical Foundations

Many external forces like GVF and generalized GVF (GGVF) etc. are available for
deformablemodels. Various snakes such as watershed-based snakes, Kalman snakes,
distance snakes, B-spline, G-snakes, and boundary vector field (BVF) snakes are suit-
able for medical image segmentation solutions. A typical snake is chosen for certain
application according to what type of ROI is to be detected and in which modality
it is to be operated [22, 23]. It is the basic parametric active contour expressed as
v(s) = (x(s), y(s)) where s = [0, 1] → R2 continuous spatial domain where (x, y)
are continuous position variables. The energy functional to be minimized is:

E∗
Snake = 1∫

0
Esnake(v(s))ds = 1∫

0

(
Eint(v(s)) + Eimg(v(s)) + Econ(v(s))

)
(1)
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Spline internal, image, and external constraint forces energies are denoted by
Eint, Eimg and Econ, respectively. Internal energy is controlled by tension, rigidity
parameter of the contour, i.e., α, β, respectively. External energy is derived from
the gray-level image I(x, y), and it pulls the snake toward edges to be highlighted
in the image. Next GVF snake is proposed by Xu and prince [2, 7]. Strong forces
are induced near edges and by means of a computational diffusion process; edge
map extends the gradient into homogeneous regions hence the name GVF. This
dense vector external force field is expressed as V (x, y) = (u(x, y), v(x, y)) and it
minimizes the following energy functional

E =
¨

μ
(
u2x + u2y + v2

x + v2
y

) + f |∇ f |2|v − ∇ f |2dxdy (2)

f is edgemap and∇ f is its gradient. Euler equations are used for the solution of GVF,
viz. GVF Snake which minimizes above energy functional must satisfy (or can be
obtained by solving) Euler equation which is a decoupled linear partial differential
force balance equation. The weak and strong edges can be discriminated after the
computation of the gradient of edge map. A strong edge is one which has a large
gradient. The balance between the first and the second terms of above integral is by
means of µ which is called as regularization parameter. One can change γ (external
force weight) andK (viscosity parameter) along with magnitude of boundary term to
achieve appreciable result, but it limits the speed of the algorithm. The mathematical
foundations and further information of GVF are given in [7, 10]. Level sets pros. are
numerical stability of the solution and easy representation whereas computational
complexity is its main con. [18, 19]. The remedy is fast marching and narrow band
approach of Adalsteinsson et al. in 1995. The next important model is GGVF Snake.
But it can’t capture typical irregular boundaries of U- and �-shaped objects due to
exerted local minimum external forces.

3 Proposed Method

Many of the segmentation methods provide partial segmentation if they are used
independently or mutually exclusively. But if they are integrated with modifications,
they provide tremendous success just like our modified method. An illustration is
our proposed method, viz. AOB-guided Modified GVF.

AOB-guided modified GVF implementation can be broadly divided into two sub-
routines as shown in above Fig. 1. The first step is to determine the initial contour
using AOB implementation, and the next step is to generate modified GVF exter-
nal force and guide the snake toward tumor boundaries. It can be shown as three
aspects with Figs. 2, 3, and 4. First, implement an AOB on test image which covers
approximate boundary of the benign or malignant tumors of different size, location,
and shape.Malignant tumors are classified as meningioma, glioma, astrocytoma, and
metastatic. The structure which is in the shape of a rectangular box is used to find



138 S. Thirumala and S. R. Chanamallu

Fig. 1 AOB-guided
modified GVF snake model
implementation flowchart

the approximate area of abnormality via histograms defined in both directions hence
the name AOB. The box located may be a tool for defining initial contour in the
forthcoming segmentation step. Actually, it is based on differentiating the left side
and right side slices of a brain image as they are dissimilar in case of the presence
of any type of abnormality. For this usually, we have considered axial or coronal
view brain images. First, divide the image into left and right slices by drawing a
partition axis along with highlighting the boundary of the brain image. After this,
compare two sections of the pixel on left slice and rotated right slice one by one
and vice versa depending on where the abnormality is present in the considered
image modality. From the computation of horizontal-oriented and vertical-oriented
histograms plots, lower, upper boundaries, and right, left boundaries of abnormality,
are obtained respectively [23, 24]. The combination of all the bounds provides the
bound box which highlights approximate region or area of abnormality which is
termed as Abnormality Approximation Area Aiming (AAAA or A4) Box with two
parameters p and q of two histograms for whole scan process of the brain image.
These two parameters are the basis for defining the best initial contour in order to
obtain the best final contour to fit ROI boundaries, viz. tumor. It is also possible to
identify the type of stroke as hemorrhagic or ischemic from the spatial information
of histogram within dearth analysis.

Next modified force which diffuses the gradient force toward the object boundary
via slight modifications in GVF is used in order to overcome the false contour delin-
eation drawback of GVF. Actually in conventional GVF, the snake is purely closed,
but in our novel method, the snake is defined and implemented in such a way that it is
not purely closed; i.e., it has redundant cosine and sine terms which lead to create a
new external force to detect tumor boundaries accurately as given in Eqs. (3) and (4)
in continuous time domain. AOB-guided Modified GVF is represented by following
Eqs. (3) and (4).
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Fig. 2 Steps of the actual GVF process

x = a + [k cos(t) − m sin(t)] (3)

y = b + [l sin(t) − n cos(t)] (4)

Whereas traditional GVF is expressed as

(x − a)2 + (y − b)2 = k2 (5)

where a, b, k are semi-major and minor axis and radius of evolved contour. k, l,
m, and n are strong attraction generation terms to produce deep convolutions. With
the computation of the gradient of edge map from Euler equations and by inducing
normalized vertical and horizontal modified GVF fields, guides it towards ROI. The
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Fig. 3 Brain tumor segmentation using traditional GVF snake model

Fig. 4 Steps of AOB-guided modified GVF snake model
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time taken for inducing the field twice is close to the time for inducing one field in
the GVF. These fields are evolved irrespective of the valley and peak present in the
histogram as their corresponding score plots with parameters p, q are used. Next
with the contour’s modified position along the direction of the defined external force,
the new bound term gets changed as given in Eq. (6)

new bound term = (
u2 − v2

) − 2uv (6)

where u, v are vector field parameters of modified GVF. Varying γ , K parameters
along with variable magnitude for boundary term causes to achieve appreciable
results with high speed using new snake equation of (3), (4) and with Eq. (7).

Modmag = sqrt
(
u2 + v2

) − (new bound term) (7)

Modified model merits are the easiest way of choosing an initial contour, optimal
fit to concave boundaries of the interested lesion, good capture range, and better
sensitivity. Hence, thismethod improves the automaticmechanism for defining initial
contour and going toward automatic modeling instead of semiautomatic modeling of
the past deformable models; i.e., the level of automaticity is increased in determining
the approximate boundaries and later defined snake is deformed to tumor boundary
via user inputs same as in semiautomatic modeling.

4 Results and Discussions

This section provides a qualitative and quantitative comparison of AOB-guidedmod-
ified GVFmethod versus traditional GVFmethod. All these experimental results are
verified and validated after carrying many experiments based on real medical images
using 64-bit windows OS-based Intel i5 processor @ 1.7–2.4 GHz system (with
4 GB RAM) in MATLAB tool. For this, ground truths of GSL Medical College
and Hospital—Rajahmundry are considered. Three types of typical brain images
with tumors in different locations such as in left bottom direction-oriented, right up
direction-oriented, right centered direction-oriented, right bottom direction-oriented
tumors are considered.

First results of GVF and later proposed abnormality box guided modified GVF
model are shown for magnetic resonance (MR) image with tumor at the right top
location. The overall process of traditional GVF snake segmentation can be shown
with Figs. 2 and 3. In Fig. 2, GVF external force steps are provided with four sub-
figures as follows: subfigure a is test image, subfigure b is edge map, subfigure c
is gradient of edge map, and final subfigure d is normalized GVF. After this, the
intermediate segmentation steps screen shots are shown in Fig. 3 for 1000, 3000, and
4000 iteration deformations using b, c, d subfigures, respectively, and initial contour
is shown in subfigure a. The choice of parameter changes initial contour location;
hence, many times final segmentation results converge to false boundaries.
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Table 1 Comparison of GVF and AOB-guided modified GVF

Image with tumor
orientation

Method No. of iterations Convergence

Image with right top
location-oriented tumor

GVF Snake model 4000 Partial

AOB-guided Mod. GVF
Snake

2000 Excellent

Next, the whole process of AOB-guided Modified GVF can be shown with above
direct MATLAB Fig. 4 using ten subfigures referred as a–j in row-wise for discus-
sion. Subfigure a indicates original image with a partition axis along with outlined
green outer boundary, subfigures b, c shows left slice with/without rotation, right
slice with/without rotation (slice rotation is required in two slices based on the
location of tumor in the coronal/axial/sagittal perspective). Subfigure d illustrates
AOB after comparing two vertical and horizontal oriented histogram plots (sub-
figures e and f, respectively). Modified GVF also provides snake equation with a,
b, k, l, m, n values for further exact initial contour location. Subfigure g initially
shows edge map, and finally, it shows tumor boundary delineation result. Binary
edge map is crucial as it is larger in the proximity of edges. Subfigure h indicates
edge map gradient. Gradient of edge map is computed which results in efficient
anisotropic diffusion process. Subfigures i, j show the normalized modified GVF
field in both vertical and horizontal directions, respectively. The results are discussed
by a Table 1 with the relative comparison. The first column indicates the location
of tumor, the second column represents which method is adopted either traditional
GVF or AOB based GVF, the third column tells no of iterations taken for converg-
ing toward exact tumor boundary, and the last column indicates degree of conver-
gence as partial/excellent. The choice of parameters considered for experimentation is
K = 0.7, α = 3, β = 0, μ = 2 and γ = 4. Appreciable results have been obtained
in a short time span. The proposed model only converges for 2000 iterations as in
subfigure g of Fig. 4 (Table 1).

5 Conclusion and Future Scope

In our proposed work, conventional GVF is modified to segment brain tumor images.
This method even captures minute features exactly from any modality images as
compared to ordinary GVF snake method of Xu and Prince. The adoption of the
modified vector field equation in conjunctionwith an adequate selection of regulatory
parameters gives us these promising results. Initially, the user can initialize the snake
with a desired radius with the guidance of AOB and then selects optimal parameters
according to initialization; the snake deforms quickly and very efficiently and gives
unbelievable results. These results are used in Macro pathology, and this data is also
used byNeurologist, radiotherapist or radiologist for further diagnosis and prognosis.
This technique is also used for segmentation of liver tumors of various modalities
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[6]. This new modified GVF is combined with another external force called BVF
(boundary vector field) and Watershed to recognize the complex shape structure in
medical as well as mechanical motion applications to study anatomic structures [8].
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Detection and Classification of Cervical
Spondylosis Using Image Segmentation
Techniques
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Abstract In this work, we are trying to implement the segmentation of an X-ray
image for cervical spondylosis detection. One of themajor concerns of that particular
disease is faster detection and identification of diseases in previous stages. Accord-
ing to the opinion of clinical experts, today’s X-ray tomography method is the most
effective technology in medical science domain for easily diagnosis of particular
cervical diseases. Segmentation is a kind of approach that is used to identify the
unambiguous region from the particular X-ray image. Today, the diagnosis of cervi-
cal spondylosis becomes one of the challenging work. MRI and CT scans used by
a doctor for manual inspection is already available. So our proposed method which
is automatically detect and analyze the cervical spondylosis using morphological
segmentation and edge detection and classification-based approach. The results of
this study gaining more than 90% accuracy and sensitivity for identifying and classi-
fying the cervical diseases in X-ray images more accurately. Here, the experimental
performance shows better PSNR and MSE values for image quality measurement of
the detection of cervical spondylosis more accurately.
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1 Introduction

Cervical osteoarthritis in neck also known as cervical spondylosis. The “wear and
tear” of the tendon and bones found in our cervical spondylosis. The disease is very
much well known to old age people and caused by different factors.

In a large number of ways, the cervical spondylosis can express itself. It can cause
some neck and neurological problems of the sphincters and middle or the furthest
points if there is spinal cord contribution [1]. Some other factors than maturing can
build your of cervical spondylosis. Medical image processing is an upcoming area of
research for the advancement of new approaches and software releases for analysis. It
plays a vital role in disease diagnosis and enhanced in medical area with patient care
and helps medical practitioners to make decision in regard to the type of treatment.

Chitte and Gokhale [1] analyze, “Different Methods for Identification and Clas-
sification of Cervical Spondylosis”. CNN is a technique, which is based on Long
and Short term memory logic has been ended up being a powerful tool planned for
the course of action estimate issues with spatial data sources, like pictures or chron-
icles. Yu and Xiang [2] analyze that, in the Chinese analysis, clinical classification
of cervical spondylosis mostly include some approaches using fuzzy calculation.
The fuzzy logic is used here for classifying cervical spondylosis as a part of some
medical expert systems [1]. Anish Jafrin Thilak et al. [3] “Image Using Pro/E and
MATLAB”. They take some approach of modeling and analysis of FSU. Chudasama
et al. try to implement the segmentation approach using morphological and edge
detection method as [4] “Image Segmentation usingMorphological Operations”. On
some images for the segmentation process.

1.1 Background Study

Degenerative cervical spondylosis is the verymuch familiar, moreover asymptomatic
situation, happened due to age and some deteriorating changes in the cervical part of
the body. Different clinical diseases like axial neck discomfort and cervical irritation
can be classified by the cervical spondylosis. A patient of that particular disease
mostly having a mixed combination of axial neck discomfort, cervical irritation, and
cervical compression.

1.2 Scope of Work

In general traditional diagnosis method, the symptoms are often seen that above situ-
ation for taking final decision and some necessary actions to be taken. Careful clinical
examination is required for proper diagnosis of diseases, also a thorough interview
of the patient and relatives, X-ray, CT, and so forth. However, X-ray is repeatedly
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used as a complimentary diagnostic instrument in addition to the clinical discovery in
the basic-level hospitals. At this point, the cervical spondylosis has different classes;
different kinds of cervical spondylosis need to be cured with different treatments and
different kinds of cervical spondylosis have to be distinguished from the nominal
disease exact changes in the X-ray images. The X-ray images nominal changes make
diagnosis visually a critical job, so it needs experienced personnel to solve. Also with
it, the problem is unsolved and the potential of diagnosis of the disease has not been
explored in this area. So, our proposed methodology of segmentation has certain
practical significance.

1.3 Types of Disease

Different types of stages of diseases regarding cervical spondylosis are:

a. Postural Neck Pain
It occurs due to postural habits for long period of time. When the head alleged
onward in poor posture, the spine of the cervical partmustmaintain the increasing
quantity of weight. As a result, it gives additional pressure on ligaments and
muscles and causes the postural neck pain.

b. Acute Neck Pain
It occurs due to unknown cause in a sudden advancement of the neck real-
izes extraordinary neck acknowledges uncommon neck torment. There are many
causes behind the acute neck pain. One may feel toughness and locked condition
on neck.

c. Cervical Spondylosis
It occurs due to ‘wear and tear’ of Cervical Vertebrae and the intervertebral
disease. In a large number of ways, the cervical spondylosis can express itself.
It is mostly common and degrades with oldness.

d. Neck Osteitis
It is aggravation of bone. In general term, Osteitisa is irritation of bone. This type
of neck problem mostly depends on individuals’ bone structure or the skeleton
structure and some other factors of body.

2 Proposed Methodologies

Here, the technique used different steps as like as:
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2.1 Read Color CT Scan Image

Here, some color CT scan images are used for this experimental study and display
the image in the very first part of our segmentation process. Basically, these images
consist of three color components as Red, Green, and Blue.

2.2 Image Pre-processing

Beginning step is the conversion of the color image into grayscale image because
processing time taken by color image is more than grayscale image. The next step
is resizing the image to a particular size. So, the requirement of preprocessing is to
prepare better image quality more andmake results of image. Then change the image
with its corresponding grayscale image and show the image in our second step of
work.

2.3 Normalization of Image

We normalized the image by using some factors and command in our third step.

2.4 Filtering of Image

Filtering is basically used for removing noise from the image. Different types of
filtering techniques are used for reducing the noise for gaining better quality image
for working. Then, we filter the image using some filtering method in our fourth step
of methodology.

2.5 Edge Detected Image

The use of canny edge detector to show the edge for our image in the fifth step of
progress and found that canny edge detector is very useful for this purpose. It is
an edge detection operator to detect an extensive range of edges in image. It uses a
multi-stage algorithm. It almost detects every edge in image. Canny algorithm can
identify edges with noise suppressed at the same time.
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2.6 Median Filtered Image

Here, median filtering is used for removing the rest of the noise present in images. It
is a nonlinear digital filteringmethod and used to decrease noise at the pre-processing
stage for improving the result of processing.

2.7 Morphological Operations

Here, some morphological operations are used to obtain the morphological image in
this work. Erosion is the best outfit as one of the simple operators in morphological
operation. It can cause the elements to become lesser in size. Erosion simply corrodes
away the borders of the foreground which outcomes in areas of those pixels lesser in
size and holes of those areas turned out into larger [5]. Dilation is the best technique
for morphological operation [5]. It is basically used on binary image but can be
used on grayscale image. It causes the elements to rise in size. The outcome of this
operation will progressively increase the borders of the foreground pixels, thus areas
raise in size and holes in that part turned out lesser (Fig. 1).

3 Results and Analysis

Here, the results are shown in given images that the results are showing the inter-
mediate steps of segmentation methodology whatever used for experimental study.
The experimental result shows the region of diseases or changes in the disease area
of the particular X-ray images (Table 1).

The accuracy is measured with confusion matrix for supervised classification
of data. The sensitivity, specificity, accuracy parameter shows better classification
accuracy with supervised learning methods with more than 90% of accuracy rates.
Here, the accuracy of second image is 100% for achieving better accuracy rates more
than other images (Table 2).

The segmented cervical image is required for statistical measurement of different
parameters then confusion matrix parameters are used for measuring classification
accuracy. Here, the early detection of the disease is done properly. The early detection
is very important for clinical experts for taking decision about the causes of disease
(Fig. 2).
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Fig. 1 Proposed
segmentation approach

Reading CT Scan Image

Pre-processing Of Image

Normalized Image

Image Filtering

Edge Detection

Median Filtering

Morphological Segmen- 
tation

Image Classification

Segmented Image

3.1 Measurement of Image Quality Parameter

In the experimental phase, we have used the parameter peak signal-to-noise ratio
(PSNR) for calculating the difference between the cover image and segmented image.
The PSNR for an image of dimension N × N is given as follows:

PSNR = 10 log 10
(
2552/MSE

)
(dB)

where MSE = (1/N ∗ N )
∑ ∑ (

xi j − x ′
i j

)2
. (1)

3.2 Similarity Index Calculation

The structural similarity index (SSIM) is a perceptual metric that calculates image
quality deprivation produced by handling such as data compression or by sufferers
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Table 1 Results of proposed segmentation approach

Images Input image Edge detected
image

Morphological
image

Final segmented
image

Cervical
spondy-
losis
image
Case 1 Fig. a. Original

image [6, 7]
Fig. b. Edge
detected image

Fig. c.
Morphological
image

Fig. d. Segmented
image

Cervical
Spondy-
losis
Image
Case 2

Fig. a. Original
image[6, 7]

edge Image

Fig. b. Edge
detected image

Fig. c.
Morphological
image

Fig. d. Segmented
image

Cervical
spondy-
losis
image
Case 3 Fig. a. Original

image[6, 7]
Fig. b. Edge
detected image

Fig. c.
Morphological
image

Fig. d. Segmented
image

Table 2 Several classification parameters in terms of experimental results

Cervical stages of
images

False positive rate
(%)

Sensitivity (%) Specificity (%) Accuracy (%)

Cervical case 1 50.173 99.702 89.835 91.455

Cervical case 2 40.04 100 100 100

Cervical case 3 51.927 99.917 94.807 96.278
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Fig. 2 Classification accuracy parameter

Table 3 Image quality
parameters in terms of
experimental results

Cervical stages of images PSNR MSE SSIM

Cervical case 1 9.2299 1.124 0.397

Cervical case 2 7.6618 1.114 0.5588

Cervical case 3 9.476 1.336 0.4265

in data conduction. It is a complete reference metric that needs two images from the
same image detention—a reference image and a handled image (Table 3).

Our requirement is to get the higher PSNR value and lower MSE value for better
quality performance for these cervical images. Here, we got PSNR value of range
7.5–9.5 and MSE value of range 1.1–1.3 for the detection of cervical spondylosis
images (Fig. 3).

Here, in the first case, PSNR value is higher and MSE value is lower. In second
case, the SSIM value is higher and MSE value is lower, so it will produce the best
performance rather than other cases for cervical spondylosis detection.

4 Conclusion

In this particular study, the methods for segmentation of different kinds of cervical
spondylosis-disease-related images have discussed. Here the basic concept of Cervi-
cal Spondylosis disease, type of neck related diseases, some algorithms related to the
problem according to some Literature Review and also Proposed Our Methodology
using edge detection and morphological segmentation has been discussed. But from
the above review paper, we can conclude that some papers are showing partial auto-
mated diagnosis system, some authors tried to increase the efficiency of the images
by modifying the segmentation techniques. According to the study of the problem
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domain, we will try to implement our proposed methodology of cervical spondylosis
to the system using edge detection andmorphological segmentation that will bemore
effective and also the accuracy level of the particular set of data will be higher. The
used algorithm takes higher than 90% accuracy rates for classification, in terms of
better segmentation and classification of cervical diseases. Here, in particular, one
case of cervical spondylosis detection is done with higher accuracy and yields better
image quality performance than others.
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Visual Saliency Based Video
Summarization: A Case Study
For Preview Video Generation

G. Ramya and Subhash Kulkarni

Abstract Adirection research to visual content-drivenvideos has been in facilitating
a short preview of each video through summarization that largely contains short-
duration sequence combination of each scene corresponding to stationary camera.
Thiswork aims at using visual saliency features to trace scene-change positions in the
video. In the present work, visual saliency features are built using color and intensity
information as features. Further, using accumulated difference measure (Forward
and Backward) in saliency features has been used to filter out false-positive scene-
change outcomes. The results have been found to be quite satisfactory and provide
closedmatch to the exact scene-change positions in the video. Significant accuracy is
observedwith videos using stationary cameras. Formoving or non-stationary camera,
video summarization has always been a challenging issue. The proposed method has
been successfully tested over visual content-driven videos ranging from underwater
scenes, fight sequences to surveillance videos in generating preview video.

Keywords Video processing · Visual saliency · Forward and backward
accumulated difference (FAD, BAD) · Video summarization · Preview video
generation

1 Introduction

Video-based information is seeing an explosive growth on World Wide Web. The
video-hosting websites, viz., YouTube, etc., are seeing an upload of more than hun-
dred thousand videos of varying time duration anywhere from oneminute to two-plus
hours every day. Visual taste has always been subjective among different generations.
95% of the times anyone who watches videos will be resorting to fast-forwarding
view.Video can be classified under several categories based on content, activity, emo-
tion, knowledge, etc. Amongst these an interesting class that motivated this present
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work is visual content-driven videos, viz., wildlife videos, physical activity-filled
videos, and games’ videos like cricket/football, underwater visuals, and surveillance
videos.

In [1], authorsmeasuredvisual saliencyby spatiotemporal attentionmodel seeking
key frames obtained using geometric features for video summarization. In [2], phase
spectrum of Fourier transform (PFT)model is used to calculate the location of salient
areas. In [3], audio, visual, and text saliency for video summarization is reported.
Based on scene understanding, the authors in [4] proposed a new visual saliency
detection algorithm with multiple features for surveillance video. El Khattabi et al.
[5] use clustering technique and other techniques for key frame extraction. In [6], key
frame selection results into a set of salient frames and video skimming results into a
short subclip. Authors in [7] resorted to analyzing and annotating a video sequence
of technical talks. A robust motion estimation technique is used to detect key frames.
Mu et al. [8] represent video content by a high-dimensional feature curve and detect
key frames at curvature points. Ratakonda et al. [9] have presented work based on
frame clustering method to select representative frames. In [10] a dynamic neural
network is used to select attended locations in order of decreasing saliency. In [11],
design and use of steerable filters to compute spatiotemporal orientations are used.

In this proposed work, we present a visual saliency-based approach to detect the
key frames and scene-change positions focused on to generate a short preview (video
summary) using starting frame of each scene with additional pre-decided number of
frames in succession after every key frame and also attentive to detect moving camera
scene change with accumulated difference using either forward or backward mode
(FAD or BAD) measure on visual saliency features. In this work, the results of video
summarization are presented with sample videos taken from YouTube. Comparisons
between precise scene change positions of automated results from this work with
manual scene change positions are also presented and are quite satisfactory.

The paper is organized by in the following way. Section 2 introduces the saliency
feature for video summarization. Section 3 presents the proposed methodology for
video summarization. Section 4 validates through results and discussion. Section 5
presents conclusion.

2 Visual Saliency for Summarization

Visual saliency features are obtained by using visual features such as color feature
from opponent color space and intensity information.
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2.1 Opponent Color Channel Components from Quaternion
Representation

RGB image is a true color image where each pixel is a combination of red, green,
and blue intensities. RGB image is stored in MATLAB as 3D matrix that represents
the image height (rows), width (columns) and r, g, b color components for each
pixel. Based on opponent color scheme, if r, g, b are red, green, and blue colors,
respectively, then opponent color channels are obtained by

RG = R − G

BY = B − Y (1)

Where

R = r − (g + b)/2

G = g − (r + b)/2

B = b − (r + g)/2

Y = (r + g)/2 − |r − g|/2 − b (2)

2.2 Intensity

Intensity of an image can be obtained by the formula given below

I = (r + g + b)/3 (3)

2.3 Saliency Features Using Opponent Color Components

In the presence of motion, the color video exhibits a unique opponent color measure
in human visual system. This is typically prevalent in red–green, blue–yellow bands,
or vice versa. The neuron in visual cortex, if sensitized or excited by red or blue then
inhibition is seen in green or yellow band, respectively. This unique characteristic
of HVS allows one to compute saliency feature that is unique to each frame. This
scalar measure representation against each frame in the video has the ability to
characterize motion content which can be compared significantly with conventional
spatiotemporal measure [2].

The Quaternion space as in Eq. 2 is an input to opponent color space chan-
nel measure as given in Eq. 1. The opponent color channel has the ability to hold
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static virtual motion information. As motion corresponds to change measure, change
detection (scene change) plays a significant role. In order to have increased dynamic
range with improved discerning ability of motion, phase spectrum of Fourier trans-
form (PFT) is used. With magnitude replaced by unity, the inverse transform of
PFT preserves the motion component significantly. Further energy is distributed in
Fourier domain to avoid either loss or isolated singular values using an appropriate
low-pass filter, e.g., Gaussian filter. This is further converted into saliencymask using
global thresholding. The masked fundamental color channels after vectorization and
averaging represent saliency feature vector Fk .

Each frame in the video is replaced by a scalar term called saliency value which
is the mean of saliency feature vector given in Eq. 9.

Let RG be the opponent color channel used

my f f t = FT [RG] =
∑ ∑

∀(m,n)

RG(m, n)e− j2π(mk+nl)

= |mag|e j∅ (2.4)

Let |mag| = 1

my f f tph = e j∅ (5)

Sph = IFFT
(
e j∅

)
(6)

Smask = GlobalThresh
(
Sph ∗ Gσ

)
(7)

F1 = Smask ∗ r

F2 = Smask ∗ g

F3 = Smask ∗ b (8)

We consider these features as elements of the vector FK . The saliency value for
each frame is created by averaging the computed feature vector.

S = 1

3

3∑

k=1

Fk (9)

2.4 Saliency Map

Saliency map is an image which represents motion of each pixel distinguishing
between stationary and non-stationary objects. Saliencymap corresponds to saliency-
masked version of r, g, b color channels. It provides a fair indication of motion of
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Fig. 1 Original frames of the video clip frommovie “Bruce Lee the Fighter” and the corresponding
saliency map images

object within the frames. Saliency map is a featured image with color pixels repre-
sented as (F1, F2, F3). Few extracted frames from a video and their corresponding
saliency maps used in this present work are shown in Fig. 1. Where blue indicates
nil or no motion, yellow indicates fair motion.

2.5 Visual Saliency Curve Representation

Visual saliency map is a representation of motion of significant pixels in the image.
The feature elements in the saliency map also correspond to the opponent color
information that sensitize to motion measure via gradient metric. For each frame,
saliency features are constructed. Visual saliency value for each frame is obtained
by multiplying the scaling factor S with the feature vector, which is a unique single-
valued factor that corresponds to the motion dominance within the frame. The visual
saliency value for each consecutive frame is plotted as shown in Fig. 2.

2.6 Mainframes Extraction

Mainframes are the set of salient images that correspond to significant or peaks in
saliency curve plot. In this work, mainframes resemble the attention-seeking signal
portions or points of interest. These points are extracted from the visual saliency
curve. Scene changes also correspond to sharp transition or maximum change in
visual saliency curve, and this can be tracked by analyzing the geometric features of
the visual saliency curve. Geometric features like extrema positions (local maxima
and minima), peaks and valley, edges and level sets can be used in various video
analysis applications.
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Fig. 2 Visual saliency curve for video “onemin.mp4” having 500 frames. Red circles indicates the
peaks of the curve

3 Proposed Methodology for Preview Video Generation

User spends a lot of time in searching the useful videos and for deciding the useful-
ness one has to watch the entire video. Hence in this present work, we explore on
facilitating the user by creating a short preview video for each video through sum-
marization that largely contains short-duration sequence combination of each scene
in the video. Based on preview video, users can decide whether to watch full length
or to dismiss it by watching the preview video.

For preview video generation, track the scene-change frame positions by thresh-
olding the visual saliency value.We detect the scene change through sharp transitions
exhibited in the visual saliency curve. Therefore, we seek those frames which have
large transition in saliency value by obtaining the magnitude of difference of visual
saliency value of current frame with the saliency value of preceding frame and detect
the scene-change frames and sequences through thresholding and removing false
positives by using accumulated difference measure of saliency features.

3.1 Algorithmic Steps and Flowchart

STEP 1: Choose the visual content-driven video as an input.
STEP 2: Read the video file to know the properties like duration, frame rate, and
total frames present in the video.
STEP 3: Define a variable “total frames” to find the total number of frames present
in the input video file.
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STEP 4: Compute the visual features of color and intensity using the formulas given
in Sect. 2.
STEP 5: Compute the visual saliency map for the frames in the video.
STEP 6: Compute the visual saliency curve by using the color and intensity infor-
mation and a Gaussian smoother.
STEP 7: Threshold is applied to the difference of consecutive frames of visual
saliency curve in order to detect the key frames and these key frames contains frames
having higher transitions. Accumulated difference of saliency features is measured
to detect the scene-change positions by removing the false positives that are obtained
during thresholding.
STEP 8: After detecting the scene change, preview video is generated with a com-
bination of short-duration sequence from each scene present in the video.
STEP 9: Extract the mainframes present in the video from visual saliency curve.
STEP 10: Summarize the video by using mainframes and the resulting summary
contains the entire information present in the original video (Fig. 3).

4 Results and Discussion

The videos used in this work are tabulated with name, duration, frame rate, and
frames obtained after thresholding in Table 1. Accumulated saliency difference is
computed by using seven preceding and seven succeeding frames of each key frame
obtained after thresholding. Accumulated difference is average of difference with
seven preceding frames or is average of difference with seven succeeding frames
that are termed as backward accumulated difference (BAD) and forward accumulated
difference (FAD), respectively. In the presence of scene change either in preceding or
succeeding frames, along with difference being above a set threshold then such key
frames are tagged as possible key frames. When a key frame has no scene change or
falling below threshold, then such key frames are summarily rejected as key frame.

Table 2 contains key frames of surveillance video “Road.mp4,” and it also contains
forward accumulated difference and backward accumulated difference for the given
frame number. The video “road.mp4” contains a total of ten scene change at frame
numbers 48, 96, 143, 192, 239, 287, 382, 430, 477, and 524 (obtained manually) as
shown in Fig. 4 and from the accumulated difference measure, we are able to detect
all the scene-change positions at frame numbers 47, 96, 142, 191, 238, 286, 381,
429, 476, and 523 (bold frame numbers in Table 2). Video is summarized by adding
consecutive 10–30 frames from each lead scene (key frames) of video “Road.mp4”.
The original video has 545 frames and preview video is generated using 100 frames
with ten consecutive frames chosen for every key frame or 300 frames with 30 frames
chosen for every key frame.



162 G. Ramya and S. Kulkarni

Flowchart

Preview video generation
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Compute color and intensity 
features

Compute saliency map

Compute visual saliency 
curve(xc)

Accumulated difference

Scene change detection

Main frames extraction

Delete current 
frame

Video Summarization

Fig. 3 Algorithmic flowchart

5 Conclusion

In this work, we have presented an efficient algorithm to find the saliencymap of each
frame and visual saliency curve from the features of visual content-driven videos.
We extracted the mainframes from the visual saliency curve through local maxima
and local minima. Further, we detected the scene-change position through extracting
the key frames of a video by applying threshold to the visual saliency curve and
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Table 1 Duration and frame rate of each video used in experimentation and the corresponding key
frames obtained after thresholding

File name Duration (sec) Frame
rate
per
sec

Total
frames

Total
no. of
scene
change

Threshold
value

Key
frames
obtained

Original
size

Summarized
preview size
(10/key
frame)

Fight.mp4 11 5 23 277 6 0.2*10−4 13

Road.mp4 22 8 23 545 10 0.2*10−5 19

Cricket.mp4 29 8 25 743 7 0.25*10−5 20

Table 2 Forward and backward accumulated difference measure in saliency value for the key
frames of “Road.mp4”

File name Frame no. BAD FAD

Road.mp4 47 0.3002 8.0937

96 5.3867 3.0526

130 3.9620 4.0375

142 4.0062 5.3050

167 2.6009 2.7192

191 2.4369 4.4955

238 0.3474 4.4768

286 0.2494 3.4294

322 0.4221 0.4115

362 0.3990 0.3792

381 0.3665 3.4069

429 0.2003 4.9762

446 0.6160 0.5818

458 0.5720 0.5095

476 0.4222 9.1635

488 3.4776 3.2309

504 3.0582 3.5141

523 3.0341 6.5455

535 0.8648 0.9090

Bold numerals indicate scene change after thresholding (threshold (FAD ~ BAD) > 1.25)

then false positives are removed by using accumulated difference measure and this
enables one to construct a video summary (preview video) by reading the starting
frames of each scene present in the video, with extension of few additional frames
in succession after every key frame.
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Fig. 4 Actual key frames corresponding to scene change of “Road.mp4”

Future work involves exploring alternate measure other than accumulated differ-
ence to identify key frames with increased precision. Another direction could be the
smart preview video generation for multimedia content-driven videos.
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AMoment Based Feature Extraction
for Texture Image Retrieval

Ivy Majumdar, B. N. Chatterji and Avijit Kar

Abstract Themost important tasks for texture-based image retrieval system are effi-
cientmethod of feature extraction. Invariant imagemoments, viz., geometricmoment
(GM) and Zernike moment (ZM) are used for the feature extraction in content-based
image retrieval (CBIR) system. GM is not orthogonal, and ZM is orthogonal, but
it shows poor reconstruction of images. Hence, they are not fit enough for texture-
feature-based image retrieval system. Hence, an efficient texture feature extraction
algorithm having low computational time and high retrieval accuracy is required.
Legendre moment (LM) is an orthogonal moment and represents any image with
almost nil information redundancy. Different methods for the computation of Leg-
endre moment are available. In this paper, a fast and accurate method of calculating
LM called exact Legendre moment (ELM) proposed by Hosny is used for feature
extraction. Comparison has been carried out among the method described in this
paper, ZM andGM. Performance of the proposedmethod in the presence of Gaussian
noise also has been tested and compared with other moment-based feature extraction
systems.

Keywords Texture-based image retrieval · Feature extraction · Zernike moment ·
Exact Legendre moment

1 Introduction

On the basis of periodicity, texture is broadly categorized into two types: homoge-
neous and inhomogeneous. Homogeneous texture can be represented using various
descriptors, e.g., co-occurrence matrix, histogram, etc. But, they require a complex
computation. A comprehensive literature review has been provided by Majumdar
et al. [1] regarding texture feature extraction.
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After introduction of invariant by Hu [2], moments they are widely used in image
analysis. Mihran [3] used geometric moment (GM) for texture features extraction
directly from the gray-level image in local regions. But, it is not orthogonal and hence
gives poor representation of the images. Orthogonal moments like Zernike moment
(ZM) have been used by Hitam et al. [4] for CBIR. ZM shows good performance but
has high computational complexity. Major limitation of ZM is that it is calculated
with certain approximation considering a unit circle [5]. Due to this approximation,
retrieval accuracy is very low. Hence in this paper, another orthogonal moment, viz.,
LM has been considered to represent the image effectively.

LMcanbe computed using different algorithms.Mainly two-dimensional geomet-
ric moments are dealt with these methods. During calculation of LM few approxima-
tions are adopted, hence the result may be erroneous. Situation becomes critical with
an increase in the order of the moment. These algorithms are time-consuming also.
A fast and perfect method was projected by Hosny [6] for LM computation known
as exact Legendre moments (ELM). The effectiveness of ELM with the strength
of fuzzy relationship (SFR) for texture feature extraction has been observed in this
paper.

Efficiency of the proposed ELM-based feature extraction system for noisy images
has also been explored in this.

2 Overview on Different Moments

Feature extraction is defined as a process that converts images into unique, distinc-
tive, and compact form. According to studies, a set of momentsMpq can be uniquely
determined by f (x, y). Orthogonality of moments leads to low information redun-
dancy and hence improved computation efficiency. Moments are widely used in
various fields of image processing, viz., pattern recognition, face recognition, image
reconstruction, image classification and indexing, and target identification and image
analysis.

2.1 Geometric Moment (GM)

The two-dimensional geometric moment (GM) of image intensity function f (x, y)
for the order (p + q) is given as

Mpq = 1∫
−1

1∫
−1

x p yq f (x, y)dxdy (1)

Here p, q = 0, 1, 2, … Image function f (x, y) is expressed on the square with
dimension [− 1, 1] × [− 1, 1]. For a digitized image f (xi, yj) of dimensionM × N,
Eq. (1) is approximated by the following equation:
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˜Mpq =
M

∑

i=1

N
∑

j=1

x p
i y

q
j f

(

xi , y j
)

�x�y (2)

where x = xi − xi−1, y = yj − yj−1 are taken as sampling intervals along x and y
directions. The moment in Eq. (2) is not rotation, translation, and scale-invariant.

Expression given by the Eq. (3) can be used to achieve translation invariance
central moment

μpq =
∑ ∑

(x − x̄)p(y − ȳ)q f
(

xi , y j
)

(3)

where x̄ = m10
m00

and ȳ = m01
m00

.

2.2 Zernike Moment (ZM)

In 1980, Teague [7] proposed Zernike polynomial-based system for image process-
ing. Zernike [8] introduced a complete set of simple rotation properties’ based orthog-
onal functions over the interior of the unit circle (x2 + y2 = 1). The polynomial is
given by the following equation.

Vnm(x, y) = Vnm(ρ sin θ, ρ cos θ) = Rnm(ρ)e jm θ (4)

where n may be zero or any positive integer, m may be positive or negative integers
depending on n − |m| is even or |m| ≤ n, θ being the angle of the vector with
x-axis in counterclockwise direction, ρ is the distance between the origin and the
pixel (x, y) (length of the vector).

The radial polynomial Rnm (ρ) is given as

Rnm(ρ) =
(n−|m|)/2

∑

s=0

(−1)s
(n − s)!

s!
(

n+|m|
2 − s

)

!
(

n−|m|
2 − s

)

!
ρn−2s (5)

2.3 Legendre Moment (LM)

2D Legendre moment with intensity value f (x, y) for the order p + q is:

L pq = (2p + 1)

2

(2q + 1)

2

1
∫

−1

1
∫

−1

Pp(x)Pq(y) f (x, y)dxdy (6)
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Kernel function Pp(x) depicts pth order LP. It is expressed as

Pp(x) =
p

∑

k=0

akpx
k = 1

2p p!
(

d

dx

)p[
(

x2 − 1
)p

]

(7)

where x ∈ [− 1, 1] and Pp(x) follows the recursive function given below.

Pp+1(x) = 2p + 1

p + 1
x Pp(x) − p

p + 1
Pp−1(x) (8)

With P0(x) = 1, P1(x) = x and P > 1.
Hosny [6] projected a perfect and fast process to estimate exact Legendre moment

forM × N image as follows:
Rewriting Eq. (9), we get:

L̃ pq =
n

∑

i=1

n
∑

j=1

Ip(xi )Iq
(

y j
)

f
(

xi , y j
)

(9)

L̂ pq =
M

∑

i=1

Ip(x1)Yiq (10)

Yiq represents the qth order moment of ith row.

3 Exact Legendre Moment-Based System

For real-time application, texture image retrieval system must be very fast.
Daubechies orthogonal wavelet [9] with pyramidal wavelet transform (PWT) has
been applied to compress the images before feature extraction using ELM. Figure 1
illustrates the basic architecture of the proposed system.

The proposed method follows the steps described below:

Step 1. PWT is applied to all of the database images up to third level.
Step 2. ELM is calculated for the compressed images and feature database is created.
Step 3. Feature vector is extracted for the query image using ELM following Steps
1 and 2.
Step 4. Strength of fuzzy relation between query image and database images are
computed as given equation.

ri j =
(

Min
(

μi j (A), μi j (B)
))

(

Max
(

μi j (A), μi j (B)
)) (11)
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PWT Feature Extrac-
tion by ELM

Feature 
Database

PWT Feature Extrac-
tion by ELM

Similarity 
measurement 
using SFR

Retrieved 
Images

Image Database

QueryImages 

Fig. 1 Proposed image retrieval system using ELM

rij is the strength of relationship between Aij and Bij. The strength of relationship
between A and B (SAB) can be obtained as follows

SAB =
N

∑

i=1

N
∑

j=1

ri j
N 2

(12)

Step 5. Images are ranked according to the SFR and retrieved.

4 Experimental Result

A total of 111 textures images of size 540× 540 fromBrodatz texture album [10] have
been considered for database creation. Each image is equally divided into sixteen
160 × 160 non-overlapping subimages given in Fig. 2 providing a database of total
1776 images.

Fig. 2 Example of images (D1) from Brodatz album divided into 16 equal subimages for database
creation
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Each query image has 16 similar images which are the part of the same image
depicted as Sq. Performance has been measured by average retrieval accuracy.

This is the number of ground truth images retrieved in the first 16 images. So,
retrieval accuracy RAq is computed as:

RAq =
∥

∥S′
q

∥

∥

∥

∥Sq
∥

∥

(13)

where S
′
q ⊂ Sq. Overall average retrieval accuracy for N query images can be calcu-

lated as

Average Retrieval Accuracy = 1

N

N
∑

q=1

RAq (14)

Moments of the order 8 starting from 4 are considered. Dimensions of correspond-
ing feature vectors are 15, 21, 28, 36, and 45 for ELM (the feature vector length up
to 8th order for ZM and ELM are shown in Table 1). GM has feature vector of length
7 for all the order.

The time of computation increases with the length of the feature vector. To reduce
the computation time, we have used pyramidal wavelet transform (PWT) up to third
level, which compressed the size of the original image by one sixty-fourth, and then
calculate the moments of the compressed images. Reduction in the size of the images
causes much reduced computation time.

Table 2 compares the average retrieval accuracy of the projected texture image
retrieval system and other GM- and ZM-based texture image retrieval systems. The
table depicted that the system with eighth-order ELM gives the best result with

Table 1 Order of Zernike moment and Legendre moments up to order 8

Order No. of moments in each
order

Total no. of moments up to
order (p + q) for Zernike
moment

Total no. of moments up to
order (p + q) for Legendre
moment

0 1 1 1

1 1 2 3

2 2 4 6

3 2 6 10

4 3 9 15

5 3 12 21

6 4 16 28

7 4 20 36

8 5 25 45
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Table 2 Average retrieval accuracy for different moments

Methods Moments order

4 5 6 7 8

Geometric moment 56.81 57.81 58.72 59.15 59.56

Zernike moment 62.15 62.81 64.56 65.15 66.81

exact Legendre moment 71.56 71.81 72.81 73.72 74.15

retrieval efficiency 74.15% followed by ZM (66.81%) and GM (59.56%). For texture
image retrieval system with fourth order, the retrieval efficiency for ELM, ZM, and
GM are 71.56, 62.15, and 56.81%, respectively. So from the table, we can conclude
that for any order of the moments, ELM-based texture feature gives the best retrieval
performance (marked bold in the Table 2).

Figure 3 illustrates an average retrieval rate for different numbers of top retrieved
images with different moments with order number 8. It is clear from the figure that
ELM gives retrieval efficiency 77.47% for first 20 retrieved images and 88.67% for
first 50 retrieved images. For ZM, these values are 69.66 and 76.56% and for GM,
it is 61.16 and 63.95%, respectively. We can infer from these data of Fig. 3 that the
retrieval efficiency of all moments increases with the increasing number of retrieved
images with ELM the best performance.

The experiments have been carried out with MATLAB7.1 on Intel Core2 Duo
CPU E7500, 2.93 GHz, 2 GB RAM, Microsoft Windows XP Professional Service
Pack 2 machine.

Table 3 provides feature length and CPU times for feature search of the database
for a given query image. GM is the fastest method, but its retrieval performance is

Fig. 3 Average retrieval accuracy with different numbers of retrieved images
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Table 3 Time taken for feature extraction and searching

Process GM ZM LM

Order 4th 8th 4th 8th 4th 8th

Length of feature vector 7 7 9 25 15 45

Searching and retrieval (s) 0.49 0.49 0.95 1.25 0.536 0.849

not good. Time taken by ZM is maximum due to its computational complexity. ELM
is comparatively fast as well as gives the best retrieval performance.

Performance of the proposedmethod has been evaluated under noisy environment.
In this case, dataset of 720 images fromBrodtzAlbum [11]was used.WhiteGaussian
noise was introduced to the query images. Then, feature vectors were created follow-
ing the steps discussed in Sect. 3. The tests were conducted by increasing introduced
noise in two ways. In the first case Gaussian noise with zero mean (variance up to
0.2) white noise was introduced to the query images.

Figure 4 demonstrates the average retrieval accuracy under first noisy environment
with different orders of ELM(considering top 50 image retrieval). Eighth order shows
about 50% retrieval accuracy up to 0.2 variance, whereas fourth order falls below
50% at about 0.06 variance.

In the second case, both Gaussian mean and variance were kept changing. It
is clear from Fig. 5 that up to mean 0.02 and variance 0.03, the system gives 50%
average retrieval accuracy for fourth-order ELM. Above that noise level, the retrieval
accuracy for eighth-order ELM is more or less 50%, but for other order, it falls below
50%.

Figure 6 shows the first 20 images those are retrieved for noisy image D1 with
white Gaussian noise (having 0.3 mean and 0.4 variance). We can see from the figure
that even for noisy image ELM gives better performance than the ZM.

Fig. 4 Average retrieval accuracy for zero mean different variance Gaussian noise with different
orders
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Fig. 5 Average retrieval accuracy with Gaussian noise for different means and variances

Fig. 6 Retrieval example for noisy query image D1 using a exact Legendre moment b Zernike
moment
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5 Conclusion

High retrieval accuracy and less computing time is the requirement for real-time
CBIR system. In this paper, a novel system has been proposed for feature extraction
and texture image retrieval using DWT and ELM. A large texture database of 1776
images is used to carry out the experiments in our system. The result shows that the
average retrieval accuracy of ELM-based texture image retrieval system is superior
to both GM- and ZM-based systems. In our method, we have used standard DWT
up to third level. It has compressed the size of the original image by one sixty-fourth
and hence has reduced the feature extraction time using ELM in comparison with
that of the direct ELM calculation time.

Previous work reported by Kokre et al. [11] indicates that combination of energy
and standard deviation gives the best retrieval performance (71.71%) than other
feature vectors. From our experimental results, we can conclude that the proposed
method using ELM as feature vector provides better retrieval accuracy (71.81%with
fifth order onwards).

To estimate the performance of the proposed system with ELM as feature vector
under noisy environment experiments with noisy query images (having Gaussian
noise introduced in them) also have been conducted. For experiments with noise,
we have used database D1 consisting of 720 images. The result shows that the noisy
texture images even can be identified and matched and can be retrieved efficiently up
to a certain noise level, which is also a requirement for a good texture image retrieval
process.
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A Novel Approach to Compression
of Satellite Images Using Butterworth
Filtering

Anirban Patra , Swagata Bandyopadhyay, Debasish Chakraborty
and Arijit Saha

Abstract Compression of images is an important application in the field of satellite
image processing as it is suitable for optimization of storage space and sharing over
the Internet with optimum bandwidth. In our present communication, a new method
for compression of satellite images using Butterworth low-pass filtering has been
proposed. Initially, we have transformed the selected satellite image into frequency
domain. By varying the cutoff frequency, satellite image has been filtered out. We
have used three different cutoff frequencies to extract image from its spectrum.
However, to get a reasonably good output, information loss of images should be
minimized during compression. To measure the quality of the output images, PSNR
values have been calculated in each case.

Keywords Image compression · Fourier domain · Butterworth filtering · LISS III
23 m sensor

1 Introduction

Different techniques are used for compression of satellite images either directly from
the imageor from transformedpart of the images. For compressionof satellite images,
integer form of wavelet regression was described by Md. Al Mamun and Md. Ali
Hossain. By modifying the value of temporal correlation, they have achieved better
compression ratio [1]. Compression of satellite images is also possible by removing
noise bit from images. This method was clearly described by K. Sahnoun and N.
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Benabadji in their research paper. In their work, they have used discrete wavelet
transform for noise removal to compress satellite images [2]. K. Sahnoun and N.
Benabadji proposed a method of image compression based on evidence theory. They
have used k-nearest neighbor (kNN) algorithm for compression [3]. They have also
used a different technique for compression, based on Fourier transform and Huffman
coding [4]. T. Memane and S. D. Ruikar used discrete wavelet transform in their
work. They have analyzed the performance of different wavelets for satellite image
compression [5]. R. M. Susilo et al. described a method of image compression of
X-sat images. In their system, they have used only hardware-based solutions in this
lossless compression technique [6]. I. Hacihaliloglu andM. Kartal have used discrete
cosine transform for lossless image compression [7].

In our present paper,wehave appliedButterworth low-passfilter inFourier domain
for image compression. To do this, we have taken the Fourier spectrum of the image.
This is done to get detail information. In the spectrum plane, frequency in the center
region is zero (i.e., dc), whereas at each corner of the spectrum, frequency is the
highest. As low frequency components are sufficient for image reconstruction, we
have set low cutoff frequency value. Values of cutoff frequency have been varied to
obtain better result.

For our research work, we have used satellite image which is captured by LISS
III 23 m sensor [8, 9]. In red, green, short wave infrared and near-infrared spectral
bands, LISS-III which is a well-known sensor, provides good output. In all above-
mentioned bands, using only 23 m resolution LISS-III can capture an area of 141 km
range.

In this paper, we have used the mathematical formula of Butterworth low-pass
filter. Three different cutoff frequencies have been selected for our research work,
the output images of each frequency are shown and PSNR value of the output images
is measured. Though various techniques were used earlier, the visual quality of their
selected satellite images was not good. Whereas in our method, we have used a
good quality satellite image captured by LISS-III sensor. The methodology has been
discussed in Sect. 2 followed by results in Sect. 3, and conclusion has been drawn in
Sect. 4.

2 Methodology

Here, we have used frequency domain compression technique of satellite images.
Let us assume that f (x, y) is the original image which is used for compression. For
a satellite image of size M × N, the two-dimensional DFT is given by:

F(u, v) =
M−1∑

x=0

N−1∑

y=0

f (x, y)e−i2π( ux
M + vy

N ) (1)

where F(u, v) is the Fourier transform of the image.
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The transfer function of the low-pass filter is

H(u, v) = 1, for D(u, v) ≤ D0

= 0, for (u, v) > D0 (2)

Here, cutoff frequency is represented by D0 and D(u, v) represents the gap of
point (u, v) from center point in the frequency band.

Here,

D(u, v) =
[(

u − M

2

)2

+
(

v − N

2

)2
] 1

2

(3)

and

H(u, v) = 1
[
1 + D(u,v)

D0

]2n (4)

where n is the order of spatial domain frequency.
PSNR value is calculated by

MSE = 1

mn

m∑

y=1

n∑

x=1

[ f (x, y) − g(x, y)]2 (5)

whereMSE=MeanSquareError; g(x, y)=Extracted image;m, n denote dimension
of images

PSNR = 20 log10
255√
MSE

3 Result

The proposed technique is based on captured satellite image by LISS III 23 m sensor.
The image f (x, y) is shown in Fig. 1a and spectrum of the image is shown in Fig. 1b.

In frequencydomainfiltering,wehave usedButterworth low-pass filterwith cutoff
frequencies as 150, 200 and 250.Wefind that below150, quality of the filtered images
is not satisfactory. The output of the filtered images using these above-mentioned
cutoff frequencies is shown in Fig. 2a–c. Dimension (no of row and column) of the
compressed output images is same with original image (Tables 1 and 2).



182 A. Patra et al.

Fig. 1 a Image f (x, y), b spectrum of the image. Picture Courtesy—ISRO-Bhuvan Web site [The
Satellite Image used in this paper is collected from ISRO-BhuvanWeb site. Dr. D. Chakraborty (Sr.
Scientist of RRSC–ISRO and co-author of this paper provided this image)]

Fig. 2 Image obtained after applying frequency domain filtering with cutoff frequencies a 150,
b 200 and c 250

Table 1 PSNR calculation Image Size (kB) PSNR

Original image 166

Cutoff frequency is 150 103 30.6

Cutoff frequency is 200 121 31.2

Cutoff frequency is 250 136 31.8

Table 2 Energy transmission

Image Size (kB) Compression ratio
(compressed image/original
image)

Energy transmitted (%)

Cutoff value is 150 103 0.62 65

Cutoff value is 200 121 0.73 77

Cutoff value is 250 136 0.82 84
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4 Conclusion

A simple technique of satellite image compression in frequency domain using But-
terworth low-pass filter is proposed here. During satellite image compression, too
much information loss cannot be allowed as a minute part of the image represents
a particular geographical area. That is why in our proposed technique, we have not
got a very high compression ratio. Compared with earlier methods, visual quality of
the selected satellite images is very good as it is captured by optical LISS-III sensor.
Moreover, in this method, no post processing of the image is required as the qual-
ity of the output images is reasonably good. PSNR value is calculated in each case
where it shows that quality of the output images is satisfactory. Percentage of energy
transmission from original image has been discussed for comparison. This method
can be equally effectively used for color satellite image by applying Butterworth
low-pass filter in three different planes of the image which will be discussed in the
future communication.

Acknowledgements The Satellite Image used in this paper is collected from ISRO-Bhuvan Web
site. Dr. D. Chakraborty (Sr. Scientist of RRSC–ISRO and co-author of this paper provided this
image).
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Advanced Wavelet Transform for Image
Processing—A Survey

Manas Saha, Mrinal Kanti Naskar and B. N. Chatterji

Abstract Over the last few years, the wavelet transform has played a significant
role in the field of multiresolution image analysis. The shortcomings of the wavelet
transform laid the foundation of many advanced wavelets. This review paper brings
together ten advanced wavelets on a common platform to discuss their importance,
concept, architecture, merits and demerits in various fields of image processing.
The relationships among the different advanced wavelets are also illustrated here. A
comparison table serves as a catalog to know the recent trends and applications of
the advanced wavelets.

Keywords Anisotropy · Feature extraction ·Multiresolution · Sampling

1 Introduction

The efficient feature extraction and representation have always been a great chal-
lenge to the researchers. There has been a long way of evolution from the Fourier
Transform, Discrete Fourier Transform, Fast Fourier Transform, Short-Time Fourier
Transform to the Wavelet Transform. Some of the applications of the wavelet trans-
form in image processing are coding, fusion, enhancement, compression, denoising,
segmentation, content-based image retrieval and so on. Though the wavelet trans-
form is a very popular and promising tool for sparse representation of objects with
point singularities, its efficiency is greatly challenged by the objects with line sin-
gularities due to the lack of directionality and anisotropy as suggested by Do and
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Vetterli [1]. Therefore, the urgent need of higher-dimensional sparse representation
of images motivates the researchers to innovate the mathematical transforms called
the advanced wavelets. Here, advanced wavelet is referred as X-let.

The organization of the rest of the paper is given below. Having addressed the
significance of X-let in the introductory section, ten different X-lets are presented in
Sect. 2. Section 3 exhibits a compact chart for the overall comparison of the X-lets.
A brief study on X-let using numerical data obtained from experimental results is
mentioned in Sect. 4. The conclusion with the direction of future work is drawn in
Sect. 5.

2 Ten Different X-lets

The ten different X-lets namely ridgelet, curvelet, contourlet, wedgelet, bandlet,
grouplet, surfacelet, shearlet, Gabor wavelet and brushlet are discussed below.

2.1 Ridgelet Transform

The ridgelet transformwas developed byCandes andDonoho [2] in 1999 to break the
limitation of the wavelet transform in the higher dimension. The ridgelet analysis is
related to the theory of approximation-based superposition of the ridge functions [2].
Reviewing the fundamentals and flowgraph of the ridgelet transform presented by
Starck et al. [3], it canbe concluded that the ridgelet transformcan resolve the problem
of sparse approximation of smooth objects with straight edges. Unfortunately, in
practice, the edges of the images are typically curved instead of being straight.
Therefore, to study the curve singularities, one probable solution is to segregate the
image into a number of sub-images and then apply the ridgelet transform individually
to the sub-images as discussed by Donoho and Duncan [4, Fig. 2].

2.2 Curvelet Transform

The curvelet transformwas pioneered by Candes and Donoho [5] as a newmultiscale
directional transform.This transform in twodimensions (2D) provides nearly optimal
sparse representation of objects having singularities along smooth curves. The first
generation of the curvelet was developed in the continuous domain by multiscale
filtering and “embedded” ridgelet transform. Unfortunately, the redundancy and the
slow nature of the first generation curvelet motivated researchers to develop the
second generation curvelet transform [5, 6] which is determined by the frequency
partitioning technique without the use of the ridgelet transform, thereby making it a
more robust and fast image analysis tool.
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2.3 Contourlet Transform

Do andVetterli [1] reported a double filter bank-based transform called the contourlet
transform for obtaining sparse representation of images. This tool provides a variable
multiresolution and directional decomposition of images. In the pyramidal filter bank
[1, Fig. 7], the first stage is the multiscale decomposition by the Laplacian pyramid
(LP) followed by directional decomposition by two-dimensional directional filter
bank (2DDFB). The LP captures the point discontinuities and directional filter bank
(DFB) links, the point discontinuities into linear structures or contour segments. The
LP decomposition generates a bandpass image. This bandpass image so produced is
free from “scrambled” frequencies which are associated with wavelet filter.

2.4 Wedgelet, Bandlet and Grouplet Transform

The role and the limitation of the X-lets in resolving the complex image boundaries
with typical shapes and conditions have been discussed below with the flowchart
given in Fig. 1, where α is the geometrical regularity determining factor. It is known
that the geometrically regular functions can be described as a piecewise Cα-regular
functions (α times continuously differentiable) outside a set of regular edges. But the
curvelet transform has the optimal image representation for only α = 2. In practice,
the images have irregular geometry with either α < 2 or α > 2 [7]. Therefore, when
the question of regularity along the singularities of a surface arises, the failure of the
curvelet transform is overcome by a novel approximate scheme called the wedgelet
[8]. According to Yang et al. [7], the wedgelet divides the support of the image in
dyadic adapted squares. But this approach is suitable for edges without blur and
simple geometry images. Therefore, the quest for better X-let continues and one
such approximation-based adaptive technique called the bandlet was introduced by
Pennec and Mallat [9]. It can suitably capture the geometric regularity along the
edges in an image by implementing an adaptive approximation of the image geometry
when α is unknown and can fruitfully represent images because each bandlet atom
is represented by a geometric flow showing the directions of regular variations of
the gray level [7]. The geometry of the bandlet is suitable for analyzing geometrical
regular images. But the key drawback of bandlet is that it cannot faithfully represent
the complex geometry of textures as that of a wooden fiber. Thus, the researchers
came up with another novel approach called the grouplet [10, 7] based on the Gestalt
theory [11]. It suggests the recursive use of a set of grouping laws which help to
model the edges of images with long range of monotonic turbulent geometry, e.g.,
wooden texture.
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Fig. 1 Flowchart for finding
the geometrical regularity of
images under different
constraints
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2.5 Surfacelet Transform

The DFB was introduced by Bamberger and Smith in the year 1992 [12]. Lu and Do
[13] proposed the extension of 2DDFB to higher dimensions resulting in a new type
of filter banks called three-dimensional directional filter bank (3DDFB)which retains
the wonderful capacity of directional decomposition of 3D (three dimensional) sig-
nals. The 3DDFB, when combined with the LP, gives rise to the 3D surfacelet or
surface transform. The block diagram representation of the surfacelet transform is
presented by Lu and Do [14]. The surfacelet bears close resemblance with another
transform called dual-tree wavelet transform (DTWT). The redundancy ratio in three
dimensions is almost the same for both the surfacelet and DTWT. But the advantage
of surfacelet over DTWT is that its angular resolution can be refined to a very high
level just by raising the number of decomposition levels.

2.6 Shearlet Transform

Shearlet introduced by Labate et al. [15] is a new class of multidimensional image
representation tool. It is popular due to its ability to represent bivariate functions
sparsely. So far various directional transforms like curvelets, contourlets and sur-
facelets have been addressed for edge representation of images. But none of the
X-lets provides a unified treatment of both the continuous and digital setting [16].
This major drawback of these multiresolution methods is overcome by the shear-
let due to its uniting capacity of the continuous and digital domain [16]. Another
interesting feature of the shearlet is the easy fitting in the framework of affine like
systems. Shearlets are basically functions with orientation. The orientation of this
function or waveform can be regulated by a parameter called shear parameter. These
can be obtained by using dilation, translation and shear transformation of a given
function.

2.7 Gabor Wavelet

In image processing, the octave-based decomposition of the Fourier plane by the
wavelet transform results in a poor angular resolution. But the wavelet packets can
decompose the Fourier plane optimally at the cost of the four symmetrical peaks in
the frequency plane [17]. Thus, it is difficult to selectively tune and trace a unique
frequency. Directionally oriented filter banks, steerable pyramid resolve the random
partitioning of the Fourier plane. In this context, the role of Gabor filter needs men-
tioning. A Gabor filter [18] resembles a wavelet filter bank where an individual filter
produces an estimate of the local frequency content. This Gabor filter is a local band-
pass filter with joint localization of the spatial and frequency domain. The remarkable
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feature of Gabor wavelet is that the Gabor basis is not only frequency tunable but
also orientation selective. The Gabor wavelets designed in close analogy to visual
cortical cells of themammalian brain helps to decompose a given image intomultiple
scales and multiple orientations too.

2.8 Brushlet Transform

It is understood from theGabor filter that the computation load increases abruptly due
to the convolution of the original image with so many filters of the bulky Gabor filter
bank. Therefore, for better angular resolution,Meyer and Coifman [17] expanded the
Fourier plane into windowed Fourier bases to develop a new X-let called brushlet.
This is a well-localized complex-valued function bearing a unique peak in frequency
domain. Being a complex-valued function, it is associated with a phase giving the
knowledge of orientation of the X-let. The size and the location of the brushlets can
be adaptively selected in order to obtain the most precise representation of an image
in terms of oriented features with all possible directions and low computation load
as compared to Gabor filters.

3 Comparison of X-lets

The comparison of the X-lets is provided in Table 1.

4 Short Study on X-lets Using Experimental Results

There are numerous applications which experiment with X-lets. Some of the appli-
cations are (i) mammogram denoising using X-let [19, 20]; (ii) wavelet and curvelet
based on soft, hard and block thresholding techniques for noise filtration of mam-
mograms [21]. Here, a short study is presented on the numerical data obtained from
[21].

The mammograms with Salt and Pepper, Speckle, Poisson, Gaussian noise are
denoised by wavelet and curvelet with an intention to exploit the role of underlying
soft, hard and block thresholding techniques. The thresholding technique already
discussed in [21] refers to either the preservation or elimination of wavelet/curvelet
coefficient generated during the implementation of wavelet/curvelet transform to the
mammogram image. The average signal to noise ratio (SNR) obtained by imple-
menting soft, hard and block thresholding techniques using wavelet and curvelet
transforms to mammograms with different noises are compared in Fig. 2. When the
performance of the three thresholding techniques is compared, ignoring the type of
transform, block thresholding technique provides a promising result for all noises
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Table 1 Comparison of X-lets

X-let Significant
characteristics

Merits Demerits Selected
applications

Ridgelet Optimal
representation of
straight-line
singularities

Better than
wavelet in
attaining low
mean square
error while
representing
smooth
functions and
straight edges

Not suitable for
representing
images with
curves and
texture

Space weather
monitoring,
characterization
of
nano-structures
taken by
scanning
tunneling
microscope

Curvelet Localized in
position, scale
and orientation

Better than
wavelet and
ridgelet in image
compression and
denoising

Higher
computational
cost than the
wavelet
transform
especially in
higher
dimension

Fluid mechanics,
Solving of
partial
differential
equations

Contourlet Direct
determination of
contourlet
transforms on
rectangular grid
and compactly
supported frame

Better than
curvelet since
immune to
quantization
noise and noise
due to
thresholding
effect

Implicit
oversampling by
LP

CBIR, Image
representation,
denoising and
compression

Wedgelet Sub-band
decomposition
of the original
image followed
by the use of the
prediction and
update operator

Better than
wavelet in
representing the
linear features of
an image

Application
limited to the
horizon class
image, i.e.,
binary image
with single edge

Image
enhancement
and denoising

Bandlet Specialized in
capturing
geometric
regularity along
the edges of an
image

Better than
curvelet and
wedgelet in
representing the
edges of images
having complex
geometry like
boiling water
image

Unfaithful
representation of
the complex
geometry of
textures

Image
compression,
restoration and
denoising

(continued)
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Table 1 (continued)

X-let Significant
characteristics

Merits Demerits Selected
applications

Grouplet The length and
width of the
individual atom
can be
modulated to
match the
different types of
geometrical
structures of
natural images

Better than
curvelet, bandlet
and wedgelet in
representing the
long range
regularity of fine
elongated
structures like
hair texture

Difficult to
adjust the
complexity of
the association
fields for coding
it with less
number of bits
for getting
satisfactory
compression
result

Image in
painting, texture
analysis

Surfacelet Capture and
represent the
signal
singularities
lying on smooth
surfaces noticed
in 3D medical
and video
images

Better than dual
tree wavelet
transform due to
high degree of
angular
resolution
caused by
increasing
number of
decomposition
levels

High redundancy
of surfacelet is
reduced in the
higher
dimensions

Processing of
multidimen-
sional
volumetric data
like seismic
imaging and
video clips,
denoising of
video signals

Shearlet Sparse
representation of
bivariate
functions

Better than
classical wavelet
because it gives
information
regarding the
directionality
within the image

Being associated
with scaling and
translation
parameter it
cannot detect
directionality
like conventional
wavelet
transform

Representation
of signal at
higher
dimension

Gabor Wavelet Multiple scale
and orientation
decomposition
of an image

Gabor basis is
frequency
tunable and
orientation
selective

Difficult to
reconstruct the
Gabor wavelets
by linear
superposition
due to the
unavailability of
orthonormal
bases

Bio-metric
application like
iris
identification,
face recognition

Brushlet Localized
complex
function with
one peak in the
frequency
domain

Feature retrieval
rate better than
Gabor wavelets
due to less
computation

Though this
X-let is based on
adaptive
representation
but its
construction is
hard to
implement

Texture
segmentation,
retrieval and
classification
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Fig. 2 Comparison of mean
SNR found using soft, hard
and block thresholding
techniques based on wavelet
and curvelet transforms [21]
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except Poisson noise. Hard thresholding gives satisfactory result for Poisson noise.
When the overall denoising performance is the primary issue, curvelet outperforms
wavelet.

5 Conclusion

The primary goal of understanding the significance and classification of X-let has
been consistently presented in this paper. This paper describes the shortcomings of
an X-let and its gradual development. One observation about the X-lets is that despite
sharing a common structure or a similar function, they are very much application
specific. And this paper gives us an idea of the applicability of the different members
of the X-let family for various image processing purposes. The several less explored
areas like the implementation of curvelet transform in seismic imaging or the upcon-
version of ordinary television image into high definition image using bandlet can be
the directions of the future work.
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Classification of RBC and WBC in Noisy
Microscopic Images of Blood Smear

Sayantari Ghosh and Saumik Bhattacharya

Abstract Blood cell counts are one of the vital signs that play a major role in med-
ical diagnostics. The process of estimating complete blood count (CBC) is either
expensive or time taking depending on the technique that is used for counting. A
manual differential technique, that is often used to get authentic count and abnor-
malities present in a stained blood smear, requires a lot of human expertise and time.
Dedicated efforts are given to make the classification and counting process of blood
profiles automatic and robust. In this paper, first, we build a neural network-based
multiclass classifier that can classify between RBC, WBC, and platelets. However,
we demonstrate that the presence of a small amount of random noise can drastically
decrease the performance of the designed classifier. Thus, we design a preprocessing
network to enhance the quality of the input image so that the classifier can faithfully
classify the blood cells even in adverse imaging conditions.

Keywords RBC · WBC · Enhancement · Denoising

1 Introduction

Blood cell counting is one of the essential tests that are often carried out to detect
infection, allergies, disorders, anemia, and many other diseases. Complete blood
count (CBC) contains a series of tests that majorly include WBC and RBC counts.
Further diagnosis of the patient also requires a thorough analysis of RBC, WBC,
and platelet cells. Though, there is some equipment available that performs counting
and the analyzes automatically, most of the authentic analyzes are done manually.
Manual processing of stained blood smear is time taking and difficult. Thus, extensive
researches are going on to make the entire process automatic and fast. In [1], the
authors used background suppression followedby color features extraction to classify
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WBC using SVM. A non-parametric mean shift algorithm is proposed by Comaniciu
and Meer [2] to automatically segment WBC in a blood smear. In [3], scale-space
filtering and watershed clustering are used to segmentWBC. Liao and Deng [4] used
regional information of binary images to detect and count cells in a blood smear. A
model-based combinatorial algorithm is used in [5] to segment WBC. Ongun et al.
[6] proposed an automated differential blood counting system using active contour
models and different classifiers. In [7], the authors used k-mean clustering followed
by EM algorithm to segment and count WBC. In [8], the authors enhanced the green
channel and contour-based detection to segment erythrocytes and leukocytes in a
blood smear. Poostchi et al. [9] combined texture feature with RGB feature to design
LoG-based automatic RBC counter. In [10], the author exhibits that direct least-
squares fitting is an efficient way to analyze RBC in a blood smear. Dvanesh et al.
[11] combined morphological operations and circular Hough transform to count the
number of blood cells.

In this paper, we first propose a convolutional neural network (CNN) that classifies
RBC, WBC, and platelet. However, we demonstrate that the performance of the
classifier degrades as the quality of the input image becomes worse. It is important
to have a robust classifier for this particular task as the design of an automated blood
cell counting system may have different lighting conditions and imaging devices
[12]. Thus, we design another fully convolutional network (FCN) that restores the
blood cell images and helps the multiclass classifier to correctly recognize the blood
cells.

2 Proposed Method

In this paper, we propose two different convolutional neural network models that
enhance and classify input images of blood cells. To appreciate the necessity of
the enhancement network, we first discuss the multiclass classification network and
exhibit its limitations. We will further discuss the enhancement network and will
demonstrate the advantages of the preprocessing unit.

2.1 Multiclass Blood Cell Classifier

For a given color image of a blood cell, we resize the image to 64× 64 dimensional
color image and normalize it accordingly. The classifier contains three convolutional
layers with 3×3 filters, stride 1. The first two convolutional layers contain 32 filters,
whereas the last convolutional layer contains 64 filters. We use ReLU activation for
each convolutional layer.We introducemax-pooling of size 2 after each convolutional
layer to reduce data dimension and to impose the learning of invariance. We convert
the output of the third convolutional layer to a column vector and connect that to a
ReLU activated dense layer of size 64. We finally add another dense layer of size
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Fig. 1 Block diagram of the proposed preprocessing network (left block) and the classifier network
(right block). The preprocessing network takes the noisy input image and gives the restored image
as output. The restored image acts as input to the classifier

3 which has SoftMax activation as our final output layer. We use 50% dropout in
between the dense layers as regularizer to avoid overfitting. We train the network by
minimizing the categorical cross-entropy loss using ADAM optimizer. The classifier
architecture is shown in Fig. 1.We train the classifier with 6400 blood cell images and
validate on 3200 images. The dataset is publicly available in the link.1 The proposed
classifier achieves 98.4% validation accuracy for noise-free input images.

Though we achieve a very high validation accuracy using the proposed network,
we further investigate the robustness of the architecture. As dedicated efforts are
going on tomake the automated blood cell counting systems user-friendly and cheap,
it is important that the architecture must be invariant to different image degradations
that may appear due to lack of expertise, poor imaging condition, or cheap imaging
devices [13]. We apply Gaussian blur kernel with σ ∈ [0, 35] to understand the
effect of blurring on the network. We observe that Gaussian blurring does not have
any significant effect on the classification accuracy. The change of accuracy in the
presence of Gaussian blur is shown in Fig. 2a.

However, experiments show that the contrast and the presence of noise drastically
change the validation accuracy. As shown in Fig. 2b, the presence of noise, a small
variation in global illumination significantly degrades the overall performance of the
system. The intuitive reason behind this degradation could be the dataset that has
been used to train the network. As the dataset contains only good quality images of
blood cells, it is difficult to have a robust representation of the input in the presence of
noise under low illumination. One way to solve the problem is to train the classifier
with some degraded input data along with the good quality cell images. Though this
solution may provide better robustness than the previously trained model, we focus
to develop a preprocessing network that enhances an input image by correcting the
contrast and removing the noise. The main motivation behind the preprocessing step
is to generate intermediate noise-free images that not only improves the classification
accuracy in the presence of degradation, but also helps in manual analysis for any
disorder or in cross-checking.We discuss the proposed preprocessing network below.

1https://www.kaggle.com/paultimothymooney/blood-cells.

https://www.kaggle.com/paultimothymooney/blood-cells
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Fig. 2 Effect of image degradations on classifier network when the classifier is trained with noise-
free images and tested: a in the presence of Gaussian blur with window size w; b in the presence of
global intensity scaling and AWGN noise with standard deviation σ

2.2 Preprocessing Network

To enhance the quality of a blood cell image, we design a fully convolutional network
(FCN) that takes noisy image as input and generates denoised contrast-enhanced
image as output. The reason behind selecting FCN architecture is that it is not only
faster to train, but also has lesser number of parameters compared to any dense
layer-based architecture that produces reconstructed imagewith the same dimension.
The proposed network has a convolutional input layer with 32 filters of dimension
3 × 3. Next, we have two ReLU activated convolutional layers with 32 and 64
filters of dimension 3 × 3, respectively, with stride 2. These two layers produce
a compact representation of the input image in higher-dimensional space. We add
another convolutional layer with 32 filters of dimension 3 × 3 and stride 1. The
expanding part of the network contains two different convolutional blocks which
individually contains upsampling by 2 and ReLU activated convolutional layer with
32 filters of dimension 3 × 3 and stride 1. The output of the network is taken from
a convolutional layer with 3 filters of dimension 3 × 3 and stride 1. The network is
trained using ADAMoptimizer to minimize mean absolute error of the reconstructed
denoised image and the actual ground-truth images.

3 Results

The entire classification architecture with the preprocessing unit is shown in Fig. 1.
Instead of an end-to-end training, both the units are trained separately to ensure that
the intermediate restored image is the denoised version of the noisy input image
for further manual analysis. The preprocessing network has total 66,467 numbers of
parameters, and the classification network has total 176,355 numbers of parameters.
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Fig. 3 Performance of the classifier in the presence of the preprocessing unit: a change in accuracy
when the global contrast is scaled and AWGN is present; b noisy input images of the blood cells
(upper row), and respective restored color images (bottom row) using preprocessing network

As shown in Fig. 2b, the classifier performs satisfactorily for noise-free images.
However, when the global illumination of the input images is scaled with a scaling
parameter k, and an additive white Gaussian noise (AWGN) with standard deviation
σ is applied, the performance of the classifier degrades significantly. We select the
global illumination scaling as it represents the loss of contrast that often happens in
poor lighting condition, and the noise, that is produced by any cheap image sensor, is
approximated by AWGN in this work. In Fig. 3a, it can be observed that the classifier
becomes much robust when the preprocessing network is coupled as shown in Fig. 1.
To interpret the reason behind this robustness, we check the intermediate denoised
image, and as shown in Fig. 3b, we observe that the preprocessing network denoises
the noisy color image and rectifies the contrast information preserving the structural
information of the input.Whenwedegrade the 3200 images thatweuse to validate our
networks with a scaling factor k randomly chosen from a uniform distribution from
(0, 1], andwithAWGNof 0mean and σ randomly chosen from a uniform distribution
between (0, 0.1), we achieve average structural similarity measure (ASSIM) of 0.98.

4 Conclusion

Classification of noisy data is known to be a difficult, yet important problem as it
inspires robust solutions that can be applied in real-world scenarios. In this paper,
we address the classification problem of noisy blood cell data with a motivation to
make the visual automatic blood cell counting process more robust. We show that a
classifier trained with noise-free well-contrast images perform poorly under minor
image degradations. The proposed preprocessing network not only helps to denoise
any input blood cell image, but also provides robustness to the classifier to achieve
satisfactory classification accuracy under prominent image degradation. In the future,
it is necessary to design preprocessing modules that can provide robustness to the
blood cell localization task under different image conditions.
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Impact of Curvature on Intensity-Based
Non-rigid Medical Image Registration

Prasenjit Kumar Mudi

Abstract The non-rigid registration problem has gained much prominence in the
area of medical image analysis. Graph cut-based solution to such a non-rigid reg-
istration problem is shown to improve the accuracy of the registration results over
other existing approaches. Incorporation of curvature information in graph cut-based
non-rigid bio-medical image registration has not been explored yet. In this work, a
novel approach based on curvature is proposed to improve the performance of the
Graph-Cut solution. In this method, first of its kind, the impact of curvature in an
intensity-based non-rigid registration is well demonstrated. At first, the extraction of
mean and Gaussian curvatures from the brain MRI are outlined and shown appro-
priate results. Based on the mismatch pattern in curvature distribution, a local dis-
placement map (LDM) is generated for every such unmatched pixel in source image.
The map essentially indicates the local displacement such as source pixel should
undergo within a local neighborhood to achieve best curvature-wise matching with
the corresponding target pixel. Experimental results clearly corroborate to the fact
that intensity-based registration along with curvature can yield better registration
accuracy.

Keywords Mean curvature · Gaussian curvature · Non-rigid registration · Surface
class · Local displacement map

1 Introduction

The problem of image registration arises when images of an object are captured,
for example, at different times, orientations, and/or different imaging devices. The
primary motive is to combine information and to integrate useful data from different
images. However due to spatial distortion (e.g., introduction of motion), same object
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therefore cannot directly be comparable. The image registration does geometrically
transform images to minimize such distortions.

In medical domain, for example, to detect brain tumors, doctors often get misdi-
rected after observing scanned brain slice images obtained from different imaging
devices [1]. Such erroneous results can lead to wrong treatments for the patients.
Detection of such brain tumors demands very accurate registration which can be
possible if curvature information is introduced in existing intensity-based greater
level accurate Graph-Cut-based non-rigid image registration technique [2]. Another
example with diabetic retinopathy, an eye disease, which occurs due to diabetes, can
eventually lead to blindness. Detection of such disease by analyzing retinal fundus
images also requires high accurate image registration [3].

1.1 Concept of Curvature

From geometry, the second-order derivative of a two-dimensional curvilinear func-
tion y = f (x) i.e. d2 y

dx2 represents the curvature of a point on the surface. In Fig. 1, at
each point on the curve, the direction of tangent bends at a certain rate in different
directions. A measure of this rate of bending is called curvature at that point and thus
defined as [4]:

κ =
∣
∣
∣
∣
∣

f ′′(x)
[

1 + ( f ′(x))2
]3/2

∣
∣
∣
∣
∣

(1)

Now, the curvature information of any pixel in a digital image can be mathe-
matically represented by two principal curvatures, namely the mean curvature and
Gaussian curvature as will be discussed in later section. For image registration with
non-rigid geometry, two corresponding pixels in source and target images will more
accurately be registered if their curvature properties are also considered along with
their intensity maps.

Fig. 1 Definition of curvature [4]
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1.2 Non-rigid Registration

Non-rigid image registration has a wide acceptance in biomedical image analysis.
The process of image registration is to align different images in a single coordinate
system to perform the comparison of features between corresponding pixels of the
images. The images may be captured at different instants or using different imaging
modalities.

Generally, image registration is of two types: rigid registration and non-rigid
registration. In rigid registration, the images are subjected to global transformation
such as translation, rotation, or both with respect to one image to the other to achieve
correspondence. In sharp contrast, non-rigid image registration, some localized trans-
formation (that may be confined to local neighborhood of a pixel, e.g., displacement)
is applied to the regions of two images to establish correspondence.

The non-rigid registration has been modeled as an energy minimization prob-
lem [5]. This optimization has been done using Graph-Cut algorithms via alpha-
expansions [6]. The energy function of this Graph-Cut (GC) method incorporates
Sum of Absolute Difference (SAD), Sum of Squared Difference (SSD), or Mutual
Information (MI) as similar measures which are all intensity functions [5]. All of
these techniques are used to improve the accuracy of registration outputs as per high
requirement in patient diagnosis. Naturally, one objective is to further improvise the
accuracy of such methods. Other objective is to incorporate higher-order term in the
energy function representing surface properties of registered images. Though there
can be other motives, we shall focus on the second objective.

In this paper, curvature extraction is depicted in Sect. 3 followed by proposed
method in Sect. 4. Finally, some experimental results are shown in Sect. 5.

1.3 Why Curvature in Non-rigid Registration?

Due to an increasingdemand for registration accuracy inmedical imaging, production
of highly accurate results by using graph-cut methods, which are based on intensity
functions, always becomes a challenging task. In the existing graph-cut methods,
the great accuracy indicates that most of the pixels are correctly registered based on
intensity profile. The remaining, though few in numbers, are being compromised.
These can be rectified by incorporating higher-order terms or terms contributing
to regularization. On the other way, curvature is a local property of a pixel in its
neighborhood and is a second-order differential of intensity. So, curvature is a natural
choice of selection in the non-rigid registration techniques.
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2 Relevant Study

Image registration is a spatial transformation subjected to a set of images in one
coordinate system to find the relation between corresponding pixels in the images.
One of the scanned images is called as source image or reference image, and the
other images are called target images. An image registration algorithm consists of
the following modules [5]:

• The measurement metric that represents similarity or dissimilarity of intensity
distribution between two images.

• The transformation model representing the input force applied to target image for
alignment.

• The optimization to determine the optimum value of the input force required for
transformation.

2.1 Intensity-Based Registration

Intensity-based registration utilizes some intensity functions such as SSD and SAD
representing the similarity of intensity patterns between images and hence finds the
optimal transformation parameter from the energy function based upon the similarity
metric. These result in most similar images after correct optimal registration.

2.1.1 Measures of Similarity

Some of the widely used similarity measures are detailed below:

Sum of Squared Difference (SSD)

It is defined as:

SSD = 1

N

∑

X

[T (x) − S(t (x))]2 (2)

It may be sensitive to number of voxels, N, if their intensity differences are large
[5].
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Correlation Coefficient (CC)

It is defined as:

CC =
∑

X

(

T (x) − T
)

.
(

S(t (x)) − S
)

√
∑

X

(

T (x) − T
)2

.
∑

x

(

S(t (x)) − S
)2

(3)

SSD and CC are used in images acquired from single modality [5].

Sum of Absolute Difference (SAD)

It is defined as:

SAD =
∑

x∈X
‖T (x) − S(T (x)‖ (4)

Advantage of SAD will be discussed in the optimization subSect. 2.1.3.
In all these cases, T (x) is the intensity of a pixel x in target image, T. S(T (x)) is

the intensity of the corresponding pixel in the transformed source image, S(T ).

2.1.2 Transformation Model

The method of image registration spatially transforms a target image, say I f to align
with the source image, say Ir . The transformation T ∗ can be modeled as [5]:

T ∗ = argminTC
(

Ir , T
(

I f
)) + λS(T ) (5)

If the transformation T is represented by displacement vector, D, Eq. (5) can be
written as:

D∗ = argminDC
(

Ir , D
(

I f
)) + λS(D) (6)

where D
(

I f
)

denotes the transformed floating image. S(D) is called the smoothness
cost, and λ is a constant of penalty to ensure label consistency.

2.1.3 Optimization

As discussed in earlier subSect. 2.1.2 that the transformation as a minimization
problem is given by Eq. (6). The first term of the energy function Eq. (6) is data cost,
and the second term is called smoothness cost.
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Smoothness Term
Data Term

A novel data term has been proposed by Chowdhury et al. [2] as:

C
(

Ir , D
(

I f
)) =

⌊

exp

(
∑

x∈X

∥
∥Ir − D(I f )

∥
∥

)⌋

(7)

The SAD is directly used in Eq. (7) as a of measure intensity dissimilarity. Firstly,
using Eq. (7), the labels can be directly assigned from the corresponding values of
C. Secondly, it assigns low labels to the pixels in target image having small intensity
differences with respect to the corresponding pixels in source image due to the expo-
nential term. The intensity pattern of images may get shifted by illumination effect.
As a result, registration accuracy gets adversely affected. So, Eq. (7) is modified as
[2]:

C
(

Ir , D
(

I f
)) =

⌊

exp

(
∑

x∈X

∥
∥Ir − D

(

I f
)∥
∥ − ∂

(

Ir , D
(

I f
))

)⌋

(8)

where ∂
(

Ir , D
(

I f
)) = min

(
∑

x∈X

∥
∥Ir − D

(

I f
)∥
∥

)

(9)

In Eq. (9), X is the local neighborhood of a pixel x in the target image.

Smoothness Term

The smoothness term is proposed [2] to be:

S(D) =
∑

x∈X,y∈N (x)

‖D(x) − D(y)‖ (10)

where N(x) is the local neighborhood of the pixel x in image X.
The energy function Eq. (6) is analogous to that of cost function of the graph-cut

method given by:

EGC =
∑

x∈X
Cx (Ir ) +

∑

x∈X,y∈N (x)

Sxy
(

Ix , Iy
)

(11)

where Cx is the data term, Sxy is the smoothness term and Ix
(

Iy
)

is the intensity of
the pixel x (y) [7].
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2.2 Shortcomings of Intensity-Based Registration

In the preceding section, it is shown how non-rigid registration is being carried out
based on intensity pattern. But, a very important shortcoming of this technique is not
incorporating curvature information of pixels in an image.

2.2.1 Registration Accuracy

The errors in intensity-based registration can be rectified by using curvature as it will
be illustrated in next section the behavior of curvature of every pixel in image. It may
happen in some cases that two corresponding pixels are having, for example, flat
surface and ridge surface (based on their local surface behavior), but their intensities
are different. So, these are the cases of possible improvement of registration accuracy.

2.2.2 Adaptive Window Size

In the earlier work [2], a fixed window size 31 × 31 has been used to determine how
much displacement of pixels take place through this window. But the displacements
of pixels are not uniform throughout the images. Therefore, an adaptive window size
should be introduced to fix dynamically the window size according to the displace-
ments of pixels in different regions of image.

3 Curvature Extraction

From differential geometries, normal curvature K at some point P on a surface
has different values along different directions. The directions along which K have
maximum or minimum values are the principal directions at P. The maximum or
minimum values of the curvature K are called principal curvatures. These curvature
values and the directions at P hence determine the amount of bending of the surface
along the principal directions [8].

Earlier, it has been successfully incorporated to detect some surface-related fea-
tures such as valley surface, flat surface, or ridge surface from images [9]. Such
features characterize the maximal curvature at a point on the image surface. Curva-
ture information of any point on a surface can be mathematically modeled with two
matrices: first fundamental form matrix and second fundamental form matrix.
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3.1 Principle Curvatures

From differential geometries [9], the first fundamental matrix, I1, is obtained as:

I =
(

E F
F G

)

so that|I | = EG − F2 (12)

E, F, and G are coefficients of matrix I.
The second fundamental form matrix is obtained as:

I I =
(

L M
M N

)

so that|I I | = LN − M2 (13)

L, M, and N are coefficients of matrix II.
A quadratic equation is formed as:

|I |k2n − (EN + LG − 2FM)kn + |I I | = 0 ; n = 1, 2 (14)

where k1, k2 are the two principal curvatures of a point on a surface.
Mean curvature of a point is given by:

H = (k1 + k2)/2 (15)

where k1, k2 are the roots of Eq. (14).
Gaussian curvature of a point is defined as:

K = k1k2 (16)

where k1, k2 are the roots of Eq. (14).
In this way, for 2D and 3D digital images, every pixel on images can also be

characterized by its local principal curvatures: Mean and Gaussian curvatures (H,
K). Here, for non-rigid image registration, (H, K) curvature extraction is done for
brain MRI images few of which are shown in Figs. 4 and 5.

3.2 Surface Primitives

From Sect. 3.1, we have learned to extract the mean and Gaussian curvature of every
pixel of an image. These curvature values of every pixel determine how much the
local surface of a pixel is bent or curved along with its neighbor pixels. Based on the
(H, K) value being positive or negative or zero, pixel in an image surface can also
be characterized by some local surface primitives or labels as given in Table 1 [10].
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Table 1 Local surface
primitives based on (H, K)

H < 0 H = 0 H > 0

K < 0 Saddle ridge Minimal surface Saddle valley

K = 0 Ridge surface Flat surface Valley surface

K > 0 Peak surface None Pit surface

From Table 1, one can have necessary information about the local geometry of a
pixel. Therefore, in non-rigid image registration, two corresponding pixels between
source and target images will be curvature-wise aligned if their local surface primi-
tives are properly matched. It may happen that two corresponding pixels are matched
intensity-wise but their local surface primitives are not the same.

4 Proposed Method

As discussed in earlier sections, curvature information should be incorporated along
with intensity to achieve better registration accuracy. As curvature is a differen-
tial function of intensity, the registration method [2] should yield similar curvature
patterns between output images. But the registration result is compromised due to dif-
ference in curvature patterns. We suggest a method that demonstrates that there exist
some pixels in the output images registered by [2] which have curvature mismatch.
Also, this method minimizes the number of pixels having mismatch in curvature
patterns between the output images obtained in [2]. The schematic of the proposed
method is shown in Fig. 2.

Fig. 2 Illustration of local displacement map in a 3 × 3 window
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In this method, firstly, the registered image of the registration method [2] along
with source image is taken as input images. This registered image obtained from
method [2] is taken as target image for further curvature-based registration process.
Mean and Gaussian curvatures of every corresponding pixel in source and target
image are obtained as discussed earlier. Then, local surface primitives are checked
between corresponding pixels. If the surface primitive do not match, then a local
displacement matrix is generated based on the mean and the Gaussian curvature
information for every pixel in its neighborhood. Based on this local displacement
matrix, every pixel is displaced to its correct position. In this way, the target images
are registered with the source image based on the curvature properties. The proposed
method is explained next in details.

4.1 Curvature Extraction of Intensity-Based Registered
Image

Firstly, a source image frombrainMRI [11] datasets and the corresponding registered
image, obtained from method [2], as the target image are taken as inputs. Then,
mean and Gaussian curvature values are obtained for every corresponding pixel in
the source and the target images. The method of extraction of mean and Gaussian
curvature has already been discussed in Sect. 3. Those curvature values are denoted
as (H, K) values where H = Mean curvature and K = Gaussian curvature. Some
graphs showing the curvature mismatch have been shown in Sect. 5.1 (refer Figs. 4
and 5).

4.2 Local Displacement Matrix (LDM)

4.2.1 Local Surface Primitive

Based on Table 1 and the curvature values obtained, every pixel in target image is
labeled according to their local surface primitives. Then, these surface primitives
between corresponding pixels are compared if they are same or not. If same, then
they belong to same neighborhood and same surface primitive class. But if they
are not same, then their curvature difference is compared which is discussed in the
succeeding subsection.

4.2.2 Curvature Difference

When the corresponding pixels belong to same local surface primitive class, then
a difference metric is used to determine curvature difference between each corre-
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sponding pixels in source and target images. The metric is given by:

δcurvature =
√

(

Hsource − Htarget
)2 + (

Ksource − Ktarget
)2

(17)

where (Hsource, Ksource) and
(

Htarget, Ktarget
)

are corresponding (H,K) values of source
and target images, respectively.

4.2.3 Thresholding

The curvature difference metric thus gives us curvature difference values between
source and target images. Then, thresholding of those curvatures is done with a
chosen threshold value. The pixels below this threshold are the points of interest.
Local displacement will have to be generated for those points of interest.

This curvature differencemetric between twocorrespondingpixels is then checked
if they are equal or not. If they differ in curvature metric, then a local first-order
neighborhood is chosen for each pixel.

4.2.4 Local Displacement Matrix

In the chosen local neighborhood of 8 neighbors, differences in curvature between the
pixel in target image and its neighbors are calculated. So, a 3 × 3 matrix containing
local curvature differences in the neighborhood is obtained as illustrated in Fig. 3.

In the matrix, the position with minimum curvature difference is found. Now,
if two corresponding pixels are found to have minimum curvature difference, then
no displacement is required. Otherwise, the target pixel is displaced to the position

Fig. 3 Schematic diagram of proposed method
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with minimum curvature difference. This matrix so generated is called the local
displacement matrix. The position where minimum difference is found will then
represent the required local displacement of the pixel in the target image. We can
observe that more curvature difference for a pixel requires more local displacement,
whereas less curvature difference requires less local displacement for that pixel.

In this way, local displacement field for each non-registered pixel is obtained.
Then finally, the displacement field should be applied to the floating image pixels to
be registered with reference image. Though the method incorporates the curvature,
it is based on a two-stage process resulting in higher accuracy at the cost of more
computational time. In the next Sect. 5, some tabular data is shown depicting the
impact of curvature in registration. The final registration accuracy by application
of local displacement map is not shown in this paper as it is still in progress. The
curvature property requires very fine refinement of intensity map. So, the 2D space
where the displacement may occur should be small compared window size used in
intensity-based registration. Hence, one can select a window size, w ∈ {3,4,5,…,31}
for LDM.

This method is a two-stage process: firstly, registration using method [2] and
then registration using the proposed method. In registration, execution time and
registration accuracy are found to be complementary. So, the primary objective of
our method is to improve accuracy of the registration may be at the expense of longer
time though.

5 Experimental Results

5.1 Curvature Extraction

See Figs. 4 and 5.

5.2 Results Using Proposed Method

The following Table 2 demonstrates the curvature mismatch using the proposed
method in terms of number of pixels compared to the method [2]. The number of
pixels in registered image from method [2] which are matched with source based
on curvature values is calculated. Then after creating local displacement matrix
according to the proposed method, the number of matched pixels based on curvature
difference is obtained. So, the number of pixels, which is to be aligned based on
curvature information, can be obtained. The brain MRI datasets are available at
BrainWeb [11–16]. For a typical brainMRI dataset, maximum of 4518 pixels (6.89%
of the image pixels) were not registered properly according to intensity inmethod [2].
On other way, maximum of 2813 pixels (4.29% of image pixels) (refer Table 2) were
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Fig. 4 Brain MRI Dataset 1 [11]: Histogram showing number of pixels assigned surface class
labels for source image

Fig. 5 Brain MRI Dataset 3 [11]: Histogram showing number of pixels assigned surface class
labels for target image
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Table 2 Comparison between method [2] and proposed method based on number of pixels in brain
MRI [11] images

Datasets NI NI, aligned NC NC, aligned

Dataset 1 61018 4518 (6.89%) 62723 2813 (4.29%)

Dataset 2 65529 7 (0.01%) 65536 0

Dataset 3 64592 944 (1.44%) 64824 712 (1.09%)

Dataset 4 65271 265 (0.40%) 65364 172 (0.26%)

Dataset 5 64764 772 (1.18%) 65103 433 (0.66%)

not registered properly according to curvature in our method. This number of pixels
can therefore be properly registered based on curvature. However, the remaining
pixels (2.6%) were not exactly matched with intensity, but they have same local
surface class. This justifies the necessity of curvature, especially in medical image
registration.

NI = No. of pixels matched with intensity after registered by intensity-based regis-
tration [2]
NI,aligned = No. of pixels to be aligned with intensity map in method [2] to improve
registration accuracy.
NC = No. of pixels matched with curvature after creating LDM in the proposed
curvature-based method.
NC,al i gned = No. of pixels to be aligned with LDM in the proposed method to
improve registration accuracy.

Some of the registered outputs of the proposed method are shown in Figs. 6, 7, 8,
and 9.

The results have been obtained for our proposed method on a typical desktop
with Intel (R) Core (TM) i3-4005U processor with 1.70 GHz, 4.00 GB RAM, and
64-bit Operating System specifications. The registration accuracy, i.e., the quantita-
tive results by applying local displacement map on floating images is not shown in
this paper as the work is in progress. Those will be presented in further publication
report.

Fig. 6 Brain MRI-Dataset 1 [11]: a Source image, b Floating image, c Registered via [2] d Reg-
istered via proposed method
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Fig. 7 Brain MRI-Dataset 3 [11]: a Source image, b Floating image, c Registered via [2] d Reg-
istered via proposed method

Fig. 8 Brain MRI-Dataset 4 [11]: a Source image, b Floating image, c Registered via [2] d Reg-
istered via proposed method

Fig. 9 Brain MRI-Dataset 5 [11]: a Source image, b Floating image, c Registered via [2] d Reg-
istered via proposed method

6 Conclusions and Future Scope

The problem of non-rigid bio-medical image registration has become, nowadays,
a very challenging problem due to its high degrees of freedoms and inherent
requirement of smoothness. This paper provides a direction toward improvement
of intensity-based non-rigid registration by incorporating curvature information of
pixel in an image. From the experimental results and outputs, it is evident that regis-
tration can be more accurate if curvature is fused with intensity. Also the outputs of
[2] and proposed method are visually same although they have very fine differences
which can only be outlined by curvature.



216 P. K. Mudi

The proposed method introduces the fundamental concepts of mean and Gaussian
curvature of a pixel in image and its relation to the non-rigid registration. Themethod
generates a local displacement matrix (LDM) for every pixel in target image for fine
tuning of intensity-based registration based on mean and Gaussian curvature infor-
mation after labeling every pixel according to its local surface primitive class. A Sum
of Squared Differences (SSD) metric has been used here for obtaining differences in
curvature values between corresponding pixels in source and target images.

Experimental results, both in quantitative and qualitative way, demonstrate the
importance of curvature in non-rigid intensity-based image registration.

One future scope is to mathematically model of curvature in order to incorporate
inside the energy function required for Graph-Cut-based optimization to bring more
automation. Other direction can be the implementation of adaptive window size to
enhance execution speed of the registration method.
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Signal Processing and Nuclear Structure
of 106Cd Nucleus

D. Choudhury and R. Goswami

Abstract The study of the structure of nucleus 106Cd has been undertaken using con-
ventional modern accelerators, state-of-the-art detectors coupled to high-end NIM
compatible electronic modules, and a high end data acquisition system for the anal-
ysis of the raw data acquired in list mode. In the present work, in-beam gamma-ray
spectroscopy was performed via fusion evaporation reaction and the structure of
the nucleus from the high-spin state down to the ground state was studied systemati-
cally. Two new gamma-ray transitions from known energy levels have been reported.
The sequence of E1 transitions depopulating alternating parity levels and the new
transition of octupole multipolarity signifies possible octupole correlation hitherto
unreported for nuclei in this mass region.

Keywords Accelerators · Signal processing · Nuclear structure · Octupole
correlations

1 Introduction

The study of nuclear structure of various isotopes in the periodic table is done
following the nuclear techniques involving state-of-the-art ion sources, accelerators,
modern detectors, associated electronics set up and a correlated data acquisition
system [1]. One of the methods of investigating nuclear structure is in-beam gamma-
ray spectroscopy using fusion evaporation reaction. Light or heavy ion beams of
medium energy (1 ~ 2 MeV/nucleon) from ion sources are accelerated through
cyclotron, pelletron, linac accelerators and are allowed to collide and fuse with
the target nucleus in the target chamber to form a compound nuclear system [2].
The incoming beam nuclei have enough energy to overcome the Coulomb barrier
between the target and projectile prior to the formation of the compound nuclear
system. This is a hot nuclear system which attains a thermodynamic equilibrium
within 10−20 s after which it cools by emitting nucleons, alphas and gamma rays.
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The total angular momentum is conserved in this process. Hence, the compound
nucleus is formed at very high excitation energy depending on the angular momen-
tum carried by the accelerated projectile. While cooling from the excited state, the
compound nucleus initially evaporates particles until the system reaches a statewhere
the final excitation energy of the concerned state is less than the particle separation
energy above the yrast line. The daughter nucleus now cools to lower excitation
energy by emitting γ -rays until the nucleus reaches the ground state. The structure
of the nuclei is studied while the daughter nucleus de-excites to the ground state
with the emission of γ -rays. The de-exciting γ -rays act as an input signal to the
germanium clover detectors surrounding the target chamber where the compound
nuclear reaction has taken place.

The γ -rays emitted are captured by the detector arrays [3] surrounding the target
nucleus. The germanium clover detectors serving as gamma-ray arrays are coupled to
Compton-suppressed spectrometer (CSS). This anti-Compton shield (CSS) is used to
reduce the Compton background around a photopeak, thereby improving the signal
to noise ratio. In our work, we have used the INGA (Indian National Gamma Array)

Figure 1 comprises six clover detectors. These radiation detectors operate in pulse
mode the output of which gets converted to linear pulse whose amplitude and shape
have all the information of interest. To study particular nuclei of interest excitation
function, measurements are performed where the optimum beam energy is obtained
to maximize the cross section and angular momentum input for the channel of inter-
est. In recent years, the use of Indian National Gamma Array (INGA) has opened the
possibility to perform high-resolution discrete gamma-ray spectroscopy of excited

Fig. 1 Picture of Indian National Gamma Array at TIFR-BARC Pelletron linac facility [3]
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nuclei produced through various reactions where shape coexistence, octupole cor-
relation, magnetic/anti-magnetic rotation, chiral bands, high-spin states and many
other characterizations of the nuclear structure has been made possible. This detec-
tor array is designed for twenty-four Compton-suppressed clover detectors arranged
in a spherical geometry (Fig. 1) with six detectors at 90° and three detectors each at
23°,40°,65°,115°,140° and 157° with respect to the beam direction. With the clover
crystals set at 25 cm from the target, the overall photopeak efficiency is around 5% at
Eγ ~ 1 MeV. Four n-type crystals in a single cryostat form a single-clover detector.
Each crystal has a preamplifier with a gain of 200 mV/MeV and decay time constant
50 µs. The BGO shield used for Compton suppression has sixteen photomultipliers
the sum of which is sent to a timing filter amplifier and then to the analog con-
stant fraction discriminator to generate the NIM logic signal. The signal is the input
to the digital data acquisition system used for the acquisition of the raw data in list
mode. The offline analysis of this raw data using state-of-the-art software generates a
4096 × 4096 matrix for further analysis and nuclear structure study.

2 The Experiment

Following the detailed signal processing described above, the excited states of 106Cd
nucleus were populated in the 93Nb(20Ne, 3p4n) 106Cd at a beam energy of E =
150 MeV at the Variable Energy Cyclotron Centre, Kolkata. The experiment yielded
about ~109 two or higher-fold coincident events obtained with eight Compton-
suppressed clover detectors of INGA the detailed discussion of which is given in
[3]. In the present INGA setup at VECC, we have used four clover detectors at 90°,
two each at 125° and 40° to the beam direction. Gated spectra with a dispersion of
0.5 keV per channel were generated using the software INGASORT from a large
dimension of 4096 × 4096 matrices. These large data matrices were obtained from
the sorting of the gain matched raw data. The symmetric Eγ –Eγ matrix was used
to establish the level scheme and study nuclear structure through γ -ray coincidence
relationships and intensity arguments. The DCO (directional correlation of oriented
nuclei) ratio determines the multipolarity of the gamma-rays de-exciting from vari-
ous nuclear levels. This was obtained by sorting the asymmetric matrix with events
recorded by the clover detectors set at 90° along the y-axis and remaining clover
detectors at other angles along the x-axis [4].

3 Experimental Result

In the present studyof the nuclear structure of 106Cd, a search for octupole correlations
has been initiated.A new structure Fig. 2 of 106Cd atmedium spin has been reported in
the present study. Excepting for 108Cd, this structurewas not reported for any nuclei in
this mass region. The current study also proposes the possibility of observing similar
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Fig. 2 Partial level scheme of 106Cd showing the relevant transitions

characteristic for nuclei in this mass region. Such structures have been reported in
the A ~ 120 mass region [5], where octupole correlations have been reported down to
low-lying even parity negative spin levels. Octupole correlations in nuclear structure
come with alternate parity sequence of levels linked by enhanced E1 transition and
collective E3 transitions and observation of parity doublets occurring due to the
proximity of orbitals of opposite parity resulting in alternating parity sequence of
levels are some signatures of the reported octupole correlations.

In the present work, we observe alternate parity sequence of levels connected by
enhanced E1 transitions. Gamma transitions of 415, 1135, 443 keV of E3 and E1
multipolarity have been observed for the first time in the present work along with
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335, 463 and 524 keV E1 transition observed from the previously reported [4] data.
A relevant gate set on 415 keV gamma ray has been shown in Fig. 3. This transition
has been conjectured as a possible E3 transition because it occurs between states
having �J = 3 with a change in parity between the two states. The DCO ratio
measurements from the present work Fig. 4 confirm the �J = 3 multipolarity of the
newly observed transition which also signifies the onset of octupole correlations.

The experimental DCO ratio data for the present reaction is shown in Fig. 4.
The partial level scheme of Fig. 2 shows the new transitions with dotted lines.

The reduced transition probability obtained from the previously reported data for
335 keV E1 transition is 2.7 × 10−5 e2 fm2, and the same for the 415 keV E3
transition is 2.3 × 105 e2 fm6. These transition probabilities are relatively enhanced
compared to their single-particle estimates. The signature of octupole correlation
is also studied from the observation of the relative placement of the positive and
negative parity levels. A negative parity level of spin I− for a nucleus bearing octupole
correlation is lower in energy than the (I + 1)+ levels. The initial yrast negative parity
states in the present work are higher in energy than the positive parity states. But at
higher excitation inversion occurs showing the slow onset of octupole correlations.
Such onset of quadrupole–octupole correlations has already been reported in the
neighbouring 108Cd nucleus [6]. Hence, we observe in Fig. 2 that the 7− spin state has
lower excitation energy [3.4 MeV] than the corresponding 8+ spin state [3.8 MeV].
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Fig. 4 Experimental DCO ratios for dipole and octupole transitions reported previously and also
observed in the present work are shown in the figure. The line in green and red corresponds to
expected values of the stretched dipole and quadrupole transitions, respectively

4 Conclusion

The present work shows the onset of octupole correlations in 106Cd nucleus. At
higher excitations, all negative parity levels have lower excitation energy than the
corresponding positive parity states. The single-particle transition probability shows
enhanced E1 and E3 transitions. The DCO ratio measurements provide conclusive
evidence about the dipole multipolarity of the γ -transition observed in the present
work.
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Performance Study of Some Recent
Optimization Techniques for Energy
Minimization in Surveillance Video
Synopsis Framework

Subhankar Ghatak and Suvendu Rup

Abstract In the ageof the smart city, each activity is under surveillance.The employ-
ment of plentiful surveillance video cameras produces the gigantic amount of redun-
dant video data. For ease of investigations, video synopsis competently shrinks the
length with the preservation of all activities presents in the original video. The out-
come of the video synopsis technology greatly depends on the central module, the
optimization framework, and its minimization. This paper evaluates the performance
of various optimization techniques, namely simulated annealing (SA), NSGA II, cul-
tural algorithm (CA), teaching–learning-based optimization (TLBO), gray wolf opti-
mizer (GWO), forest optimization algorithm (FOA), JAYA algorithm, elitist-JAYA
algorithm, self-adaptive multi-population-based JAYA algorithm (SAMP-JAYA), to
minimize the energy in the field of object-based surveillance video synopsis. The
experimental results and analysis direct the need for an optimization algorithmwhich
can efficiently and consistently solve the minimization problem in connection to
video synopsis.

Keywords Optimization · Energy minimization · Video synopsis · Video
surveillance

1 Introduction

In the age of big data, a huge amount of surveillance video data is captured and trans-
mitted daily, through the working of a numerous number of surveillance cameras.
By nature, the surveillance video data are of long duration and redundant. Effec-
tive inspection of these videos demands an efficient technology which reduces the
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labor of watching these boring long-duration videos by shortening the length with a
preservation of all activities present in the original one. Video synopsis (VS) is such
a prominent technology. VS effectively reduces the length with successful preser-
vation of all activities. In terms of investigation and browsing, synopsis video is
user-friendly.

The authors in [1] pioneered VS technology and the concept of object-based
video synopsis is introduced. The optimization framework is considered to be the
main building block of object-based video synopsis generation among the other pre-
processing modules (i.e., object detection and segmentation and tracking) and post-
processing module (i.e., stitching). From the inception to till date, several researches
[2, 3] and [4], etc., are carried out in this field. Majority focused on the generation
of video synopsis and rest concentrate on the quality enhancement factor in terms of
visualization of the final synopsis.

In this work, a performance evaluation study is carried out among various opti-
mization algorithms, namely SA [5], NSGAII [6], CA [7], TLBO [8], GWO [9], FOA
[10], JAYA [11], Elitist-JAYA [12], and SAMP-JAYA [13] to minimize the energy
of the original video. The major contribution of this work is to direct the effective
use and selection of the proper optimization algorithm for energy minimization in
object-based surveillance video synopsis generation.

The rest of the paper is organized as follows. Section2 presents the formulated
surveillance video synopsis framework in details. Experimental results and analysis
are presented in Sect. 3. Finally, the conclusive discussion is outlined in Sect. 4.

2 Surveillance Video Synopsis Framework

A single camera with a static background and object-based surveillance video
synopsis framework constitutes of threemajor phases. First, the preprocessing phase,
which includes object detection and segmentationmodule followed by amulti-object
tracking process. The second phase is the central phase of the video synopsis genera-
tion, which is the optimization framework along with energy minimization. The last
phase contains the stitching module to obtain the final video synopsis. This section
explains the different phases of video synopsis generation in details.

2.1 Preprocessing: Object Detection & Segmentation
and Tracking

This is the initial step of an object-based video synopsis generation. In an object-
based video synopsis philosophy, not all the moving objects should draw the users
attention & not all static objects can be ignored. For example, the shaking of leaves
is not the significant information, on the other hand, a person with no motion activity
may be considered as an important activity in the video synopsis problem. So taking
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the aforementioned fact into account and similar with [1–3] and [4], in this work,
a background subtraction method is employed for object detection segmentation.
In case of a static surveillance camera, the background usually changed due to the
varying illumination or the camera vibration. Thus, the background is formed through
a simulation of temporal median over a period of 30s (15 s before and after of the
current frame). Then, the corresponding background frame is subtracted from the
current frame to form a foreground mask. Two-dimensional morphological erosion
and dilation are applied to the obtained foreground mask for the generation of more
accurate result. Blob analysis is applied then on the foreground for detection. The
detected results are tracked through the widely used multi-object tracker Kalman
Filter [14], and the object tubes are formed as connected bounding boxes in the time
axis. The resulted objects tubes are passed to the next phase for further processing.

2.2 Optimization Framework and Energy Minimization

To obtain the optimized length of the synopsis video, which includes all objects’
activities, an energy minimization optimization framework in terms of activity cost,
Ea , collision cost, Ec, and temporal consistency cost, Et , is formulated as in Eq. (1).

E( fμ) = Ea( fμ) + ω0Ec( fμ) + ω1Et ( fμ) (1)

where fμ is a mapping of objects from input video to the synopsis video and the
weights ω0 and ω1 are importance of the corresponding costs, given by the user.

Ea( fμ), the penalty for losing any activity from the original video and is described
in Eq. (2).

Ea( fμ) =
∑

o∈O
Ea(o

s) =
∑

o∈O

∑

ô ∈ os � ô /∈ synopsis

absDi f f (ô) (2)

Here O is a set of all the object activity tubes present in the original video, o is a
tube element that is in O and os is a mapping result of o. Let, ô be an instance element
that is in O but not included in the synopsis. The absolute difference between ô and
its corresponding background is formulated as absDi f f () and is given in Eq. (3).

absDi f f (ô) =
∑

(x,y) ∈ bbox(ô)

||V (x, y, tô) − B(x, y, tô)|| (3)

Here V and B denote the original video frames and the corresponding background
model, respectively, and bbox() stands for bounding box function. Activity cost
becomes zero if all activities are well preserved in the synopsis video (i.e. lossless
synopsis).
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As the synopsis video has a smaller time period as compared to the original
video, the presence of collision becomes obvious and the penalty imposed for this
occurrence is denoted by Ec( fμ). In Eq. (4), osm & osn are the mapping objects to the
synopsis video from the original video elements, om & on . Reducing the collision
between objects would surely enhance the synopsis quality.

Ec( fμ) =
∑

om ,on∈O
Ec(o

s
m , osn) =

∑

om ,on∈O

∑

ôm∈osm ,ôn∈osn
Area(bbox(ôm) ∩ bbox(ôn)) (4)

Here Area() function evaluates the overlap between the bounding boxes of the
objects and the cost becomes zero if no collisions are detected in the produced
synopsis video.

The process for the generation of a synopsis video may cause irregularities in the
temporal connotations among objects owing to the variation in time of appearance.
The penalty allotted for the irregularities among objects with respect to the original
video is denoted by Et ( fμ), and it aims at reducing the deviance from the original
order. Two different situations are exhibited to explain the process for assigning
of the penalty. Firstly, in the case where two objects share common frames and in
other situations, two objects do not share any common frames. Further, the second
situation is classified into two sub-categories with respect to violation or preservation
of chronology and entry difference of objects of synopsis and the original video.

Spatial relationships (�) between two moving objects can be utilized to measure
their probability of interaction. This measurement represents the first considered
situation. The spatial relationships between two moving objects, say om and on , is
established as:

�(om, on) = exp(−mint∈tom ∩ton (δ(om, on, t))/σ ) (5)

Here the Euclidean distance between the objects om and on from the original video
in t th frame is represented as δ(om, on, t), where σ is used to tune the level of space
communication between om and on .

Likewise, the temporal relationships (τ ) between objects can be expressed as:

τ(om, on) = ||(−→t om − −→
t on ) − (

−→
t osm − −→

t osn )|| (6)

Here −→
t osm and −→

t osn are the entry frame indices in the synopsis video and −→
t om and−→

t on are that of om and on , respectively, in the original video.
The measurement of the temporal violation (τ̂ ) between om and on is defined as:

τ̂ (om, on) = (
−→
t om − −→

t on ) × (
−→
t osm − −→

t osn ) (7)
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The positive value of τ̂ implies successful preservation of temporal consistency
between om and on in the synopsis incurring zero penalty cost. Thus, based on the
considered situations, the complete representation of the temporal consistency cost
is represented as:

Et ( fμ) =
∑

om ,on∈O
Et (o

s
m, osn) (8)

Et (o
s
m, osn) =

⎧
⎪⎨

⎪⎩

�(om, on) × τ(om, on) if (tom ∩ ton ) �= φ{
exp(||(−→t osm − −→

t osn )||/γ ) if τ̂ (om, on) ≤ 0

0 Otherwise
Otherwise

(9)

InEq. (9), the first statement is responsible to assign penalty for the situationwhere
two objects om and on with time durations tom and ton , respectively, having interaction
originally. Otherwise, if the temporal consistency is violated, an exponential cost is
assigned where γ is used as a normalization factor. In the third statement, zero cost
will be assigned as no temporal consistency is violated.

Minimization of the energy function in Eq. (1) is very exhaustive because of the
fact that it searches through an enormous amount of possibilities. From literature, it is
evident that SA is widely employed to solve the objective function stated in Eq. (1).
This work investigates the performance of various recent optimization algorithms
such as NSGA II, CA, TLBO, GWO, FOA, JAYA, Elitist-JAYA, and SAMP-JAYA,
for solving the same.

2.3 Stitching

According to themapping results obtained from the previousmodule, the object tubes
and their corresponding time stamp are stitched together with the synopsis back-
ground frames using Poisson image editing [15]. Figure1 shows the final synopsis
video frames.

Fig. 1 Final synopsis video frames
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3 Experimental Results and Analysis

3.1 Experimental Setup and Video Data Set

To study the performance of the considered optimization techniques in minimizing
the energy cost as defined in Eq. (1), numerous experiments are carried out. For this
study, MATLAB (version 2018a) with Intel Core I7 3.2 GHz CPU with 32 RAM is
employed. The complete view of the experimental setup is depicted in Fig. 2.

For the validation of this performance study, various videos with different frame
rates, video length, and a number of objects are considered. A snapshot of the first
frame and different features of the considered videos is presented in Table1. The
videos which are considered for this study have different types of objects. The 1st

video, which is taken from [16] contains humans walking and the 2nd video, taken
from [17], which was captured within a park involves walking as well as cycling
action by humans. Whereas the 3rd video is taken from [18], a scene from MIT
campus with a group of people moving around, it also contains tree branches and car
movement. The 4th one is a real-generated video taken from the IIIT Bhubaneswar
surveillance dataset.

3.2 Performance Evolution of Optimization Framework

The considered optimization algorithms, SA, NSGAII, CA, TLBO, GWO, FOA,
JAYA, Elitist-JAYA, and SAMP-JAYA are employed for the energy minimization
(given by Eq. (1)), which produce the optimized video synopsis. The corresponding
values of the biasing coefficients ω0 and ω1 are considered to be 0.8 and 0.2, respec-
tively, overbroad experimentation. Collision cost is assigned a higher bias as per the
sheer choice of the user to eliminate collision which causes loss of object activity
data.

Fig. 2 Experimental setup
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Table 1 Parameters of experimental surveillance videos

Video
number

Video length
(# Frames)

Frame rate
(fps)

Number of
objects

First frame
snap shot

1 600 30 6

2 1066 30 5

3 2688 30 12

4 3810 10 30

A relative experimental study is also executed among various optimization tech-
niques (i.e., SA, NSGAII, CA, TLBO, GWO, FOA, JAYA, Elitist-JAYA, and SAMP-
JAYA) to perceive the potential and precision for the optimization of Eq. (1), and the
results are presented in Table2. The common parameters like the population size and
a maximum number of cost function evaluation are chosen as 10 and 100, respec-
tively. In this study, the other algorithm-specific parameter values are considered to
be same as specified in the corresponding literature. In this table, the individual costs
and the corresponding fitness values along with the execution time are compiled. The
length of the synopsis produced is assigned to be equal to that of the longest object
tube; thus, a zero activity cost is obtained.

A statistical analysis in terms of best, mean,worst, standard deviation, and average
execution time is presented in Table3 for all the optimization techniques applied to
videos 1, 2, 3, and 4, respectively. This analysis is performed using ten independent
runs for each algorithm, and the best convergence plot is represented in Fig. 3. In
summary, from Tables2 and 3, it is evident that the existing algorithms are not able
to consistently minimize the objective function, defined in Eq. (1), for all considered
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Table 2 Performance comparison among various optimization techniques
Optimization
techniques

Activity cost Collision cost
(×103)

Temporal
consistency
cost

Fitness value
(×103)

Time of
execution (s)

Video-1 SA 0 00013.77 009.69 00011.19 0207.18

NSGA II 0 00013.21 008.38 00010.73 0047.09

CA 0 00008.16 008.84 00006.76 0022.79

TLBO 0 00013.21 008.40 00010.73 0094.13

GWO 0 00013.44 008.63 00010.92 0074.90

FOA 0 00015.36 009.18 00012.47 0828.29

JAYA 0 00013.21 008.40 00010.73 0041.28

Elitist-JAYA 0 00013.15 009.09 00010.69 0080.65

SAMP-JAYA 0 00013.10 008.95 00010.65 0081.52

Video-2 SA 0 00212.85 009.77 00172.90 0120.39

NSGA II 0 00520.75 011.53 00423.01 0033.12

CA 0 00271.30 008.63 00220.38 0012.42

TLBO 0 00520.75 011.53 00423.01 0053.23

GWO 0 00233.43 010.90 00189.62 0046.54

FOA 0 00557.51 011.22 00452.87 0302.48

JAYA 0 00520.75 011.53 00423.01 0026.89

Elitist-JAYA 0 00520.80 010.95 00423.05 0052.73

SAMP-JAYA 0 00520.77 010.87 00423.02 0054.28

Video-3 SA 0 00005.01 036.75 00004.08 1213.30

NSGA II 0 00272.19 041.29 00221.10 0266.65

CA 0 00036.24 041.16 00029.44 0101.17

TLBO 0 00276.72 032.51 00224.78 0512.52

GWO 0 00015.81 028.39 00012.85 0397.49

FOA 0 00418.21 017.58 00339.48 1268.55

JAYA 0 00162.33 048.37 00131.87 0269.04

Elitist-JAYA 0 00006.77 040.69 00005.51 0538.28

SAMP-JAYA 0 00010.34 038.43 00008.41 0540.95

Video-4 SA 0 14965.34 294.99 12156.40 1015.00

NSGA II 0 76742.08 308.15 62337.65 0247.75

CA 0 58961.68 366.92 47895.00 0212.45

TLBO 0 80458.35 256.35 65356.36 0442.28

GWO 0 43681.65 312.48 35482.67 0280.53

FOA 0 89242.08 490.15 72483.00 1768.83

JAYA 0 07770.55 322.65 61885.00 0149.50

Elitist-JAYA 0 35172.00 312.48 28570.00 0603.29

SAMP-JAYA 0 07586.81 334.71 06162.77 0661.23

videos. Thus, there is a prominent need for research to evolve an efficient opti-
mization technique for solving the objective function in connection to object-based
surveillance video synopsis.
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Table 3 Comparative statistical analysis of various optimization techniques

Statistical measures

Optimization
techniques

Best (×103) Mean
(×103)

Worst(×103) Standard
deviation
(×103)

Average
execution
time (s)

Video-1 SA 00011.19 00014.30 00019.39 0002.86 0202.69

NSGA II 00010.73 00015.02 00020.94 0004.33 0045.63

CA 00006.76 00011.98 00017.12 0003.71 0022.50

TLBO 00010.73 00012.48 00014.40 0001.53 0096.52

GWO 00010.92 00014.45 00019.50 0005.69 0081.29

FOA 00012.47 00016.07 00025.25 0005.23 0593.03

JAYA 00010.73 00014.30 00020.43 0003.57 0044.68

Elitist-JAYA 00010.69 00013.86 00018.95 0003.32 0092.18

SAMP-
JAYA

00010.65 00013.77 00017.43 0003.24 0094.54

Video-2 SA 00172.90 00276.80 00364.36 0054.02 0117.81

NSGA II 00423.01 00454.01 00583.30 0041.11 0032.96

CA 00220.38 00338.00 00456.70 0111.37 0013.63

TLBO 00423.01 00424.83 00440.89 0005.64 0051.94

GWO 00189.62 00423.82 00435.38 0029.84 0047.49

FOA 00452.87 00469.86 00487.71 0014.20 0228.29

JAYA 00423.01 00426.61 00442.68 0007.64 0026.55

Elitist-JAYA 00423.05 00430.07 00438.69 0007.25 0054.45

SAMP-
JAYA

00423.02 00428.03 00436.75 0007.12 0053.78

Video-3 SA 00004.08 00009.18 00018.78 0005.45 1150.33

NSGA II 00221.10 00303.37 00454.78 0069.52 0270.13

CA 00029.44 00121.61 00250.80 0080.39 0105.65

TLBO 00224.78 00298.06 00341.17 0037.12 0508.85

GWO 00012.85 00015.71 0019.58 0021.31 0372.59

FOA 00339.48 00569.37 00799.93 0066.82 1267.43

JAYA 00131.87 00226.47 00389.91 0089.27 0259.01

Elitist-JAYA 00005.51 00018.47 00023.76 0011.54 0503.81

SAMP-
JAYA

00008.41 00025.87 00052.65 0032.59 0509.32

Video-4 SA 12156.40 17750.41 22076.02 2886.88 1033.79

NSGA II 62337.65 68689.44 72483.18 2913.78 0250.90

CA 47895.00 56131.40 66194.00 5197.50 0233.99

TLBO 65356.36 68308.66 69779.14 1223.55 0451.72

GWO 35482.67 36219.17 41296.73 1594.25 0297.17

FOA 72483.00 79103.50 85724.00 2518.58 1950.40

JAYA 61885.00 66565.01 69183.41 2315.49 0114.43

Elitist-JAYA 28570.00 36466.50 44363.00 0206.54 0903.82

SAMP-
JAYA

06162.77 06487.64 06923.66 0235.23 0929.89
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Fig. 3 Comparison of convergence characteristics for various optimization techniques (SA,
NSGAII, CA, TLBO, GWO, FOA, JAYA, Elitist-JAYA, and SAMP-JAYA) applied to a Video-
1 b Video-2 c Video-3 d Video-4

4 Conclusion

Video synopsis has competently proven itself in summarizing long-duration surveil-
lance videos for easy and quick browsing and investigations. The central module,
optimization framework, and energy minimization are controlling the outcome, i.e.,
the synopsis video. From this study, it is observed that the existing meta-heuristic
techniques are unable to minimize the energy consistently, though they are widely
employed in minimizing the energy for video synopsis generation. Thus, there is a
crisis need of an efficient and consistent optimization algorithm, which specifically
addresses the said problem.
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