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Foreword

I am delighted to endorse the book entitled Pathogenicity and Drug Resistance of
Human Pathogens: Mechanisms and Novel Approaches being published by
Springer Nature. The book carries the latest research and developments with focus
on the recent advancements and modern trends in the field of human infectious
diseases. The book is an integrated approach to widely disseminate the current
research topics and frontier areas of human infections when the problem of antimi-
crobial resistance has surfaced alarmingly around the globe.

I am delighted to see that this book covers four human pathogens sectioned as
Bacterial, Fungal, Protozoal, and Viral infectious diseases which are the major cause
of human infections. I appreciate the efforts taken up by Drs. Saif Hameed and
Zeeshan Fatima, young faculty members of Amity University Haryana working in
the area of infectious diseases since a decade. Encouragingly, editors have success-
fully managed to assemble chapters from eminent veterans working in diverse areas
of infectious microbes and touching upon most of the perceivable title points that
provide completeness of the offering they made.

The book will also provide an opportunity to the students, faculty, research
scholars, and policy makers to gain the knowledge and plan their prospective
research. This piece of work is timely and an important addition in the human
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resource that will address the issue of antimicrobial resistance for the betterment of
human health nationally and internationally.

“A step toward Swasth Bharat”

I wish the book a great success in the field.

(Rakesh Bhatnagar)
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Foreword

Hosts and pathogens have coevolved over millions of years, and with the passage of
time, bacteria have modified their machinery to further improve the virulence
mechanisms to target host defense systems. Multidisciplinary approaches have
produced a plethora of new data for antibacterial therapy. This book represents a
collection of chapters authored by domain experts who have summarized the most
important mechanisms and novel approaches involved in the pathogenicity and drug
resistance of human pathogens.

The chapters are categorized into five sections: Pathogenicity and Drug Resis-
tance in Mycobacterium tuberculosis, Candida Infections and Therapeutic
Strategies, Malaria Parasite Biology, Emerging Viral Diseases, and Translational
Research Involving Human Microbes. The topics and their sequence of appearance
present a logical framework for the readers to appreciate the strategies bacteria
employ at the cellular level. Defensive virulence mechanisms that pathogens have
adopted to survive within a multicellular host and therapies that have been used to
target bacteria and their virulence mechanisms have been elaborated. Furthermore,
the authors have comprehensively described the most relevant and updated informa-
tion on molecular features of pathogenesis, the understanding of host-microbe
interactions and microbial communities and how they can be exploited to develop
new therapeutic strategies, the current and future perspective of nano-biotechnology
to combat bacterial pathogenesis, and the novel drug targets.

This book also includes the effect of antimicrobial resistance on bacterial viru-
lence and host fitness and covers the relationship between virulence and resistance,
the different genetic mechanisms and how immune responses are modulated by host
factors, and the role of ecological niche.

This book not only presents a compilation of articles on resistance and virulence
but also potential therapeutic consequences, including new antimicrobials and

Prof. (Dr.) Seyed E. Hasnain
Professor, JH Institute of Molecular Medicine, and
Vice Chancellor, Jamia Hamdard,
New Delhi, India
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natural compounds. Moreover, each chapter provides an informative review and
offers comments on modification of current therapies to further stop the infection
process.

The authors deserve to be complimented for bringing out this volume which will
be useful for students, clinical scientists, and particularly those looking for new ideas
to counter emerging problems of drug resistance.

Seyed E. Hasnain
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Preface

“Drug resistant infection threatens end of the road for antibiotics with the prospect of
moving towards post-antibiotic era.”

Alexander Fleming, the scientist who discovered penicillin, himself shared his vision
as a cautionary tale when collecting the Nobel Prize for his seminal work in 1945,
predicting a time when antibiotics could become less useful due to frequent or
improper use. Mankind has fought a long way in pursuit of diagnostics and thera-
peutics of diseases since antiquity. Several breakthrough attempts in researches have
been made in the last couple of centuries. Since then, even the most dreadful diseases
are not without some hope of cure today due to development of modern researches
that allows efficient therapeutics. However, according to the WHO fact sheet, “Many
of the medical breakthroughs of the last century could be lost through the spread of
antimicrobial resistance.” The book Pathogenicity and Drug Resistance of Human
Pathogens: Mechanisms and Novel Approaches comprises topics pertaining to the
advancements in the field of infectious disease research. Infectious diseases with
emergence of drug resistance are thorn in the flesh before the scientific community
since ages and have claimed enormous number of lives around the globe falling short
of therapeutics. This book is therefore committed to give an overview of state of
the art as well as upcoming trends to promote discussion about scientific, technolog-
ical, or educational advances related to infectious diseases against pathogenic
microbes. The book is comprehensive in scope and concise in approach to ensure
vital information pertaining to the advancements and current researches related to
human pathogens. Collectively, 20 chapters in the book cover 4 pathogens compris-
ing bacterial, fungal, protozoal, and viral infectious diseases which are the major
cause of human pathophysiology. It is a systematic compilation of four classes of
microbes at a single platform that summarizes microbial pathogenesis, drug resis-
tance, diagnostics, vaccines, and novel therapeutic aspects of various microbial life-
threatening diseases. The contributors are stalwarts and eminent veterans working
in diverse areas of infectious microbes from various research institutes and
universities.
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The first section covers the dreadful disease, tuberculosis, which is among the top
ten causes of death worldwide. Multidrug-resistant TB (MDR-TB) remains a public
health crisis and a health security threat. Ending the TB epidemic by 2030 is among
the health targets of sustainable development goals of the WHO. Invasive fungal
infections (IFI) particularly caused by Candida spp. are another major cause of
mortality (fourth most common) in hospital-acquired infections. Thus, the second
section deals with diagnosis and treatment strategies of Candida-mediated IFI.
Similarly, malaria is another life-threatening disease caused by protozoan parasites
transmitted through bites of female anopheles mosquitoes. The disease although is
curable and preventable still attracts about 28% of the research funding according to
the WHO and thus forms the basis of the third section of this book. The following
section deals with some critical viral diseases such as hepatitis and Ebola. Hepatitis
C in particular is a liver disease which can cause both acute and chronic diseases
even leading to liver cirrhosis or liver cancer. About 75% of the viral carriers are
found in Asia Pacific region, thus representing significant occupational hazard for
health workers. Likewise, Ebola viral disease formerly known as Ebola hemorrhagic
fever is a rare but severe and often fatal illness in humans. Additionally, in this
section, we have included a special chapter on “prions” from an eminent contributor
that focuses on various aspects of human prion diseases including epidemiology,
clinical features, pathogenesis, treatment, and prevention. The last section in partic-
ular deals with thematic issues integrating vast areas of biotechnology. For instance,
chapters pertaining to antimicrobials derived from microbes itself. We have chapter
highlighting the significance of human microbiome and its homeostasis and how
nanobiotechnology could be beneficial in combating microbial pathogenesis.

The book intends to bridge between advances across broad range of cutting-edge
research and application-based domain. It will provide a forum to foster academic
exchange among researches across different fields of microbial research. The
chapters are presented in an impeccable manner to update and provide comprehen-
sive knowledge. They are gated not only to the researchers but to help the physician,
medical student, and nurse practitioner to understand, diagnose, and treat common
infectious diseases and also shall serve interest for the public health. The recent
explosion in infectious diseases is accelerating the pace of research and development
in all areas of medical sciences. Thus, the aim and scope of this book is to clearly
illustrate ideas on diverse ongoing researches in the field of infectious diseases and
current scenario across a wide subject spectrum.

We are grateful for the blessings and constant motivation from Dr. Ashok
K. Chauhan, President RBEF, and Dr. Aseem K. Chauhan, Additional President
RBEF and Chancellor, Amity University Haryana (AUH) and Amity University
Rajasthan (AUR). Sincere thanks to Dr. P.B. Sharma, VC, AUH; Maj. Gen.
B.S. Suhag, DVC, AUH; and Dr. Padmakali Banerjee, PVC, AUH for their overall
support to enhance our academic rigor. We are grateful to our esteemed contributors
for their worthy and timely contributions without which this compilation would not
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become a ready reference for the researchers in this field. Patience and support
during the manuscript preparation from Dr. Bhavik Sawhney, Springer Nature, is
deeply acknowledged. Last but not the least, we feel privileged and proud to dedicate
this piece of work to our mentor Prof. Rajendra Prasad, a scholar of scientific
aptitudes, administrative qualities, and amiable disposition. We are sincerely grateful
to him for his guidance both professionally and even personally.

Saif Hameed
Zeeshan Fatima
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Part I

Pathogenicity and Drug Resistance
in Mycobacterium tuberculosis



Molecular Basis of Drug Resistance
in Mycobacteria

Vishwa Mohan Katoch

Abstract
Currently, about two dozen drugs belonging to 15 classes are being used to treat
tuberculosis, leprosy, and various nontuberculous mycobacterial diseases. Over
the years, wealth of information has accumulated on molecular targets and their
alterations related to the mechanisms of susceptibility/resistance to these
antimycobacterial drugs. Intrinsic mechanism(s) involving permeability, expres-
sion of various enzymes, and efflux pumps appear relevant for isoniazid (INH),
ethambutol (EMB), fluroquinolones (FQs), macrolides, and tetracyclines (TET).
Important gene targets/loci identified for susceptibility/resistance to various
antimycobacterial drugs include, Rifampicin resistance-determining (RRD)
region of rpoB for Rifampicin; katG, inhA, kasA, ndh, oxyR-ahpC, furA-katG,
dfrA, mabAfor INH; inhA promoter, katG, ethA, ethR, mshA, ndh, inhA for
Ethionamide/Prothionamide; pncA gene or upstream, RpsA and pyrazinoic acid
(POA) efflux for Pyrazinamide; embB, embC for Ethambutol; ribosomal protein
S12/16S rRNA. gidB locus, 50 untranslated region of the transcriptional activator
whiB7, eis (Rv2416c) and tap (Rv1258c)) for various aminoglycosides; interface
involving 23S rRNA helix 69 and 16S rRNA helix, tlyA, rrs for cyclic peptide
antibiotics; rv0678, MmpL5, MAB 2299c, MAB 1483, and MAB 0540 for
clofazimine; atpE, mmpR for bedaquiline; upregulation of Mmpl5 for cross
resistance between clofazimine and bedaqquiline; Gly81Ser and Gly81Asp for
delaminid; byrrl, rplC and rrl genes, 23S rRNA, rplD, efflux pumps lmrS and
MmpL9for linezolid; 16 different gene targets for cycloserine; gyrA, gyrBfor
FQs; 23S rRNA gene, erm 39, hemerythin-like protein for macrolides; FolP1 for
sulphones; thyA gene, folC for p-aminosalicylic acid PAS; L,D-transpeptidases
for beta lactam antibioticsand for Tetracyclines -Tet M determinant which codes

V. M. Katoch (*)
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for a ribosomal protection protein and Tet B efflux determinant, WhiB7-
independent tetracycline-inactivating monooxygenase, MabTetX (MAB1496c)
have been shown to be important. Despite this vast information, understanding
appears to be incomplete for most of these agents.

Keywords
Molecular mechanisms · Antimycobacterial drugs · Resistance · Gene targets

Mycobacteria are a large family of members having pathogenicity characteristics
raging from obligatory pathogens such as M.tuberculosis (Mtb), M.leprae to several
opportunistic pathogens and mostly those species/subspecies still recognized as
saprophytes present in the soil, water and environment. Of the more than 212 spe-
cies/subspecies of mycobacteria reported so far [1], hardly one-fourth have been
known to cause disease in humans and other animals [2]; others are mainly
saprophytes. Mycobacteria other than M. tuberculosis and M. leprae are popularly
known as nontuberculous mycobacteria (NTMs). These NTMs are broadly classified
into slow and rapid growing mycobacteria which is a therapeutically meaningful
grouping. While rapidly growing mycobacteria (RGM) can be treated with
antibiotics commonly used to treat other pyogenic infections, the treatment for
slow-growing mycobacteria is often long and faces challenges such as persistence
and drug resistance. Drugs described to be effective against M. leprae/
M. lepromatosis are rifampicin (RIF), dapsone (DDS), clofazimine (CLF),
clarithromycin (CLA), and fluoroquinolones such as ofloxacin and moxifloxacin
[3, 4]. For drug-sensitive tuberculosis, also RIF remains a core drug, to be combined
with isoniazid (INH), ethambutol (EMB), and pyrazinamide (PZA) [5]. There are
several others used as second-line drugs which include aminoglycosides (strepto-
mycin, kanamycin, amikacin, etc.), quinolones (levofloxacin and moxifloxacin),
linezolid, PAS, CLF, ethionamide (ETH)/prothionamide (PTH), etc. New drugs
such as bedaquiline and delaminid have recently appeared on the horizon to treat
drug-resistant tuberculosis [5, 6]. As per the latest WHO guidelines [6], the drugs
recommended for treatment of drug-resistant TB are levofloxacin (Lfx)/
moxifloxacin (Mfx), bedaquiline (Bdq), and linezolid (Lzd) (group A); clofazimine
(CLF/Cfz) and cycloserine (Cs)/terizidone (Trd) (group B); and ethambutol
(EMB/E), delaminid (Dlm), pyrazinamide (PZA/Z), imipenem-cilastatin
(Ipm-Cln)/meropenem (Mpm), amikacin(Am)/streptomycin (S), ethionamide
(Eto)/prothionamide (Pto/PTH), and p-aminosalicylic acid (PAS) (group C); all
group A drugs plus one of group B are recommended to be included in MDR-TB
regimens. Group C drugs are to be included if drugs from group A and B cannot be
used for some reason (WHO 2019). For NTM, RIF, rifabutin, CLF, amikacin,
linezolid, new-generation macrolides (azithromycin/clarithromycin), and quinolones
are recommended to treat infections due to slow-growing mycobacteria, whereas
tetracyclines (doxycycline and minocycline), sulphonamides, cephalosporins, and
macrolides like azithromycin/clarithromycin are commonly used to treat infections
due to rapidly growing mycobacteria [2, 7].
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Historically, chemotherapeutic agents as well as antibiotics active against tuber-
culosis started becoming available in the 1940s. Soon after, drug resistance was also
reported and has progressively become a barrier to treat all cases effectively.
Because of this challenge, the efforts to understand the mechanism(s) of susceptibil-
ity/resistance in mycobacteria have gained priority. Studies on mechanisms have
addressed the issues such as penetration of that particular drug to its site of action,
conversion of drug to its active form, interference of drug/or its active ingredient of
sensitive enzyme/protein, secondary effects which result from the effect of drug on
its primary sites, bacteriostatic/bactericidal action, tertiary effects, inactivation of
drug by bacteria, and irrelevant effects of drug on the organism [8]. Drug resistance
in mycobacteria may be to one agent (mono-resistance), to two or more
(polyresistance), to combinations of Rifampicin and Isoniazid (referred to as multi-
drug resistance, MDR), Extensively drug-resistant (XDR) TB is resistant to the most
effective second-line therapeutic drugs used commonly to treat MDR TB:
fluoroquinolones and at least one of three injectable second-line drugs used to treat
TB (amikacin, kanamycin, or capreomycin) and total resistance. Definitions are
likely to be modified as drugs like kanamycin/capreomycin are no longer listed in
the new list for DR TB [6].

In the earlier years, mechanistic studies for drug action were mainly focused on
levels and activities of enzymes, proteins, and lipids [8]. That knowledge is impor-
tant and will ever remain relevant. During the last 25 years, rapid advances have
been made in understanding the molecular basis of action of drug resistance in
mycobacteria. The knowledge generated on molecular mechanisms of resistance in
Mycobacterium tuberculosis has been reviewed by [9–14]. Flandrois et al. [15] have
developed a structured data base (MUBII-TB-DB) of the mutations occurring at
seven loci of major therapeutic relevance in tuberculosis management. This system
also provides interpretation of the mutations in biological and therapeutic terms and
has scope to evolve further by the addition of newly described mutations. In another
significant development [16], the Relational Sequencing TB Data Platform
(ReSeqTB) consortium has critically reviewed and published a comprehensive list
of globally prevalent mutations based on the strength of their association with drug
resistance. Such studies in the case of Mycobacterium leprae are limited and quite
fragmented in case of other NTMs.

There have been quite a few interesting publications on molecular evolution of
drug resistance in mycobacteria including M. tuberculosis. Most of the studies have
observed that drug resistance has evolved locally over a long period of history. The
first whole genome-based analysis of the emergence of drug resistance among
clinical isolates of M. tuberculosis [17] showed that the ancestral precursor of the
LAM4 XDR outbreak strain in Tugela Ferry gained mutations to first-line drugs at
the beginning of the antibiotic era. The restricted international transmission of drug-
resistant TB suggests that containment efforts at the level of individual countries/
regions are likely successful and should receive priority [18]. Studies on the
coevolving groups published by Vats and Shanker [19] have provided an important
approach toward finding solutions of multidrug resistance problem through coevo-
lution analysis of proteins which in turn may help to develop new drug regimen
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(s) against pathogens includingM. tuberculosis.Mioto et al. [20] have carried out an
exhaustive genotype-phenotype correlation analysis as a part of a comprehensive
systematic review to develop a standardized analytical approach for interpreting
resistance- associated mutations for rifampicin, isoniazid, ofloxacin/levofloxacin,
moxifloxacin, amikacin, kanamycin, capreomycin, streptomycin, ethionamide/
prothionamide, and pyrazinamide. Mutation frequencies in resistant and susceptible
isolates in this analysis were calculated using novel statistical measures to classify
mutations as high, moderate, minimal, or indeterminate confidence for predicting
resistance. It will be logical to conclude that messages from this data cannot be
generalized without carrying out actual in-depth studies on isolates from different
parts of the world.

Resistance Due to Common Mechanisms like Permeability
and Efflux Pumps

Mycobacteria like other unicellular organisms possess a variety of efflux pumps with
important physiological roles to pump out toxic metabolites/any other substances
that will be inimical to their survival. Kashyap et al. [21] have focused on intrinsic
mechanism(s) of bacterial drug resistance via expression of various enzymes and
efflux pumps that are responsible for the loss of activity of the therapeutic agents.
Nasiri et al. [22] have also published a comprehensive review of intrinsic
mechanisms associated with or responsible for drug resistance in mycobacteria.

Several investigators have investigated the role of efflux pumps in drug resistance
in mycobacteria. Gupta et al. [23] observed increased activities of other eight efflux
pump genes (Rv1819, Rv2209, Rv2459, Rv2477c, Rv2688, Rv2846, Rv2994, and
Rv3728) in multidrug-resistant isolates. After confirmation of differential expression
of these genes by real-time reverse transcription polymerase chain reaction, it was
observed that a simultaneous overexpression of efflux pump genes Rv2459, Rv3728,
and Rv3065 was associated with resistance to the combination of isoniazid and
ethambutol [24]. Overexpression of two of these genes (Rv2477 and Rv2209) has
also been observed with ofloxacin stress inM. tuberculosis. Singh et al. [25] reported
the involvement of active efflux pumps of both major facilitator super family (MFS)
family (inhibited by CCCP and DNP) and ATP-binding cassette (ABC) transporters
(inhibited by verapamil) in the development of OFL resistance in M. tuberculosis
isolates. Coelho et al. [26] using the approach of detection of active efflux by real-
time fluorometry showed that all strains presented intrinsic efflux activity that
contributes to the overall resistance which can be inhibited in the presence of the
EIs. Sandhu and Akhter [27] proposed a ligand-binding mechanism responsible for
peristaltic movements in the channels leading to the drug efflux.
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Molecular Mechanism(s) Associated with/Contributing
to Resistance Against Different Groups of Antimycobacterial
Drugs

The molecular mechanism(s) identified to be responsible for/contributing to resis-
tance in M. tuberculosis,M. leprae, and several clinically important nontuberculous
mycobacteria (NTM) against different important groups of antimycobacterial drugs
are summarized below.

Rifamycins

Rifampicin (RIF), a semisynthetic rifamycin derivative of naturally occurring anti-
biotic rifamycin B, was introduced in 1972 as an antituberculosis agent [14]. While
mycobacteria in general are susceptible to RIF, susceptibility varies among different
species as well as within the same species and has been ascribed to penetration of
drug into bacteria rather than to variation in sensitivity to RNA polymerase [8]. The
mode of action of RIF in M. tuberculosis is by binding to the β-subunit of the RNA
polymerase, inhibiting the elongation of messenger RNA [28]. It has been observed
that in more than 95% ofM. tuberculosis isolates resistant to RIF, there are mutations
in the so-called hotspot region of 81-bp spanning codons 507–533 of the rpoB gene.
This region is also known as the rifampicin resistance-determining (RRD) region
[10]. Siddiqi et al. [29] have also reported several novel mutations in the rpo beta
locus in Mtb strains from different parts of India. In majority of the studies,
mutations in codons 516, 526, and 531 have been observed to be commonly
associated with RIF resistance [11].

Srivastava et al. [30] have observed that isolates of M. tuberculosis resistant at
10 and 40 μg/ml had either D516V, H526Y mutations or unknown mutations. Most
(85.71%) isolates resistant at clinically relevant levels (64,128 μg/ml) exhibited
double, triple, or more “R”-type mutations (R(2(D516V)), R(4a(H526Y)), R(4b
(H526D)), R(5(S531L))) as well as unknown mutations. In some other studies also
mutations in some codons (e.g., 518 or 529) have been associated with low-level
resistance to rifampicin, but those strains are still susceptible to other rifamycins,
such as rifabutin or rifalazil [31, 32]. Mutations in codon 531 have been observed to
be important in recent Indian studies as well [33]. It has been observed that upon RIF
binding, the S531L mutant exhibits a disordering of the RIF-binding interface,
which effectively reduces the RIF affinity. In contrast, the H526Y mutation reshapes
the RIF-binding pocket, generating significant steric conflicts that essentially prevent
any RIF binding [34]. Another study has emphasized the role of acquisition of
compensatory mutations in rpoA and rpoC, encoding the α and β0 subunits of
RNA polymerase, in rifampicin-resistant strains with mutations in rpoB [35].
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Leprosy

Rifampicin is a very important drug for treatment of leprosy as well, and develop-
ment of resistance to RIF in leprosy is a matter of grave concern. Honore and Cole
[36] concluded that the RIF resistance in lepromatous leprosy cases who had
received RIF monotherapy was due to mutations in the rpoB gene which encodes
for beta subunit of RNA polymerase of the Mycobacterium leprae. Williams et al.
[37] also studied the molecular mechanisms of rifampin resistance in M. leprae,
Mycobacterium avium, and Mycobacterium africanum and observed that mutations
in the rpoB gene similar to that documented forM. tuberculosis were associated with
rifampicin resistance in these species as well. Cambau et al. [38] reported mutations
in rpoB locus of M.leprae from biopsies from relapse cases. Zhang et al. [39]
reported that a missense mutation at codon 516 in the rpoB gene of Mycobacterium
leprae conferred rifampin resistance. Vedithi et al. [40] have again concluded that
the presence of point mutations within the rifampin resistance-determining (RRD)
regions of rpoB gene plays a vital role in conferring resistance to RIF in leprosy.
Hasanoor Reja et al. [41] have observed that missense mutation in CAC codon
brings about a glutamic acid to histidine change in the amino acid sequence of RNA
polymerase beta subunit at the position 442 (Glu442His), a region specific for
rifampicin interaction, and this might be responsible for unresponsiveness to RIF.
Mutations have also been reported outside the RRD region of M. leprae [42]. This
study also reported that M. leprae strain having the new mutation at codon
442 Gln-His was found to be sensitive to all the three drugs; however, strains having
additional mutations at 424 Val-Gly and 438 Gln-Val were resistant to RIF by mouse
foot pad (MFP) assay. Recent data from WHO Antimicrobial Resistance Surveil-
lance network has provided a global perspective of mutations present across the
world [43].

NTM

Rifampicin is also an effective antimycobacterial drug against several
nontuberculous mycobacteria including M. kansasii [2, 7]. As discussed in the
preceding paragraph, molecular mechanism(s) of resistance in NTM also appear to
be similar to M. tuberculosis and M. leprae [37]. In another study, all mutations
detected (in codons 513, 526, and 531) of M. kansasii were the same as those
previously described in rifampin-resistant M. tuberculosis isolates [44].

Rifamycin Congeners

As resistance mechanisms found in clinical settings may also occur in natural
environments, Peek et al. [45] have postulated that bacteria could have evolved to
produce rifamycin congeners active against clinically relevant resistance
phenotypes. These authors surveyed soil metagenomes and identified a tailoring
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enzyme-rich family of gene clusters encoding biosynthesis of rifamycin congeners
(kanglemycins, Kangs) with potent in vivo and in vitro activity against the most
common clinically relevant RifR mutations. Unlike Rifs, Kangs function through a
mechanism that includes interfering with 50-initiating substrate binding [45]. These
observations seem to have great significance for identifying alternate sites/
compounds to combat resistance against rifamycin compounds.

Isoniazid (INH)

Isoniazid (INH) is a central component of drug regimens used worldwide to treat
tuberculosis. The antimycobacterial activity of INH was discovered in 1952, and
almost as soon as its activity was published, the INH-resistant Mycobacterium
tuberculosis strains were also identified. INH and its structural analog and second-
line anti-TB drug ethionamide (ETH) are prodrugs. INH is activated by the catalase-
peroxidase KatG, while ETH is activated by the monooxygenase EthA.

Various studies from 1954 onward [8, 46, 47] show that catalase-peroxidase(s)
possessed by mycobacteria have crucial role in susceptibility/resistance to INH. Loss
of this catalase activity due to a single mutation step has been observed to be linked
to emergence of resistance to INH. It has been interpreted that this plays a role in its
conversion to active drug and effect of mycolic acid biosynthesis [8].

It is widely recognized that the major mechanism of INH resistance is mutation in
katG, encoding the activator of INH. Various studies have also identified resistance-
associated mutations in katG, inhA, kasA, ndh, and the oxyR-ahpC intergenic
region. Single nucleotide polymorphisms in other genes in isoniazid-resistant clini-
cal isolates of M. tuberculosis, including kasA and the oxyR-ahpC and furA-katG
intergenic regions, have also been reported [48]. In the review by [48], more than
75% of all INH-resistant isolates were observed to have a mutation in the katG gene.
One specific KatG variant, S315T, has been reported to be present in most of
INH-resistant clinical isolates of M. tuberculosis. The identification of a mutation
in the katG gene of some of the clinical isolates showed four mutations, i.e., C1061T,
G1261 A, G1388T, and G2161A, which correspond to the amino acid substitutions
T354I, G421S, R463L, and V721M, respectively [49]. Ramasubban et al. [50] have
reported that His276Met, Gln295His, and Ser315Thr mutations in the katG gene
result in decreased stability and flexibility of the protein at INH-binding residues
leading to impaired enzyme function.

The second important mechanism of INH resistance has been ascribed to muta-
tion in the promoter region of inhA (c-15t), which results in inhA overexpression.
Mutations in the inhA open reading frame and promoter region have been observed
to be important mechanism of resistance to ETH, found more often in ETH-resistant
clinical isolates than mutations in the activator of ETH. Besides this other
mechanisms of resistance to INH and ETH include expression changes of the
drugs’ activators, redox alteration, drug inactivation, and efflux pump
activation [51].
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While mutations of the katG gene in M. tuberculosis have been identified as a
major INH resistance mechanism, several other responsible genes/loci incriminated,
yet the molecular basis for the resistance is unclear in 10–20% INH-resistant clinical
isolates [49, 52]. Efflux pump-like mechanisms may be contributing partially as
observed by [24], who reported that increased transcription of jefA also leads to
increased resistance to ethambutol and isoniazid inM. tuberculosis via efflux pump-
like mechanism.

Mutations in dfrA gene have also been linked with INH resistance; however,
results are variable. It has also been observed that isoniazid-NADP adduct causes
inhibition of the dihydrofolate reductase (DfrA) in M. tuberculosis, which led to
thinking that mutations in dfrA may be possibly playing a role in resistance to INH
[53]. However, others have failed to identify any mutation in dfrA associated with
resistance to isoniazid [54].

Mutations in mabA [55], G279D mutant types [56], and several other novel loci
[52] and novel mutations in KatG [50] have also been linked to INH resistance. As
multiple mechanisms have been reported to be contributing to development of INH
resistance in M. tuberculosis, their overall clinical significance needs to be deter-
mined by multicentric studies.

Ethionamide/Prothionamide

Ethionamide (ETH) and prothionamide (PTH) are thioamide drugs having structure
resembling INH. Both are useful second-line antituberculosis drugs. They are
bactericidal and act by inhibition of mycolic acid through specific action on inhA
product enoyl-acyl carrier protein reductase. A systematic review published by [57]
concludes that efficacy of both is similar with some studies showing PTH to be
slightly better. Initially it was reported that the action of ETH is similar to INH
[58]. However, notable distinction was observed by lack of cross resistance, and
strains resistant to ETH were observed to be sensitive to INH and vice versa [59]. In
most of the isolates, resistance to INH and ETH has been explained by mutations in
the inhA promoter and in other genes including katG, ethA, ethR, mshA, ndh, and
inhA [60]. A significant proportion of ETH-susceptible MDR-TB isolates also
harbor mutations in katG; some show mutation in ethA, mshA, and inhA
[60]. These studies as well as others discussed in the section on INH show that
common and distinct molecular resistance mechanisms exist for INH and ETH/PTH.

Pyrazinamide (PZA)

Pyrazinamide (PZA) is a valuable anti-TB drug which also acts against persister/
dormant bacilli. PZA has been thought to act after its conversion to pyrazinoic acid
by bacilli possessing particular amidase [61]. Despite initial success, its exact
mechanism remained unclear even after 25 years after that [8]. With the application
of sequencing techniques, wealth of data on mutations associated with resistance to
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PZA has been generated. Scorpio and Zhang [62] reported that transformation of
PZA-resistant strains with a functional pncA gene restored PZase activity and PZA
susceptibility. In other studies also mutations in the pyrazinamidase (PZAse)
encoding gene, pncA, have been observed to be the main cause of pyrazinamide
(PZA) resistance in Mycobacterium tuberculosis [63, 64]. In silico models [65]
provided interesting explanation for the binding interaction of PZA with PZase.
Singh et al. [63] reviewed the mechanisms of PZA resistance and concluded that
majority (72–97%) of PZA-resistant isolates of M. tuberculosis exhibit mutations in
their pncA gene or upstream area leading to loss of PZase activity. A wide diversity
of pncA mutations scattered along the entire length of pncA gene have been linked to
PZA resistance by Huy et al. [66]. However, PZA-resistant isolates with normal
PZase activity and wild-type pncA sequences have also been reported in several
studies which indicate that alternate mechanisms of PZA resistance exist. Yang et al.
[67] have observed that PZA resistance is associated with RpsA mutations.

Another important observation is that pyrazinoic acid (POA) efflux rate is the
basis of the PZA susceptibility, and its quantitative measurement by Wayne’s test
has been found to be a highly sensitive and specific predictor of PZA resistance.
Based on biological considerations, the POA efflux rate is directly determined by the
PZAse activity, the level of pncA expression, and the efficiency of the POA efflux
pump system. These results suggest that tests which rely on pncA mutations or
PZAse activity are likely to be less predictive of real PZA resistance than tests which
measure the rate of POA efflux [68]. More recently, [69] have identified several
efflux proteins involved in PZA resistance. It is thus clear that multiple molecular
mechanisms contribute to susceptibility/resistance to PZA in Mycobacterium
tuberculosis.

Ethambutol (EMB)

Ethambutol (EMB) was first introduced in the treatment of TB in 1966 and continues
to be part of the current first-line regimen to treat the disease. Ethambutol is
bacteriostatic against multiplying bacilli and is also useful to treat NTM disease
due to MAC, M. kansasii, M. marinum, and others. Initial studies in M. smegmatis
model showed that EMB causes declumping [70]. It was also observed to have effect
on lipid and cell wall of mycobacteria [71, 72], but exact role remained unclear for a
long period after that [8]. Takayama and Kilburn [73] showed that EMB interferes
with the biosynthesis of arabinogalactan in the cell wall. After publication of
important reports of EMB activity on cell wall lipids and arabinogalactan biosynthe-
sis, interesting data on genes associated with these pathways has also been reported
[74]. Ramaswamy et al. [75] observed that mostM. tuberculosis isolates (68%) with
resistance-associated mutations in a single gene had nucleotide changes in embB, a
gene encoding an arabinosyltransferase involved in cell wall biosynthesis. The
majority of these mutations resulted in amino acid replacements at position 306 or
406 of embB. Several other studies also show that phenotypic resistance to etham-
butol is only partly explained by mutations in the embB 306 codon [14, 76]. Overall

Molecular Basis of Drug Resistance in Mycobacteria 11



about 30% ethambutol-resistant strains do not have any mutation in embB indicating
the need to identify other possible mechanisms of resistance to this drug [14]. Jadaun
et al. [77] have reported that while embB306 mutations were commonly associated
with EMB resistance, mutation at codon 270 of the embC gene was also observed to
contribute to high-level EMB resistance in some Mtb isolates. Additional resistance-
conferring mutations have been reported in the embB gene at codons 354, 406, and
497 [78]. There is clearly a lot of scope for searching for other molecular
mechanisms for EMB resistance.

Aminoglycosides

Aminoglycosides have played a pivotal role in the treatment of tuberculosis and
other mycobacterial infections. These act on mycobacteria through common
mechanisms which are linked to penetration, anaerobiasis, effects linked to pH,
effects on protein synthesis by misreading of mRNA, antagonize the associationof
mRNA with ribosomal RNA subunits, inhibition of polypeptide synthesis and slow
down of chain elongation. These mechanisms have been described in different
reviews beginning from [79] to [8]. In the case of Mycobacterium tuberculosis, a
high degree of streptomycin resistance has been demonstrated to be ribosomal,
whereas low resistance appeared to be due to reduced penetrance [80, 81].

High level resistance to Streptomycin was long back reported to be due to
mutations in gene strA (rpsL), encoding a component of 30S ribosomal subunit
[82], mutation in this gene does not cause resistance to neomycin, kanamycin,
viomycin or capreomycin. While kanamycin and neomycin also bind to 30S subunit
of ribosomes, the sites are different. Kanamycin has little effect on streptomycin
binding to ribosomes [83]. High-level resistance to kanamycin and neomycin can
occur by single mutation step in nek gene, which does not result in resistance to
streptomycin but resistance to viomycin and capreomycin [82].

Finken et al. [84] have observed that mutations responsible for aminoglycoside
resistance either lead to amino acid changes in ribosomal protein S12 or alter the
primary structure of the 16S rRNA. The 16S rRNA region mutated perturbs, a
pseudoknot structure in a region which has been linked to ribosomal S12 protein.
Overall, mutations in rpsL and rrs have been observed to be responsible for strepto-
mycin resistance in 60–70% of Mtb isolates [14, 85], suggesting the need to search
for additional mechanisms of streptomycin resistance.

Over the years gidB locus has also emerged as another important gene associated
with streptomycin resistance. Okamoto et al. [86] were first to identify gidB as a new
streptomycin-resistant locus and uncovered a resistance mechanism that is mediated
by loss of a conserved m(7)G modification in 16S rRNA. Subsequently, [87]
reported microbiological evidence for the contribution of gidB in streptomycin
resistance. Afterward, [88] identified eight novel sense mutations and four novel
missense mutations in gidB.

Rominski et al. [89] reported that M. abscessus expresses two distinct AG
resistance determinants, AAC (20) and Eis2, which confer clinically relevant drug
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resistance. Viljoen et al. [90] observed that MmpLs contribute to streptomycin
resistance mechanisms in mycobacteria. There is need to investigate these
mechanisms in different clinically relevant mycobacteria before making any
projections on usefulness of these interesting observations.

Sharma et al. [91] using a proteomic analysis approach identified several proteins
differentially regulated in streptomycin (SM)-resistant isolates of M. tuberculosis.
These are encoded by several genes, namely, Rv0350, Rv0440, Rv1240, Rv3075c,
Rv2971, Rv3028c, Rv2145c, Rv2031c, and Rv0569. In silico docking analysis
showed significant interactions of SM with essential (Rv0350, Rv0440, and
Rv2971) and nonessential (Rv1240, Rv3075c, and Rv2031c) genes. The proteomic
analysis of M. tuberculosis isolates resistant to second-line drugs (Kanamycin and
Amikacin) showed that the genes/proteins involved in iron metabolism and the two
hypothetical proteins (Rv3867 and Rv3224) may be playing some role in
contributing resistance to second-line drugs [92].

Ahn and Kim [93] suggest that the Rv3168 mediates kanamycin resistance in
M. tuberculosis, likely through phosphotransferase targeting of kanamycin. Reeves
et al. [94] have also identified eight independent mutations in the 50 untranslated
region of the transcriptional activator whiB7 that confer low-level resistance to both
aminoglycosides. The mutations lead to 23- to 145-fold increases in whiB7
transcripts and subsequent increased expression of both eis (Rv2416c) and tap
(Rv1258c). Increased expression of eis confers kanamycin resistance in these
mutants, while increased expression of tap, which encodes an efflux pump, has
been associated with low-level streptomycin resistance.

Cyclic Peptide Antibiotics

Capreomycin and the structurally similar compound viomycin are cyclic peptide
antibiotics which are known to be active against Mycobacterium tuberculosis,
including multidrug-resistant strains. Maus et al. [95] have reported that mutation
of tlyA, encoding a putative rRNA methyltransferase, confers capreomycin resis-
tance. It has also been observed that mutation of the tlyA gene confers capreomycin
and viomycin resistance in Mycobacterium tuberculosis. Maus et al. [96] have also
studied the phenomenon of cross resistance among capreomycin, kanamycin,
amikacin, and viomycin. Mutations in the 16S rRNA gene (rrs) have been found
to be associated with resistance to each of the drugs. Three rrs mutations (A1401G,
C1402T, and G1484T) have been found to be linked with a particular pattern of cross
resistance.

Akbergenov et al. [97] investigated the mechanisms of action of capreomycin, a
cyclic peptide antibiotic, and viomycin, the first reported tuberactinomycin. Both of
these antibiotics bind across the ribosomal interface involving 23S rRNA helix
69 (H69) and 16S rRNA helix 44 (h44). The binding site of tuberactinomycins in
h44 partially overlaps with that of aminoglycosides, and they share with these drugs
the side effect of irreversible hearing loss also. Using the approach of site-directed
mutagenesis, [97] identified rRNA residues in h44 as the main determinants of
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phylogenetic selectivity of proposed mechanisms involved in tuberactinomycin
ototoxicity. These leads are important from the point of view of future developments
of better and less toxic antimycobacterial compounds.

Clofazimine (CLF)

Clofazimine (CLF), a riminophenazine compound, has a wide-spectrum
antimycobacterial activity [8]. It was originally discovered as an anti-TB drug in
experimental animals [98]. Due to its comparative less efficacy in human TB
probably due to its distribution pattern in various tissues and availability of more
potent antituberculosis agents subsequently, its use in TB did not gain wider
acceptance till emergence of drug-resistant TB. It has been observed that CLF has
affinity to lipid-rich tissues and also concentrates in cells of reticuloendothelial
system. Over the years, CLF became more important as anti-leprosy drug not only
for its anti-M. leprae activity, but it is a strong anti-reaction/anti-inflammatory drug
and is a key component of management of leprosy [3]. While initially CLF was
recommended to be part of multibacillary (MB) leprosy regimens [99], it was also
observed to reduce morbidity in paucibacillary (PB) leprosy, thus useful across the
spectrum of disease [100]. Latest WHO guidelines recommend a common CLF
containing regimen with different durations, 6 months for PB and 12 months for MB
leprosy [4]. CLF has also shown good activity against various NTMs including
MAC and M. kansasii [2]. It has also been found to be useful to treat drug-resistant
TB [6].

For a long time, there was very little understanding about its mode of action of
CLF except for the information of its binding to guanine residues of DNA
[101]. Only very recently important information has started becoming available.
Zhang et al. [103] have observed that 97% of CLF-resistant mutants had a mutation
in rv0678 encoding a transcription repressor for efflux pump MmpL5. Earlier
reported A202G mutation (S68G) in rv0678 occurred less frequently in this study.
The remaining 34 mutations were found to be scattered along the entire rv0678 gene.
Hartskkorn et al. [102] have observed mutations in Rv0678 with concomitant
upregulation of MmpL5 are responsible for CLF and bedaquiline resistance.
Zhang et al. [103] have also described two new genes (rv1979c and rv2535c)
associated with CLF resistance in strains without rv0678 mutations. Further, [104]
have reported that mutations in MAB 2299c, MAB 1483, and MAB 0540 are the
major mechanisms of CLF resistance in M. abscessus [104]. As whole genome
sequencing has become less expensive and more widely used, better understanding
of the molecular basis of CLF susceptibility/resistance in pathogenic mycobacteria
can be expected in the future.
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Bedaquiline (Bdq)

Since its discovery reported by Andries et al. [105], bedaquiline (Bdq) has emerged
as an important drug to treat MDR/XDR-TB. It is a diarylquinoline (earlier identifi-
cation TMC 207/R207910) which acts on mycobacterial ATP synthase. This drug is
active against M. tuberculosis and several other mycobacteria. It also inhibits ATP
synthase of non tuberculous rapid growing mycobacteria, the D29V or A64P
substitutions in atpE conferred high resistance, thus resolving the target of BDQ in
M. abscessus [106]. Bedaquiline acts by binding to the c-subunit in the membrane-
bound FO portion of the F1FO-adenosine triphosphate (ATP) synthase. Recent
observations related to the bactericidal effects of bedaquiline show that it is a potent
uncoupler of respiration-driven ATP synthesis [107]. A bedaquiline-containing
regimen eradicated persistent TB infections and completely prevented disease
relapse in mice [108]. This activity against persisters is very promising as this will
reduce the relapses. In the case of Mycobacterium xenopi, if the highly conserved
residue Ala63 is replaced by Met, this modification makes it resistant to
R207910 [109].

Various studies on M. tuberculosis isolates from Australia [110], India [111],
China [112], and Russia [113] showed that mutations in atpE were commonly
associated with Bdq resistance. Mutations in mmpR gene were also found to be
linked to high MIC to Bdq in Russian isolates [113]. Cross resistance between CLF
and Bdq has been observed to be a common problem as even strains from patients
not earlier exposed to these drugs have been observed to this cross resistance
([114, 115], Vilellas et al. 2018). Mutations at locus Rv0608 have been frequently
shown to be associated with CLF and Bdq cross resistance [102, 116–
118]. Hartskoorn et al. [102] observed that cross resistance between CLF and Bdq
occurs through upregulation of MmpL5 in Mtb along with mutations in transcription
regulator Rv0678. Ismail et al. [118] reported that while the Rv0678 RAVs were not
the dominant mechanism of CFZ resistance, the cross resistance was limited to
isolates with an Rv0678 mutation. In another study, point mutations or deletion of
MAB2299c was associated with the concomitant upregulation of the mmpS and
mmpL transcripts and accounted for this cross resistance [116]. Presence of
mutations in these target genes of a significant proportion of isolates even without
prior exposure to these drugs [114, 115] shows the need to search for alternate
mechanisms of developing such resistance/cross resistance involving Bdq.

Delaminid

Delaminid, earlier known as OPC 67683, is a derivate of nitro-hydro-
imidazoooxazole and has been demonstrated to be an inhibitor of mycolic acid
biosynthesis [14]. This compound was initially reported by Matsumoto et al. [119]
to be highly active against Mtb (sensitive as well as resistant isolates) in mouse
model. While this drug has also become a preferred drug to treat drug-resistant TB,
robust breakpoints still do not exist for bedaquiline and delamanid several years after
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their approval for human use [120]. There are few studies on molecular basis of
action/resistance to delaminid. Yang et al. [121] have observed that the Gly81Ser
and Gly81Asp mutations were associated with resistance to delamanid. On the other
hand, Fujiwara et al. [122] have reported delamanid-resistant bacilli have mutations
in one of the five genes in the F420-dependent bio-activation pathway with distinct
F420HPLC elution patterns.

Linezolid (LZD)

Linezolid (LZD) has become an important drug for the treatment of multidrug-
resistant tuberculosis (MDR-TB), infections due to NTMs, as well as other
pathogens. While significant information has become available about its inhibitory
effects on several organisms including Mtb, mechanisms of resistance to LZD are
not well understood. During the recent years, several important studies on molecular
mechanisms of resistance to LZD in Mycobacterium tuberculosis have been
published. Zhang et al. [123] have reported byrrl and rplC mutations in Mtb, later
being associated with high MICs. Ismail et al. [118] have reported mutations in the
rplC and rrl genes of LZD-resistant Mtb isolates. Zimenkov et al. [113] have
observed that mutations in 23S rRNA gene (g2294a and g2814t) and the C154R
substitution in ribosomal protein L3 are associated with LZD resistance. Wasserman
et al. [124] have observed that all isolates with phenotypic resistance studied by them
were associated with known resistance mutations, most frequently due to the T460C
substitution in rplC and rrl mutations such as G2814T, G2270C/T, and A2810C.

There are very few studies evaluating the mechanisms driving LZD resistance in
nontuberculous mycobacteria. Kim et al. [125] have reported that novel mutations
G2599A and A2137T in the 23S rRNA gene and mutations A439G and G443A in
the rplD gene are associated with LZD resistance in M. avium complex isolates. Ye
et al. [126] have reported higher transcriptional levels of efflux pumps lmrS and
mmpL9 in LZD-resistant isolates of M. abscessus and have suggested these as
potential target genes for further studies.

Cycloserine

D-cycloserine is a useful second-line drug against tuberculosis. This drug competi-
tively inhibits two enzymes which act consecutively: alanine racemase and
D-alanine synthetase [127]. It has also been found to inhibit the synthesis of
D-alanyl-D-alanine and of peptidoglycan in M. tuberculosis [128]. Till recently,
there was very little information about molecular basis of resistance to
D-cycloserine. Chen et al. [129] have identified mutations in 16 genes that are
associated with D-cycloserine resistance. Interestingly, these mutations were found
only in alr (rv3423c) encoding alanine racemase, but not in other known
D-cycloserine resistance-associated genes such as ddl, cycA, or ald. Significantly,
[129] have identified 13 new genes [rv0059, betP (rv0917), rv0221, rv1403c,
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rv1683, rv1726, gabD2 (rv1731), rv2749, sugI (rv3331), hisC2 (rv3772), the 50

intergenic region of rv3345c and rv1435c, and the 30 region of rv0759c] that had solo
mutations associated with D-cycloserine resistance. Desjardins et al. [130] have also
observed that loss-of-function mutations in ald (Rv2780), encoding L-alanine dehy-
drogenase, are associated with drug resistance. Chen et al. [129] also conclude that
the mechanisms of D-cycloserine resistance are more complex than previously
thought and involve genes participating in different cellular functions such as lipid
metabolism, methyltransferase, the stress response, and transport systems.

Terizidone (TRD)

Terizidone (TRD), a structural analogue of cycloserine, was reported to be useful in
treatment of pulmonary TB long back [131]. A meta-analysis published by Hwang
et al. [132] concludes that terizidone (TRD) may be better tolerated than cycloserine.
There is very few published literature regarding its mechanism(s) of action/
resistance.

Fluoroquinolones (FQs)

During the recent years, fluoroquinolones have emerged as important second-line
anti-TB agents, also important in the treatment of infections caused by NTMs and
also leprosy especially nonresponsive/resistant diseases. Choice of preferred FQs
has also rapidly evolved from Cipro, Oflo, Peflo, to moxifloxacin and levofloxacin.
Mode of action of FQs is by inhibition of topoisomerase II (DNA gyrase) and
topoisomerase IV which are important for viability and are encoded by gyrA,
gyrB, parC, and parE [14].

FQ Resistance in Mycobacterium tuberculosis

Over the years several mutations in gyrA such as Ala90-Val, Asp94-Gly/Tyr/Ala,
etc. and gyrB have been identified in Mtb that are commonly associated with FQ
resistance [133, 134]. It needs to remembered that several mutations like those at
position 95 of gyrA are mainly polymorphisms found in both sensitive and resistant
isolates [135]. Besides mutations, efflux pumps have also been observed to be
contributing significantly to FQ resistance in Mtb [25].

Pantel et al. [136] have demonstrated that the eight substitutions in GyrB
(D473N, P478A, R485H, S486F, A506G, A547V, G551R, and G559A), identified
in FQ-resistant clinical strains of M. tuberculosis isolated in France, could not be
implicated in FQ resistance. These results also underline that, as opposed to pheno-
typic FQ susceptibility testing, the DNA gyrase inhibition assay is the only way to
prove the role of a DNA gyrase mutation in FQ resistance. Therefore, the use of FQ
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in the treatment of tuberculosis (TB) patients should not be ruled out only on the
basis of the presence of mutations in gyrB.

FQ Resistance in M. leprae

There are several reports regarding the mutations in gyrA and gyrB loci ofM. leprae
isolated from human leprosy cases [37, 38, 42, 43, 137–139]. While mutations in
these loci have been identified and thought to be responsible for FQ resistance,
validation in mouse foot (MFP) assay has not been done in all cases. Veziris et al.
[139] observed that DNA gyrase mutation is not always synonymous of lack of
in vivo fluoroquinolone activity in M. leprae. These authors have also suggested
potential contribution of an amino acid substitution of Asp to Gly or Asn at position
95 to fluoroquinolone resistance. Maeda et al. [137] studied mutations in the
quinolone resistance-determining region of gyrA which were also reported for
quinolone-resistant mycobacteria. Only one case of quinolone resistance in leprosy
was reported, from Mali. One mutation (Ala!Val at position 91) was detected in
five isolates ofM. leprae, and another mutation (Gly!Cys at position 89) was found
as in quinolone-resistant M. tuberculosis. Cambau et al. [38] have reported gyrA
mutation in a MFP proven ofloxacin-resistant case. Nisha and Shanthi [140] have
recently reported that binding energy measurements obtained from molecular
docking studies suggest that hydrogen bond-mediated efficient binding of ofloxacin
to Asp47 in the native GyrA-DNA complex in comparison with that of the mutant
GyrA-DNA complex would be useful in explaining the mechanism(s) of FQ resis-
tance in Mycobacterium leprae.

Macrolides

Macrolides like azithromycin and clarithromycin are considered as important
antimycobacterial agents [2, 7]. Their activity is limited against M. tuberculosis
because of an intrinsic resistance due to the presence of a sequence encoding a
putative rRNA methyltransferase. The deduced protein is similar to Erm
methyltransferases, which confer macrolide-lincosamide-streptogramin (MLS)
resistance by methylation of 23S rRNA (named ErmMT). This resistance in Myco-
bacterium tuberculosis complex is a good example of a gene conferring resistance
by target modification [141]. Nash and Inderlied [142] have reported a link between
mutations within the 23S rRNA gene and clinically significant macrolide resistance
in M. avium. Jamal et al. [143] have suggested that most of the resistance in
M. avium-intracellulare complex (MAC) arose from the mutation in domain V of
the 23S rRNA gene; however, other unknown mechanisms evidently exist in
mycobacteria. Pfister et al. [144] have also observed that 23S rRNA A2058G
alteration mediates macrolide resistance. Nash et al. [145] have reported that erm
(39) is linked to macrolide resistance inM. fortuitum. Mougari et al. [146] have also
observed that acquisition of clarithromycin resistance inM. abscessus strains in their
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series was 100% mediated by structural changes in 50S subunit mutations.
Hemerythrin-like protein MSMEG3312 has also been observed to be involved in
macrolide resistance [147].

Sulphones

Dapsone (4,4-diaminodiphenylsulphone, DDS), a synthetic chemotherapeutic agent,
has been used in the treatment of leprosy for the last nearly seven decades. Another
sulphone acedapsone was tried earlier as chemoprophylactic against leprosy. Its
antibacterial activity is inhibited by para-aminobenzoate (PABA), because of this the
mechanism(s) of action of DDS and other sulphonamides have been interpreted to be
similar through folic acid synthesis [148]. These investigators have studied the role
of folP1 and folP2 genes encoding dihydropteroate synthase (DHPS) and concluded
that folP1 is functional in M. leprae, and mutations in this gene are associated with
dapsone resistance. On the other hand, folP2 does not have role in DDS susceptibil-
ity/resistance [148]. Such conclusions can also be drawn from the data published by
others as well [42, 43, 137, 149]. Some association between levels of resistance and
mutations at codons 53 or 55 has also been described [149]. Chaitanya et al. [150]
have investigated the underlying mechanism by in silico experiments. An increase in
volume of the binding cavities of mutant structures was noted when compared to
native form indicating a weakening in interaction leading to lower activity of
enzyme.

Para-amino Salicylic Acid (PAS)

PAS was among the first group of chemotherapeutic agents found to be active
against Mycobacterium tuberculosis and is still in the group C list of the WHO [6]
to treat drug-resistant TB. Despite this long history of its use, the understanding of
mechanisms for susceptibility/resistance to PAS is still incomplete. Mutations in
thyA gene [151] and in folC [152] are associated with resistance to PAS. Zhao et al.
[152] have reported that various missense mutations within the coding sequence of
the dihydropteroate (H2Pte) binding pocket of dihydrofolate synthase (FolC) confer
PAS resistance in laboratory isolates of M. tuberculosis and Mycobacterium
bovis [152].

Beta-lactam Antibiotics

Beta-lactam antibiotics inhibit the bacterial D,D-transpeptidases that are involved in
cell wall biosynthesis. Their use has been extremely limited in the treatment of
Mycobacterium tuberculosis infections because of this organism’s resistance to beta-
lactams. Clavulanate reacts with the enzyme quickly to form hydrolytically stable,
inactive forms of the enzyme and thus has potential to be used in combination with
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beta-lactam antibiotics to treat multidrug resistant (MDR) and extremely drug-
resistant (XDR) strains of M. tuberculosis [153]. Gupta et al. [154] have suggested
that a combination of L,D-transpeptidase and beta-lactamase inhibitors could effec-
tively target persisting bacilli during the chronic phase of tuberculosis. Cordilott
et al. [155] have observed that the carbapenems, an important β-lactam class,
inactivate L,D-transpeptidase (LDTs) of Mycobacterium tuberculosis, thereby
affecting the cross linking of peptidoglycan. Imipenem inactivated LDTs more
rapidly than ertapenem, and both drugs were more efficient than meropenem and
doripenem, indicating that modification of the carbapenem side chain could be used
to optimize their antimycobacterial activity [155]. Tiberi et al. [156] have also
observed that meropenem/clavulanate are more effective than imipenem/clavulanate
in treating MDR/XDR-TB patients. The single crystal X-ray structure of the extra-
cellular portion of the L,D-transpeptidase (ex-LdtMt2 – residues 120–408) enzyme
has been recently published and used to understand the mechanism of action of
imipenem and meropenem on the peptidoglycan layer of Mycobacterium
tuberculosis [157].

Inderlied et al. [158] have reported that meropenem is effective against GNB,
GPB, and M. avium. Several beta-lactam antibiotics are recommended for the
treatment of NTM infections [2, 7]. Imipenem remains the most active carbapenem
against rapidly growing mycobacteria (RGM), including Mycobacterium abscessus
subsp. abscessus [159]. Kumar et al. [160] have also demonstrated that inhibition of
these enzymes by the carbapenem class of β-lactams determines their activity against
Mycobacterium tuberculosis. Interestingly both the L,D-transpeptidases in
M. abscessus, namely, LdtMab1 and LdtMab2, were found to be inhibited by both
the carbapenem and cephalosporin, but not penicillin. Contrary to the commonly
held belief that combination therapy with β-lactams is redundant, doripenem and
cefdinir exhibit synergy against both pan-susceptible M. abscessus and clinical
isolates that are resistant to most antibiotics, which suggests that dual-β-lactam
therapy has potential for the treatment of M. abscessus infections.

Tetracyclines (TET)

Tetracyclines are old antibiotics reported to be useful in various infectious and
apparently some noninfectious disease conditions. Doxycycline and minocycline
are among the tetracyclines found to be useful in treating infections due to rapidly
growing mycobacteria (RGM) especially M. fortuitum and M. chelonae [2] as well
as leprosy [161]. Compared to doxycycline, minocycline has been reported to be
more effective/active against M. marinum [162], and against RGM [163].

Mechanism of action of tetracyclines appears to be complex and ill understood
even after several decades of their discovery and clinical use. Robert [164] has
focused on tetracycline resistance genes which are common among different genera
and has concluded that Tet M determinant which codes for a ribosomal protection
protein and Tet B efflux determinant is responsible for resistance to tetracycline,
doxycycline, and minocycline. Ramon-Garcia et al. [165] have described the role of
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Tap protein-mediated efflux in extruding tetracycline from M. fortuitum cells.
Kyselková et al. [166] have also concluded that intrinsic efflux pumps may be
more important for TET resistance than horizontally transferred genes in clinical
RGM as well as in environment. Rudra et al. [167] have shown that high level of
resistance to tetracycline and doxycycline inM. abscessus is conferred by a WhiB7-
independent tetracycline-inactivating monooxygenase, MabTetX (MAB1496c).
Despite these important advances, there is no consensus on the mechanisms of
action of various tetracyclines on mycobacteria. Chukwudi [168] has commented
that the 16S rRNA-binding mechanism currently held for the antibacterial action of
the tetracyclines does not explain their activity against viruses, protozoa that lack
mitochondria, and noninfectious conditions. In light of recent evidence that the
tetracyclines bind to various synthetic double-stranded RNAs (dsRNAs) of random
base sequences, [168] has suggested to consider possible alternative binding modes
or sites that could help explain the mechanisms of action of the tetracyclines against
various pathogens and disease conditions.

Future Perspective

This chapter has reviewed important mechanisms involved in susceptibility/resis-
tance to important antimycobacterial drugs used for treatment of common mycobac-
terial diseases like tuberculosis, leprosy, and important nontuberculous
mycobacteria. Thus there are inherent limitations that not all the antimycobacterial
drugs (e.g., thiacetazone) mentioned in earlier reviews [8, 14] are discussed in this
chapter. Further out of a pool of several hundred good-quality publications, only
selected references could be quoted in this chapter. Considering the dynamics of
ever-changing drug susceptibility profiles, the priorities of clinicians and public
health professionals will also change. Wide gaps in understanding the molecular
basis of action of several drugs are apparent. Further evidence available should be
carefully analyzed in terms of genotype-phenotype correlations as such results may
be affected by the proportion of mixed populations due to heteroresistance [169] and
many unknown confounding factors. Appropriate use of high-throughput sequenc-
ing methods, structural genomic tools, and functional genomic studies with different
combinations of drugs/environmental stresses will help in resolving many mysteries
surrounding the action of antimycobacterial drugs.
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Abstract
Tuberculosis (TB) is one of the leading causes of death from a single infectious
agent, and millions of people fall sick due to this disease every year. In spite of
effective treatment, drug-resistant tuberculosis is a major problem worldwide.
Globally, 3.5% of new cases and 18% of previously treated cases were estimated
to have MDR-TB in 2017. Among these, 8.5% cases were estimated to have
XDR-TB. Multidrug-resistant (MDR) and extensively drug-resistant (XDR) TB
are, thus, responsible for significant obstruction to global TB control. Drug
resistance in M. tuberculosis primarily occurs through chromosomal mutations
in genes encoding for drug target or drug-activating enzymes. However, alterna-
tive mechanisms, such as membrane impermeability, drug inactivation or modi-
fication by enzymes, and efflux pumps, may also be responsible for drug
resistance. Insight into the mechanisms of drug resistance would help mankind
in limiting the disease through the use and development of better diagnostic and
therapeutic tools. Here we describe the prevalence of drug resistance in
M. tuberculosis, the mechanisms of drug resistance, and the rapid diagnostic
assays currently available to detect drug-resistant M. tuberculosis.
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Introduction

Tuberculosis (TB) is a global disease, found in every country in the world. Globally,
TB is one of the leading causes of death from a single infectious agent, and millions
of people fall sick due to this disease every year.

Despite the availability of an effective treatment regimen, 9.0–11.0 million
individuals contracted active tuberculosis, and 1.3 million died from the disease in
2017 [100]. Fortunately, the rate of infection has declined globally with the number
of TB deaths among HIV-negative people reducing from 1.8 million in 2000 to 1.3
million in 2017. The number of TB deaths among HIV-positive people has fallen
from 534,000 in 2000 to 300,000 in 2017 [100]. However, the threat due to TB is
unabated due to emergence of drug resistance, in particular, multidrug-resistant
(MDR) and extensively drug-resistant (XDR) TB. In 2017, 558,000 people devel-
oped TB that was resistant to rifampicin (RIF), the most effective first-line
antituberculosis (anti-TB) drug. Of these, 82% people had MDR-TB. These statistics
underscore the urgent need for better diagnostic and therapeutic tools for drug-
resistant TB.

It is very important to understand the epidemiology and mechanisms of drug
resistance in TB in order to limit the spread of this disease. This chapter focuses on
the prevalence of drug-resistant TB, the mechanisms leading to drug resistance, and
the method of detection of drug-resistant M. tuberculosis.

Drug-Resistant TB: Magnitude of the Problem

Tuberculosis mortality rate has reduced by 42% since 2000 [100]. High TB burden
countries such as the Russian Federation and Ethiopia have also shown a decline of
13% and 12% per year, respectively, during the time period 2013–2017. During this
period, the rates of decline have also been high in Sierra Leone (10% per year),
Kenya (8% per year), and Vietnam (8% per year) [100]. The European region
showed a decline of 11% per year, and in Southeast Asia, the decline in mortality
due to TB was 4% [100]. However, the current public health issues arise as a result of
emergence of MDR-TB and XDR-TB and the increase in HIV-associated tubercu-
losis. Treatment of MDR-TB, though improved over the years, is extremely expen-
sive and toxic.

The Global Burden of MDR-TB

Global surveillance has shown that drug-resistant TB is widespread and is a threat to
TB control programs in many countries. Multidrug-resistant tuberculosis
(MDR-TB), defined as tuberculosis caused by strains which are resistant to at least
isoniazid (INH) and RIF, emerged as a threat to TB control in the 1990s [9]. How-
ever, of the WHO estimates of newly emerging MDR-TB or RIF-resistant TB, only
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one-fourth are detected or notified [105]. The geographical distribution of MDR-TB
is extremely variable, and several regions with high prevalence exist in low- and
middle-income countries, mainly in East Europe and Asia [44].

Globally, 3.5% of new cases and 18% of previously treated cases were estimated
to have MDR-TB [100]. Among these, 8.5% of cases were estimated to have
XDR-TB [100], defined as resistance to at least RIF and INH from among the
first-line anti-TB drugs and, in addition, resistance to any fluoroquinolone and to
at least one of the three injectable second-line anti-TB drugs used in the treatment of
TB (capreomycin, kanamycin, amikacin) [51]. In fact, mathematical modeling
predicts an increase in MDR-TB among incident TB patients and XDR-TB among
incident MDR-TB patients in high-burden countries in the fourth coming decades
[75]. In Europe, more than 50% of recurrent TB cases were either MDR or XDR-TB
[44]. Moreover, the alarming fact is that only 55% of MDR-TB patients completed
treatment in 2015. Of these, 8% failed treatment, 15% died, and 14% were lost to
follow-up. There was no outcome information in 7% of patients [100]. What is
encouraging is that globally treatment success has improved marginally in recent
years. In 2015, successful treatment was observed mostly in Eastern Mediterranean
region (62%) and least in Southeast Asia (50%) [100].

Another encouraging fact is that, globally in 2017, of the 6.7 million new and
previously treated TB cases notified, 2.0 million (30%) were tested for RIF resis-
tance (RR-TB). Of these, 24% of new TB patients and 70% of previously treated TB
patients were tested for RR-TB. In contrast, in 2015, only 12% of new and 53% of
previously treated TB cases had been tested for RIF resistance. The improved
coverage highlighted more vigorous TB control programs worldwide. Drug suscep-
tibility testing (DST) coverage also increased between 2016 and 2017, with the
highest in the European region (57%). However, the DST coverage varied enor-
mously between different countries and among the 30 high MDR-TB burden
countries [100]. This resulted in an improvement in notification, and the number
of reported MDR/RR-TB cases increased by more than 30% in some of the high
MDR-TB burden countries, i.e., Angola, Democratic People’s Republic of Korea,
Indonesia, Nigeria, Somalia, and Thailand. In 2017, among the MDR/RR-TB
patients notified, 50% were tested for resistance to both fluoroquinolones and
second-line injectable drugs. In addition, 10,800 cases of XDR-TB were reported
in 77 countries with 88% of cases being from Europe and Southeast Asia [100].

Risk Factors for Development of Drug-Resistant TB

Today MDR-TB spreads unchecked in large parts of the world. It is fueled by
poverty, which at the individual level, limits access to effective treatment; and at
the national level, under-resourced governments lack the capacity to tackle this
disease.
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Risk factors influence the probability of infection, disease, or outcome and
operate on many scales (physiological, genetic, environmental, and behavioral).

The use of inferior TB drug regimens, high HIV infection rates, and previous
exposure to anti-TB treatment are well-established risk factors for drug-resistant
TB. The duration of RIF treatment beyond 4 months has been associated with
increased risk of acquiring drug resistance in initially drug-sensitive strains [48].

An association has been seen between MDR-TB and age of patients, mainly in the
age group 45–65 years. MDR-TB patients have been more likely to be males in
Europe. However, in regions with a higher transmission of TB, male sex may not be
a risk factor. Immigration has also been suggested as a factor leading to the increased
prevalence of MDR-TB in Europe [23].

Moreover, social determinants, such as industrialization, urbanization, poverty,
and overcrowding, factors associated with transmission of TB, are also associated
with several other risk factors such as lack of accessibility or adherence to proper
treatment that eventually give rise to drug resistance. Selection pressure from
inappropriate use of anti-TB drugs accounts for initial emergence of resistance.

Mechanisms of Antituberculosis Drug Resistance and Factors
Associated with Its Emergence

The MDR phenotype is caused by sequential accumulation of mutations in different
genes involved in individual drug resistance, due to inappropriate treatment or poor
adherence to treatment. The probability of acquiring resistance varies and is 1 in 108

bacilli for RIF and 1 in 106 bacilli for INH, EMB, and SM [17]. Hence, a bacillary
load of 109 will contain several mutants resistant to any one anti-TB drug [28]. Also,
simultaneous resistance of M. tuberculosis strains to two or more drugs depends on
individual probabilities of mutations. Resistance to a drug does not benefit the
bacterium unless it is exposed to that drug, when the sensitive strains are killed
and the drug-resistant mutants continue to multiply [94].

Mechanism of Resistance to First-Line Anti-TB Drugs (Table 1)

Rifampicin (RIF)
RIF, introduced as anti-TB drug in 1963, is a semisynthetic drug extracted from
culture filtrates of Streptomyces mediterranei in the form of rifamycin. It is a
lipophilic drug and highly bactericidal against dividing and nondividing intracellular
and extracellular bacilli due to its rapid diffusion property across the hydrophobic
cell envelope. In comparison to other anti-TB drugs, RIF has highest rate of sputum
conversion to negativity. RIF inhibits the activity of DNA-dependent RNA poly-
merase. It targets β-subunit of RNA polymerase, which serves as a catalytic subunit
and helps in initiation and elongation of messenger RNA. RIF forms a stable
complex by binding to the β-subunit of RNA polymerase, thus leading to the
inhibition of transcription and resulting in cell death.

36 C. Kumar et al.



Studies conducted on RIF-resistant isolates of Mycobacterium tuberculosis have
recognized various mutations and short deletions in the targeted rpoB gene [90]. In
95–99% cases, mutations in rpoB gene of clinical isolates of Mycobacterium
tuberculosis were the reason for resistance to RIF. Most of the mutations are located

Table 1 M. tuberculosis targeted drug and associated drug resistance mutations

Drug Mechanism of action

Genes
associated
with drug
resistance

Frequency of
mutations (%)

Rifampicin Inhibition of RNA synthesis rpoB 95

Isoniazid Inhibition of mycolic acid Synthesis katG 70

inhA 10

kasA 10

Ethambutol Inhibition of arabinogalactan
biosynthesis

embB 70

embA –

ubiA –

Pyrazinamide Targets the energy production, trans-
translation and perhaps pantothenate /
coenzyme A synthesis

pncA 99

rpsA –

panD –

Streptomycin Inhibition of protein synthesis rpsl 70–85

rrs 70–85

gidB –

Fluoroquinolones Inhibition of DNA synthesis gyrA 90

gyrB <5

Capreomycin,
amikacin,
kanamycin

Inhibition of protein synthesis rrs 62–70

eis <80

tlyA 3

Para-
aminosalicylic
acid (PAS)

Inhibition of folic acid and thymine
nucleotide metabolism

thyA 40

folC –

ribD 90

Ethionamide Inhibition of mycolic acid synthesis ethA

mshA

ndh

inhA

inhA promoter

Clofazimine Target membrane destabilization,
production of ROS

Rv0678 Not defined

pepQ

Bedaquiline Block mycobacterial ATP synthesis Rv0678 Not defined

atpE

pepQ

Delamanid Inhibition of mycolic acid biosynthesis,
target cell wall

fgd1 fgd1
determined in
clinical
resistance

fbiC

fbiA

fbiB
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in an 81 bp hotspot region of rpoB gene, commonly known as RIF resistance-
determining region (RRDR) covering codons 507–533 [66]. The most common
mutations found in approximately 90% RIF-resistant isolates are Ser531Leu,
His526Tyr, and Asp516Val of RRDR [32, 66, 68]. In recent studies, various groups
of researchers have also documented mutations outside the hotspot RRDR region
such as Val146Phe and Ile572Phe [79]. Previous research has also reported
mutations outside the hotspot region: at codons 504, 534, 535, 541, and 553 [9, 112].

Isoniazid (INH)
INH or isonicotinic acid hydrazide is a synthetic drug derived from nicotinic acid. Its
anti-TB properties were first detected in 1951 [33, 68, 80]. It is still one of the most
effective drugs against the TB bacilli. Combined with RIF, it plays a major role in
antituberculosis therapy. However, it is active only against the rapidly growing
bacilli with a bactericidal effect [113]. The primary action of INH is inhibition of
synthesis of mycobacterial cell wall. INH is a prodrug which needs to be activated by
the M. tuberculosis catalase peroxidase enzyme KatG. The activated INH then
produces oxygen-derived and organic free radicals [114]. Being toxic in nature,
these radicals affect biosynthesis of mycolic acids, by inhibiting NADH-dependent
enoyl-ACP reductase encoded by inhA. Lack of mycolic acid synthesis eventually
results in loss of cellular integrity which leads to death of TB bacilli [3].

Resistance to INH has become a cause for concern. Jenkins et al. produced the
first analysis of global INH resistance data reported to the WHO [37]. Data was
submitted from only 56% of the world’s population from 1994 to 2009. Of this, the
former Soviet Union countries reported the highest number of cases of INH resis-
tance (44.9%), including mono-resistance and MDR-TB. Of these, 16.1% did not
have concurrent RIF resistance. Among the rest of the world, 7.5% had INH
resistance without RIF resistance. Later, by 2013, it was estimated that 9.5% of
the global TB cases had INH resistance without RIF resistance [103].

Phenotypic resistance to INH involves mutations in various genes. The TB Drug
Resistance Mutation Database has reported 22 mutations associated with INH
resistance such as katG, ahpC, inhA, kasA, and ndh [71]. The most important
cause of INH resistance is mutations in katG and inhA gene or in promoter region
of inhA gene [30, 67, 78]. In fact, when Gardner Middlebrook isolated the first
isolates of M. tuberculosis that were resistant to INH, he noticed that the strains had
lost catalase peroxidase activity [56]. The most prevalent mutation responsible for
INH resistance is missense mutation at codon 315 of katG gene, i.e., S315T, which
accounts for 60–95% of INH resistance [30, 45]. The second most common INH
resistance-associated mutation is C15T, which occurs in promoter region of fabG1-
inhA. In contrast to katG, which is mostly associated with high-level INH resistance
(minimum inhibitory values (MIC) �1 μg/ml), the inhA mutation is associated with
low-level INH resistance (MIC <1 μg/ml). Although less frequent, mutations at the
active sites such as S94A and I194T were also reported [49]. Some studies have also
shown strong association of mutations in gene ahpC with INH resistance [30, 45].
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The complete mechanism of INH resistance is still not known. The most impor-
tant reason for this is knowledge gaps about the exact association between mutations
associated with resistance, phenotypic resistance, and outcome of treatment. The
high number of mutations associated with INH resistance makes the creation of a
minimal predictive mutation set difficult.

Pyrazinamide (PZA)
PZA, an analog of nicotinamide, was included in anti-TB therapy in 1972. Its
introduction has reduced the length of therapy. Similar to RIF and INH, PZA has
bactericidal activity. It has the ability to kill semi-dormant bacilli living in acidic
environment [58, 81]. PZA is also a prodrug, activated by pyrazinamidase, which
converts it into pyrazinoic acid. This pyrazinoic acid under acidic environment
recruits protons to the cell which results in enhanced acidification of cytoplasm
and inhibits the transport of vital enzymes across the membrane [74], thus resulting
in cellular damage. It is also a fact that PZA is highly specific for Mycobacterium
tuberculosis.M. bovis is naturally resistant to PZA because of a unique C to G point
mutation at codon 169 of the pncA gene.

Resistance to PZA has been found to be associated with mutations in pncA gene.
Several mutations have been recognized in pncA gene in more than 70%
PZA-resistant isolates. No hotspot region in pncA has been identified till date
[73, 74, 82]. However, the most common mutations identified in pncA gene are at
codons 68, 138, 141, and 162, present in the 561 bp region of the open reading
frame. Other than this, mutations in an 82 bp portion of its putative region have also
been reported [39, 74]. An Indian study has reported mutations in pncA gene in 78%
of PZA-resistant isolates [61]. It has also been observed that there are some
PZA-resistant isolates which do not have pncAmutations, suggesting the association
of other genes and mechanisms with PZA resistance [11]. In this context, several
other targets such as ribosomal protein S1 (rpsA) and aspartate decarboxylase
(panD), which are targets of pyrazinoic acid, have also been investigated for PZA
resistance.

Ethambutol (EMB)
EMB is a synthetic compound, namely, 2,20-(1,2-ethanediyldiimino)bis-1-butanol.
EMB was first used in 1966 as anti-TB drug. It is bactericidal for replicating bacilli,
but for slow-growing and non-replicating bacteria, it demonstrates limited activity
[43]. In mouse models, EMB mostly shows bacteriostatic activity which results in
2-log difference in bacterial burden among treated and untreated animals following
28 days of daily therapy at a dose equivalent to human dosage [38]. It is active
against multiplying bacilli, where it interferes in the biosynthesis of cell wall
arabinogalactan [87]. It inhibits arabinosyltransferases involved in cell wall
biosynthesis [87].

Resistance toward EMB is usually caused by missense mutations at embCAB
operon, especially at codons 306, 406, and 497 of embB gene. The most common
mutation associated with resistance to EMB is embB M306 V [57]. Also, missense
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mutations in Rv3806c (ubiA) V188A, A237V, R240C, and A249G as well as
overexpression of the gene have been shown to cause increased MIC of EMB [70].

Fluoroquinolones (Group A)

FQs are used as second-line drugs for MDR-TB treatment. FQs include ciprofloxa-
cin (CIP) and ofloxacin (OFX) that are synthetic derivatives of nalidixic acid. These
are bactericidal antibiotics. FQs target type II topoisomerase (DNA gyrase), which
catalyzes the supercoiling of DNA [2]. Type II topoisomerase is a tetramer with two
subunits, A and B, encoded by the gyrA and gyrB, respectively [12, 18, 88]. Resis-
tance mechanism to FQs in M. tuberculosis includes mutation in quinolone
resistance-determining region (QRDR) of gyrA (320 bp) and gyrB (375 bp)
[27, 88]. The most frequent mutation in gyrA gene is Ala90 and Asp94; however
several mutations have also been reported at Ala74, Gly88, and Ser91 [12, 85]. A
mutation at codon 95 has also been reported, though not related to FQ resistance as it
occurs in both FQ-susceptible and FQ-resistant strains [60]. In several studies
performed on Indian FQ-resistant clinical isolates, the most common mutation was
at codon 94 followed by mutation at codon 90 and 95 [77, 84]. Other studies have
demonstrated that same gyrA mutations gave different MICs of OFX for laboratory-
selected or clinical isolates [85], which indicates the involvement of other resistance
mechanisms such as alterations in membrane permeability and increased expression
of efflux pumps.

Second-Line Injectable Drugs (Group B)

Streptomycin (SM)
Streptomycin was introduced as an anti-TB drug in 1944. It is an aminoglycoside
derived from actinobacterium Streptomyces griseus. It is used in retreatment cases of
TB along with other first-line drugs, i.e., RIF, INH, EMB, and PZA. It is also a
bactericidal drug. SM inhibits protein synthesis by interacting with the 16s rRNA
(rrs) and S12 ribosomal proteins (rpsl) [90]. Interaction of SM with rrs and rpsl
leads to ribosomal changes which result in misreading of mRNA and cause inhibi-
tion of protein synthesis [22, 26].

Resistance to SM involves mutations in both the targeted genes (rrs and rpsl),
which results in modifications in SM binding site. These genes account for 65–67%
of SM-resistant cases [66]. In rpsl gene, mutations occur in two hotspot regions at
codon 43 and codon 88 with amino acid changes Lys-Arg/Thr and Lys-Arg/Gln,
respectively. In an Indian study by Das et al. [14], 55% of SM-resistant isolates had
Lys-Arg mutation at codon 43, while codon 88 contributed only to 4% of SM
resistance with Lys-Arg amino acid change. In the rrs gene, mutations have been
observed in a 530-loop region, a part of binding site of aminoacyl-tRNA and
involved in decoding process [8]. The mutations occur at positions 491, 512, and
516 with a C-T conversion and at position 513 with A-C/T transversion. However,
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C-T transition at codon 491 has been observed in both SM-susceptible and
SM-resistant isolates. Hence this mutation has not been associated with SM resis-
tance [95]. Other mutations, in the 915 loop, have also been reported to have an
association with SM resistance, namely, at codons 903 (C-A/G) and 904 (A-G)
[8]. Mutations in gidB gene, involved in methylation of 16s rRNA, have been
reported to confer low-level SM resistance [62].

Kanamycin (KAN) and Amikacin (AMK)
Both the drugs belong to aminoglycosides and inhibit protein synthesis. They inhibit
the elongation of peptide chain by binding to the ribosomes. Resistance mechanisms
to these drugs involve mutations in rrs gene which encodes 16s rRNA. It has been
observed that KAN resistance is specifically associated with loci 1400, 1401, and
1483 of rrs gene [86]. A change of alanine to glycine at 1400 position in rrs leads to
MIC of more than 200 μg/ml [86, 89]. Kaur et al. [40] have shown that G1484T
mutation in rrs gene was the most prevalent (17.2%) followed by A1401G (10.3%)
in KAN-resistant Indian isolates. Zaunbrecher et al. reported mutation in promotor
region of eis gene, which led to low-level resistance to KAN, but not to AMK. They
also reported that 80% of their clinical isolates with low-level resistance had a
mutation in the promoter region of eis gene [111].

Other Core Second-Line Drugs (Group C)

Clofazimine (CFZ)
CFZ, a riminophenazine drug, was originally described in 1957 as having
antimycobacterial activity. CFZ has been conventionally used for the treatment of
leprosy. Interest in this drug has been renewed for its potential use in treatment of
MDR-TB and XDR-TB and to shorten tuberculosis treatment [16]. The exact
mechanism of action of CFZ remains ambiguous; it seems to have multiple effects
on the organism, such as production of reactive oxygen species [110] and membrane
destabilization and dysfunction [93]. The mechanism of resistance to CFZ is not yet
clear. Recently, some studies have shown mutations in Rv0678 gene, which is
associated with efflux pump MmpS5-MmpL5. Overexpression of efflux pumps
due to this mutation led to cross-resistance to CFZ and bedaquiline [29]. According
to an in vitro study, the tentative breakpoint for CFZ resistance by the microplate
alamar blue assay (MABA) was 1.2 μg/ml [107].

Recently, mutations in the putative proline amino peptidase gene pepQ (Rv3525c)
have also been described as additional mechanisms associated with low-level cross-
resistance between bedaquiline and CFZ in vitro and in mice [1].

Ethionamide (ETH)
Structurally, ETH is very similar to INH, involved in inhibition of mycolic acid
synthesis. ETH is a prodrug that is activated by ethA gene. Co-resistance to INH and
ETH can occur due to mutations that alter the inhA target or cause its overexpression.
It can also occur due to mutations in ndh that increase the intracellular concentration
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of NADH [97]. Recently it has been suggested that a gene encoding a
glycosyltransferase and involved in mycothiol biosynthesis (mshA) may also be a
target for ETH [96].

D-Cycloserine (DCS)
DCS is a bacteriostatic drug. It is a cyclic analog of D-alanine, which is responsible
for cross-linking during peptidoglycan synthesis [24, 66]. It acts by inhibiting cell
wall synthesis by competing with D-alanine for the enzymes D-alanyl-D-alanine
synthetase (ddl) and D-alanine racemase (alr). It also inhibits the synthesis of these
proteins along with L-alanine dehydrogenase (ald). Conversion of G!T in alr
promoter region leads to overexpression of alr, and this overexpression results in
DCS resistance [24, 66]. Recently, researchers have demonstrated relationship
between mutations in ald (Rv2780), leading to loss of function and DCS resistance.
Since mutations in ald can occur anywhere along the length of the 1116 bp gene, it is
difficult to develop molecular diagnostics with only a small number of SNPs for
detecting DCS resistance [15].

Para-aminosalicylic Acid (PAS)
The exact mechanism of action of PAS is not yet known. It has been suggested that
PAS may compete with para-aminobenzoic acid for dihydropteroate synthase, which
is needed for folate biosynthesis. More recently, a study found that PAS-resistant
clinical isolates of M. tuberculosis carried mutations in the gene thyA leading to
decreased enzyme activity [69]. Other studies assessing the role of enzymes in the
folate pathway determined that PAS was a prodrug and its activation required thyA
[53]. However, only 37% of the M. tuberculosis isolates studied had mutations in
thyA, suggesting the presence of additional mechanisms for resistance to PAS. These
studies reported Thr202Ala as the most common mutation associated with PAS
resistance, although some susceptible isolates have been found to harbor the same
mutation [47]. Recently Feuerriegel et al. reported that Thr202Ala mutation of thyA
was found exclusively in strains of the Latin American Mediterranean (LAM)
lineage irrespective of PAS resistance [25].

Recently Introduced Anti-TB Drugs

Bedaquiline (BDQ)
The US Food and Drug Administration (FDA) granted approval to Johnson and
Johnson’s drug BDQ to treat drug-resistant TB, on 28 December 2012 [50]. BDQ is
a diarylquinoline. It has a central heterocyclic nucleus with alcohol and amine side
chains, responsible for its antimycobacterial activity. Bedaquiline is given in combi-
nation therapy to MDR and XDR patients and is administrated orally. It acts as an
inhibitor of mycobacterium ATP synthase and is metabolized by cytochrome P450
isoenzyme 3AH (CYP3A4) to a less active N-monodesmethyl metabolite. In vitro
studies show MIC of <0.0125 to 0.25 μg/mL [109]. According to available studies,
mutations in atpE gene lead to high level of MIC to BDQ [36]. Additionally,
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mutations in gene Rv0678, coding for a drug efflux pump regulator, and in Rv2535c
(pepQ) also confer resistance to BDQ [36].

Delamanid
Delamanid is also a unique anti-TB drug belonging to the nitroimidazole class of
antibiotics and derivatives of dihydro-nitroimidazo oxazole. Delamanid is a prodrug
which requires enzyme deazaflavin-dependent nitroreductase to get activated. It acts
by inhibiting the synthesis of components of the mycobacterial cell wall,
methoxymycolic and ketomycolic acid [106]. Delamanid has been reported to be
highly active against M. tuberculosis with a minimum inhibitory concentration of
0.006–0.024 μg/mL in vitro [54]. Resistance to delamanid has been associated with
prodrug activation genes such as fgd1 and ddn or genes associated with deazaflavin
biosynthesis pathway such as fbiA, fbiB, and fbiC [52].

Alternative Mechanisms of Drug Resistance

It is well established that resistance is not necessarily associated with genetic
mutations in a proportion of clinical M. tuberculosis isolates [66, 67]. Hence, it is
proposed that alternative mechanisms might be responsible in conferring resistance
to anti-TB drugs. Evidence suggests that various other strategies exist, due to which
bacteria become drug resistant. These alternative mechanisms include:

Membrane Impermeability
This is a strategy by which bacteria prevent entrance of the drug. Mycobacteria
achieve this impermeability with the help of its cell wall that is very rich in mycolic
acids [5]. This reduced membrane permeability results in reduction in the influx of
drugs that further leads to a decrement of intracellular drug accumulation [63].

Drug Inactivation or Modification by Enzymes
Mycobacterial species, e.g., M. smegmatis, is found to be naturally resistant to RIF,
in spite of the fact that it has no mutation in rpoB gene [64]. It demonstrates
resistance by inactivation of RIF via ribosylation.

Target Alteration
It takes place because of mutation in the target gene which results in either reduction
in binding capacity of drug or overexpression of the drug target. Sequence analysis
of drug-resistant clinical isolates ofM. tuberculosis has shown that this phenomenon
specifically occurs in anti-TB drugs such as INH, PZA, and ETH [33]. Mutations
occurring in DNA repair systems lead to inefficient repair of damaged DNA, thus
further increasing mutation rates and providing selective advantage to bacteria that
carry the mutations. In fact, whole genome sequence studies (WGS) have indicated
increased variability in the genes encoding DNA repair proteins in Beijing strains
[65, 72, 83]. Exposure to suboptimal drug concentrations is also associated with an
increase in mutation rates.
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Figure 1 summarizes the various mechanisms of drug resistance that have been
observed in M. tuberculosis.

Drug Resistance in M. tuberculosis Is Very Complex and Some Other
Complicating Factors Should Also Be Considered

Drug Tolerance and Persistence
Differential response of bacteria to drug treatment can arise from drug resistance,
drug tolerance, or persistence. All these mechanisms are also observed in
TB. Brauner et al. [4] differentiated between these processes on the basis of MIC
and “minimum duration of killing” (MDK) values. MIC99 represented the minimum
concentration of drug needed to kill 99% of the bacterial population, while MDK99
represented the minimum time needed to kill 99% of a population. Drug resistance,
as mentioned above, usually occurs due to mutations in the gene encoding the drug
target and is heritable. It results in an increase in the MIC99. Drug tolerance leads to
transient survival of bacterial cells exposed to concentrations of antibiotic that would
normally be lethal. Tolerance to a drug is observed in all the bacterial cells of a
culture. Though the MIC99 in these cells may be similar to phenotypically drug-
susceptible isolates, the MDK99 value is significantly higher. Persistence leads to
transient survival in the presence of inhibitory concentrations of an antibiotic but is
observed in only a small percentage of the population. Persisters are killed more
slowly than a susceptible population of bacteria. In this case, though the MIC99 and
MDK99 values are similar to the susceptible population, the MDK99.99 is much
higher [4, 42].

Fig. 1 Representation of common mechanisms of drug resistance to (a) first-line anti-TB drugs and
recently added new drugs for TB treatment, i.e., bedaquiline and delamanid (in black color text; text
in brackets mentions the drug target), (b) alternative mechanisms of drug resistance (blue color text)
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Cross-Resistance
Cross-resistance can occur to anti-TB drugs within the same or different classes of
drugs: viz., mutations in gyrA and gyrB can lead to cross-resistance to multiple
fluoroquinolones [98]; and mutations in rpoB can confer cross-resistance to RIF and
other rifamycins. Recently, it has been demonstrated that mutation in Rv0678, a
transcriptional regulator, results in cross-resistance of M. tuberculosis to CFZ, an
anti-leprosy drug, and the recently approved anti-TB drug BDQ, through
upregulation of an efflux pump [29, 34]. Thus, M. tuberculosis can evade the effect
of drugs through a number of mechanisms, further affecting the development of new
anti-TB drugs.

Hetero-resistance
Hetero-resistance is another phenomenon that complicates the diagnosis and
management of drug-resistant TB. Hetero-resistance is the coexistence of sus-
ceptible and resistant variants of M. tuberculosis, or of multiple resistant strains
with different mutations in a single sample. Hetero-resistance can occur because
of an infection with different strains of M. tuberculosis or due to mutations
within a clonal M. tuberculosis population and occurs in 5.38% drug-resistant
TB cases. Next-generation sequencing has revealed significant heterogeneity at
loci associated with drug resistance [21, 92]. It has also been shown that minor
variants (<1–5% of the population) may differ in frequency through the course of
infection. This has implications for patient management and also underscores the
importance of new diagnostic techniques that can identify a resistant phenotype
even if it is a minority variant, as minority variants may be missed by phenotypic
DST [42].

Detection of Drug-Resistant M. tuberculosis

Phenotypic Drug Susceptibility Testing (PDST) Methods

PDST is the gold standard for detection of drug-resistant M. tuberculosis. It is
performed to test the in vitro capacity of a particular drug to inhibit bacterial growth.
Inhibition of bacterial growth also predicts the success of therapy. Phenotypic DST
is generally considered technically demanding; in addition, proper biosafety
precautions should be taken for handling live M. tuberculosis isolates. Reliability
of the results may vary on the basis of concentration of drugs, medium, handling, and
incubation time. PDST can be performed on solid (e.g., Löwenstein-Jensen/LJ) or
liquid media. Liquid media show faster results as compared to solid media [7]. Tra-
ditionally, LJ culture has been used for drug sensitivity testing by the following
methods: (i) absolute concentration, (ii) resistance ratio, and (iii) proportion method
[76, 94].
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Absolute Concentration Method
In this method, the MIC of the drug is determined by inoculating M. tuberculosis
culture into a drug-containing medium and a drug-free control. Several sequential
twofold dilutions of the drugs are used in the medium. Resistance is determined by
the lowest concentration of the drug which inhibits growth (<20 colonies)
[94]. Broth dilution method can also be used. Variation in the inoculum size is an
important source of error in this method of drug susceptibility testing [19].

Resistance Ratio Method
In resistance ratio method, the resistance of clinical strain of tubercle bacilli is
compared with that of a standard susceptible strain ofM. tuberculosis. The suscepti-
ble strains used can be H37Rv, or a recently isolated drug susceptible wild-type
strain [19]. A ratio of the MIC of the test strain and the susceptible isolate is
considered, thus avoiding inter and intra-laboratory variations. If the ratio is 2 or
less, the strain is considered to be susceptible, while a ratio of 8 or more indicates
high-level resistance [19].

Proportion Method of Drug Susceptibility Testing (PDST)
In the proportion method, the ratio of the number of colonies growing on drug-
containing medium to the number of colonies growing on drug-free medium is
measured as a proportion of drug-resistant bacilli present in the bacterial population.
Below a critical proportion (1%), the strain is classified as susceptible and above that
as resistant [76, 94]. The drug concentrations used as per WHO recommendations
are 4 mg/l for SM, 0.2 mg/l for INH, 40 mg/l for RIF, and 2 mg/l for EMB
[59]. Inoculated LJ slants are incubated at 37 �C and the reading recorded after
21–28 days.

Nitrate Reductase Method
The phenotypic assays mentioned above are extremely slow. Hence, alternative
rapid methods such as the nitrate reductase assay have been suggested. This assay
is a low-cost colorimetric assay performed on LJ medium. It is simple to perform and
has been successfully implemented in low-resources countries [13, 46]. The assay is
based on the ability of M. tuberculosis to reduce nitrate to nitrite. A color change is
observed in the medium using Griess reagent. Results from culture isolates are
obtained within 14 days. A few studies have also analyzed the assay directly on
clinical specimens. Although standardization of readings is required, the assay has
given good results with INH, RIF, and ofloxacin [35]. The pooled sensitivity for RIF
and INH has been reported to be 99% and 94%, respectively. The specificity for both
the drugs is reported to be 100% [6].

Microscopic Observation Drug Susceptibility (MODS)
This is a low-technology liquid culture-based rapid DST assay. Drugs are added to
liquid medium, and resistance is detected with the observation of characteristic cord-
like structures ofM. tuberculosis under an inverted microscope. Growth is compared
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to a drug-free control. The reported pooled sensitivity and specificity for detection of
RIF resistance were 96% and 96% with MODS and that for INH was 92% and
96% [6].

Mycobacteria Growth Indicator Tube (MGIT)
The MGIT system (Becton-Dickinson) is a rapid, nonradioactive method for detec-
tion and susceptibility testing of M. tuberculosis (Adjers-Koskela and Katila 2003)
(Fig. 2). MGIT contains an oxygen-quenched fluorochrome, and growth is detected
by the consumption of oxygen by the organisms and the production of fluorescence.
The fluorescence produced is detected by using an ultraviolet transilluminator.
Scrutiny of the fluorescence is done to determine if the tube is growth positive.
Studies carried out show comparable results with the proportion method of
DST [20].

Molecular and Genotypic Methods

M. tuberculosis acquires drug resistance by random chromosomal mutations. Nucle-
otide changes such as point mutations, deletions, and/or insertions confer resistance
to single drugs. The stepwise evolution of these mutations leads to the development
of MDR strains of M. tuberculosis. Drug-resistant strains appear when chemother-
apy is intermittent or inadequate, highlighting the importance of early detection of
drug resistance. Here, we describe the most relevant and current assays for molecular
detection of drug resistance, especially the assays endorsed by WHO.

Fig. 2 The MGIT
960 instrument
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Line Probe Assay
Molecular line probe assay (LPA) technology was endorsed by WHO for rapid
detection of MDR-TB, in 2008. LPA (Fig. 3) involves amplification of the requisite
gene associated with drug resistance by using biotinylated primers, from culture
isolates (indirect testing) or from clinical specimens (direct testing). The amplicons
are hybridized with specific oligonucleotide probes that have been immobilized on
nitrocellulose membrane. Captured labeled hybrids are detected by colorimetric
development. The assay detects the presence of M. tuberculosis complex along
with wild-type and mutant targets associated with drug resistance. If a mutation is
present in one of the target regions, there will be absence of hybridization with the
relevant probe. The reaction leads to the development of colored bands on the strip at
the site of probe binding. The GenoType MTBDRsl test has been introduced for the
rapid determination of genetic mutations associated with resistance to
fluoroquinolones, aminoglycosides (kanamycin, amikacin, SM), cyclic peptides
(capreomycin), and EMB. Resistance to fluoroquinolones is detected by mutations
at the gyrA gene (encoding DNA gyrase). Resistance to EMB is detected by
mutations at the embB gene. The assay format allows reporting the results within
24 h [101, 102].

LPA has sensitivity and specificity of 98% and 99%, respectively, for detection of
RIF resistance; 92% and 99%, respectively, for detection of INH resistance; and 97%
and 100%, respectively, for detection of MDR-TB [108].

GeneXpert
Xpert MTB/RIF (Fig. 4) is an automated, cartridge-based nucleic acid amplification.
It is a real-time PCR-based assay for detection of M. tuberculosis DNA and
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Fig. 3 Hybridization results
obtained with the
MTBDRplus line probe assay
from M. tuberculosis isolates.
The detection of mutations
involved in the development
of resistance to RIF and INH
is based on the absence of
hybridization to one or several
probes specific to wild-type
genotypes (the WT probes)
and the presence of
hybridization to a mutant
(MUT) probe
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mutations in the rpoB gene, associated with RIF resistance. Xpert platform was
developed as a partnership between the Foundation for Innovative New Diagnostics
(FIND), Cepheid, USA, and the University of Medicine and Dentistry, New Jersey,
USA. The technology was supported by the National Institute of Health, USA. The
Xpert MTB/RIF platform is a fully automated DNA testing equipment that has been
designed for direct testing on clinical samples and was recommended for use by
WHO in December 2010. The assay is based on molecular beacons technology and
uses three specific primers and five unique molecular probes with a high degree of
specificity. The molecular beacon probes are complementary to an 81 bp core region
of the rpoB gene. Results are provided within 2 h, directly from clinical specimens.
The limit of detection (LOD) is 131 CFU/ml of sputum [31, 104], making it more
sensitive than smear microscopy. When used as an initial diagnostic test in place of
smear microscopy, the Xpert MTB/RIF achieved an overall pooled sensitivity and
specificity of 88% and 99%, respectively [102]. The WHO recommends the use of
Xpert MTB/ RIF as an initial diagnostic test for diagnosing pulmonary TB in adults
and children suspected of having MDR-TB or human immunodeficiency virus
(HIV)-associated TB. The evidence for pediatric TB and extrapulmonary TB is
currently very low. However, the WHO recommends that Xpert MTB/RIF be used
as an initial diagnostic test on cerebrospinal fluid (CSF) for TB meningitis. It may
also be used for certain extrapulmonary specimens such as lymph node aspirates. A
next-generation cartridge, Xpert Ultra, was launched in 2017 [10]. Xpert Ultra is
more sensitive and is able to detect synonymous mutations and silent mutations in
the targeted region. The LOD for Ultra is 15.6 CFU/ml in sputum samples.

Whole Genome Sequencing (WGS)
WGS offers new opportunities in the clinical management of drug-resistant
TB. WGS can identify various genetic polymorphisms, including single nucleotide
polymorphisms (SNPs) and small insertions and deletions (indels) that can be
associated with drug resistance. Currently WGS is used to identify mutations from
culture isolates. However, direct testing on clinical samples is also being tried and
can bring about a paradigm shift in management of TB. The advent of next-
generation sequencing (NGS) has hastened this process. The advantage of WGS

Fig. 4 GeneXpert instrument
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over Sanger sequencing is that genes can be sequenced across the entire length and
not just the hotspot regions. This can help us identify a number of novel mutations
that may be responsible for drug resistance. The Illumina (San Diego, CA, USA)
NGS platform was used later for epidemiological analysis and rapid molecular DST
[41, 91].

The accuracy of WGS in routine drug susceptibility testing, as compared to
phenotypic DST, was found to be 96%. In addition, it was rapid (72 h for WGS as
against 28 days for DST). Another approach being used is targeted NGS which
improves the sensitivity and can reliably estimate proportion of resistant to wild-type
alleles in mixtures [55].

In conclusion, though drug-resistant TB is a challenging problem, several
advances have been made in the field of molecular diagnostics for rapid detection
of drug-resistant genotypes. The potential to use WGS in routine diagnostics is very
promising and will not only hasten the time to diagnosis but will also provide
information on novel loci associated with drug resistance. Further innovations may
also consider the complexities of drug resistance in M. tuberculosis, to curb this
disease.

References

1. Almeida, D., Ioerger, T., Tyagi, S., et al. (2016). Mutations in pepQ confer low-level
resistance to bedaquiline and clofazimine in Mycobacterium tuberculosis. Antimicrobial
Agents and Chemotherapy, 60, 4590–4599.

2. Aubry, A., Pan, X. S., Fisher, L. M., et al. (2004). Mycobacterium tuberculosis DNA gyrase:
Interaction with quinolones and correlation with antimycobacterial drug activity. Antimicro-
bial Agents and Chemotherapy, 48, 1281–1288.

3. Barry, C. E., 3rd, Lee, R. E., Mdluli, K., et al. (1998). Mycolic acids: Structure, biosynthesis
and physiological functions. Progress in Lipid Research, 37, 143.

4. Brauner, A., Fridman, O., Gefen, O., et al. (2016). Distinguishing between resistance, toler-
ance and persistence to antibiotic treatment. Nature Reviews. Microbiology, 14, 320–330.

5. Brennan, P. J., & Nikaido, H. (1995). The envelope of mycobacteria. Annual Review of
Biochemistry, 64, 29–63.

6. Bwanga, F., Hoffner, S., Haile, M., et al. (2009). Direct susceptibility testing for multi drug
resistant tuberculosis: A meta-analysis. BMC Infectious Diseases, 9, 67.

7. Canetti, G., Fox, W., Khomenko, A. A., et al. (1969). Advances in techniques of testing
mycobacterial drug sensitivity, and the use of sensitivity tests in tuberculosis control
programmes. Bulletin of the World Health Organization, 41, 21.

8. Carter, A. P., Clemons, W. M., Brodersen, D. E., et al. (2000). Functional insights from the
structure of the 30S ribosomal subunit and its interactions with antibiotics. Nature, 407,
340–348.

9. Cavusoglu, C., Hilmioglu, S., Guneri, S., et al. (2002). Characterization of rpoB mutations in
rifampin-resistant clinical isolates of Mycobacterium tuberculosis from Turkey by DNA
sequencing and line probe assay. Journal of Clinical Microbiology, 40, 4435–4438.

10. Chakravorty, S., Simmons, A. M., & Parmar, R. M. (2017). The new Xpert MTB/RIF ultra:
Improving detection of Mycobacterium tuberculosis and resistance to rifampin in an assay
suitable for point-of-care testing. MBio, 8, e00812–e00817.

11. Cheng, S. J., Thibert, L., Sanchez, T., et al. (2000). pncA mutations as a major mechanism of
pyrazinamide resistance in Mycobacterium tuberculosis: Spread of a monoresistant strain in
Quebec. Canada. Antimicrob Agents Chemother, 44, 528–532.

50 C. Kumar et al.



12. Cheng, A. F., Yew, W. W., Chan, E. W., et al. (2004). Multiplex PCR amplimer conformation
analysis for rapid detection of gyrA mutations in fluoroquinolone-resistant Mycobacterium
tuberculosis clinical isolates. Antimicrobial Agents and Chemotherapy, 48, 596–601.

13. Coban, A. Y., Birinci, A., Ekinci, B., et al. (2004). Drug susceptibility testing of Mycobacte-
rium tuberculosis with nitrate reductase assay. International Journal of Antimicrobial Agents,
24, 304–306.

14. Das, R., Gupta, P., Singh, P., et al. (2009). Association of mutations in rpsL gene with high
degree of streptomycin resistance in clinical isolates of Mycobacterium tuberculosis in India.
The Indian Journal of Medical Research, 129, 108–111.

15. Desjardins, C. A., Cohen, K. A., Munsamy, V., et al. (2016). Genomic and functional analyses
of Mycobacterium tuberculosis strains implicate ald in D-cycloserine resistance. Nature
Genetics, 48, 544.

16. Dey, T., Brigden, G., Cox, H., et al. (2013). Outcomes of clofazimine for the treatment of drug-
resistant tuberculosis: A systematic review and meta-analysis. The Journal of Antimicrobial
Chemotherapy, 68, 284–293.

17. Dookie, N., Rambaran, S., Padayatchi, N., Mahomed, S., & Naidoo, K. (2018). Evolution of
drug resistance in Mycobacterium tuberculosis. The Journal of Antimicrobial Chemotherapy,
73, 1138–1151.

18. Drlica, K. (1999). Mechanism of fluoroquinolone action. Current Opinion in Microbiology, 2,
504–508.

19. Drobniewski, F., Rüsch-Gerdes, S., & Hoffner, S. (2007). Antimicrobial susceptibility testing
ofMycobacterium tuberculosis (EUCAST document E. DEF 8.1)–report of the subcommittee
on antimicrobial susceptibility testing of Mycobacterium tuberculosis of the European Com-
mittee for Antimicrobial Susceptibility Testing (EUCAST) of the European Society of Clinical
Microbiology and Infectious Diseases (ESCMID). Clinical Microbiology and Infection, 13,
1144–1156.

20. Duque, A., Lin, S. Y. G., Desmond, E., et al. (2013). Evaluation of the BD Bactec MGIT
320 system for detection of mycobacteria and drug susceptibility testing of Mycobacterium
tuberculosis. Journal of Clinical Microbiology, 51, 3403–3405.

21. Eldholm, V., Norheim, G., von der Lippe, B., et al. (2014). Evolution of extensively drug-
resistant Mycobacterium tuberculosis from a susceptible ancestor in a single patient. Genome
Biology, 15, 490.

22. Escalante, P., Ramaswamy, S., Sanabria, H., et al. (1998). Genotypic characterization of drug-
resistant Mycobacterium tuberculosis isolates from Peru. Tubercle and Lung Disease, 79,
111–118.

23. Faustini, A., Hall, A. J., & Perucci, C. A. (2006). Risk factors for multidrug resistant
tuberculosis in Europe: A systematic review. Thorax, 61, 158–163.

24. Feng, Z., & Barletta, R. G. (2003). Roles of Mycobacterium smegmatis D-alanine: D-alanine
ligase and D-alanine racemase in the mechanisms of action of and resistance to the peptido-
glycan inhibitor D-cycloserine. Antimicrobial Agents and Chemotherapy, 47, 283–291.

25. Feuerriegel, S., Köser, C., Trübe, L., et al. (2010). Thr202Ala in thyA is a marker for the Latin
American Mediterranean lineage of theMycobacterium tuberculosis complex rather than para-
aminosalicylic acid resistance. Antimicrobial Agents and Chemotherapy, 54, 4794–4798.

26. Finken, M., Kirschner, P., Meier, A., et al. (1993). Molecular basis of streptomycin resistance
in Mycobacterium tuberculosis: Alterations of the ribosomal protein S12 gene and point
mutations within a functional 16S ribosomal RNA pseudoknot. Molecular Microbiology, 9,
1239–1246.

27. Ginsburg, A. S., Grosset, J. H., & Bishai, W. R. (2003). Fluoroquinolones, tuberculosis, and
resistance. Lancet Infectious Diseases, 3, 432–442.

28. Grange, J. M. (1990). Drug resistance and tuberculosis elimination. Bulletin of the Interna-
tional Union against Tuberculosis and Lung Disease, 65, 57.

29. Hartkoorn, R. C., Uplekar, S., & Cole, S. T. (2014). Cross-resistance between clofazimine and
bedaquiline through upregulation of MmpL5 in Mycobacterium tuberculosis. Antimicrobial
Agents and Chemotherapy, 58, 2979–2981.

The Challenge of Drug-Resistant Tuberculosis: An Update 51



30. Hazbon, M. H., Brimacombe, M., Bobadilla del Valle, M., et al. (2006). Population genetics
study of isoniazid resistance mutations and evolution of multidrug-resistant Mycobacterium
tuberculosis. Antimicrobial Agents and Chemotherapy, 50, 2640–2649.

31. Helb, D., Jones, M., Story, E., et al. (2010). Rapid detection of Mycobacterium tuberculosis
and rifampin resistance by use of on-demand, near-patient technology. Journal of Clinical
Microbiology, 48, 229–237.

32. Herrera, L., Jiménez, S., Valverde, A., et al. (2003). Molecular analysis of rifampicin-resistant
Mycobacterium tuberculosis isolated in Spain (1996–2001). Description of new mutations in
the rpoB gene and review of the literature. International Journal of Antimicrobial Agents, 21,
403–408.

33. Heym, B., & Cole, S. T. (1997). Multidrug resistance in Mycobacterium tuberculosis. Inter-
national Journal of Antimicrobial Agents, 8, 61–70.

34. Hoagland, D. T., Liu, J., Lee, R. B., et al. (2016). New agents for the treatment of drug-
resistant Mycobacterium tuberculosis. Advanced Drug Delivery Reviews, 102, 55–72.

35. Horne, D. J., Pinto, L. M., Arentz, M., et al. (2013). Diagnostic accuracy and reproducibility of
WHO-endorsed phenotypic drug susceptibility testing methods for first-line and second-line
anti-TB drugs. Journal of Clinical Microbiology, 51, 393–401.

36. Ismail, N. A., Omar, S. V., Joseph, L., et al. (2018). Defining bedaquiline susceptibility,
resistance, cross-resistance and associated genetic determinants: A retrospective cohort study.
E BioMedicine, 28, 136–142.

37. Jenkins, H. E., Zignol, M., & Cohen, T. (2011). Quantifying the burden and trends of isoniazid
resistant tuberculosis, 1994–2009. PLoS One, 6, e22927.

38. Jia, L., Tomaszewski, J. E., Hanrahan, C., et al. (2005). Pharmacodynamics and pharmacoki-
netics of SQ109, a new diamine-based antitubercular drug. British Journal of Pharmacology,
144, 80–87.

39. Juréen, P., Werngren, J., Toro, J.-C., et al. (2008). Pyrazinamide resistance and pncA gene
mutations in Mycobacterium tuberculosis. Antimicrobial Agents and Chemotherapy, 52,
1852–1854.

40. Kaur, S., Rana, V., Singh, P., et al. (2016). Novel mutations conferring resistance to kanamy-
cin in Mycobacterium tuberculosis clinical isolates from northern India. Tuberculosis, 96,
96–101.

41. Köser, C. U., Bryant, J. M., Becq, J., et al. (2013). Whole-genome sequencing for rapid
susceptibility testing of M. tuberculosis. The New England Journal of Medicine, 369,
290–292.

42. Koch, A., Cox, H., & Mizrahi, V. (2018). Drug-resistant tuberculosis: Challenges and
opportunities for diagnosis and treatment. Current Opinion in Pharmacology, 42, 7–15.

43. Lakshminarayana, S. B., Huat, T. B., Ho, P. C., et al. (2014). Comprehensive physicochemi-
cal, pharmacokinetic and activity profiling of anti-TB agents. The Journal of Antimicrobial
Chemotherapy, 70, 857–867.

44. Lange, C., Chesov, D., Heyckendorf, J., et al. (2018). Drug-resistant tuberculosis: An update
on disease burden, diagnosis and treatment. Respirology, 23, 656–673.

45. Larsen, M. H., Vilcheze, C., Kremer, L., et al. (2002). Overexpression of inhA, but not kasA,
confers resistance to isoniazid and ethionamide in Mycobacterium smegmatis, M. bovis BCG
and M. tuberculosis. Molecular Microbiology, 46, 453–466.

46. Lemus, D., Montoro, E., Echemendía, M., et al. (2006). Nitrate reductase assay for detection of
drug resistance in Mycobacterium tuberculosis: Simple and inexpensive method for
low-resource laboratories. Journal of Medical Microbiology, 55, 861–863.

47. Leung, K. L., Yip, C. W., Yeung, Y. L., et al. (2010). Usefulness of resistant gene markers for
predicting treatment outcome on second-line anti-tuberculosis drugs. Journal of Applied
Microbiology, 109, 2087–2094.

48. Lew, W., Pai, M., Oxlade, O., et al. (2008). Initial drug resistance and tuberculosis treatment
outcomes: Systematic review and meta-analysis. Annals of Internal Medicine, 149, 123–134.

49. Machado, D., Couto, I., Perdigão, J., et al. (2013). Contribution of efflux to the emergence of
isoniazid and multidrug resistance in Mycobacterium tuberculosis. PLoS One, 7, e34538.

52 C. Kumar et al.



50. Mahajan, R. (2013). Bedaquiline: First FDA-approved tuberculosis drug in 40 years. Interna-
tional Journal of Applied & Basic Medical Research, 3(1).

51. Manissero, D., & Fernandez de la Hoz, K. (2006). Surveillance methods and case definition for
extensively drug resistant TB (XDR-TB) and relevance to Europe: Summary update. Euro
Surveillance, 11, e061103.

52. Manjunatha, U. H., Boshoff, H., Dowd, C. S., et al. (2006). Identification of a nitroimidazo-
oxazine-specific protein involved in PA-824 resistance in Mycobacterium tuberculosis.
Proceedings of the National Academy of Sciences of the United States of America, 103,
431–436.

53. Mathys, V., Wintjens, R., Lefevre, P., et al. (2009). Molecular genetics of Para-aminosalicylic
acid resistance in clinical isolates and spontaneous mutants of Mycobacterium tuberculosis.
Antimicrobial Agents and Chemotherapy, 53, 2100–2109.

54. Matsumoto, M., Hashizume, H., Tomishige, T., et al. (2006). OPC-67683, a nitro-
dihydroimidazooxazole derivative with promising action against tuberculosis in vitro and in
mice. PLoS medic, 3, e466.

55. Metcalfe, J. Z., Streicher, E., Theron, G., et al. (2017). Cryptic microheteroresistance explains
Mycobacterium tuberculosis phenotypic resistance. American Journal of Respiratory and
Critical Care Medicine, 196, 1191–1201.

56. Middlebrook, G. (1954). Isoniazid-resistance and catalase activity of tubercle bacilli. Am Rev
Tuberc, 69, 471–472.

57. Miotto, P., Zhang, Y., Cirillo, D. M., & Yam, W. C. (2018). Drug resistance mechanisms and
drug susceptibility testing for tuberculosis. Respirology, 23, 1098–1113.

58. Mitchison, D. A. (1985). The action of antituberculosis drugs in short-course chemotherapy.
Tubercle, 66, 219–225.

59. Mondal, R., & Jain, A. (2007). Extensively drug-resistant Mycobacterium tuberculosis, India.
Emerging Infectious Diseases, 13, 1429.

60. Musser, J. M. (1995). Antimicrobial agent resistance in mycobacteria: Molecular genetic
insights. Clinical Microbiology Reviews, 8, 496–514.

61. Muthaiah, M., Jagadeesan, S., Ayalusamy, N., et al. (2010). Molecular epidemiological study
of pyrazinamide-resistance in clinical isolates of Mycobacterium tuberculosis from South
India. International Journal of Molecular Sciences, 11, 2670–2680.

62. Pandey, B., Grover, S., Goyal, S., et al. (2018). Novel missense mutations in gidB gene
associated with streptomycin resistance in Mycobacterium tuberculosis: Insights from molec-
ular dynamics. Journal of Biomolecular Structure & Dynamics, 1–16.

63. Pasca, M. R., Guglierame, P., De Rossi, E., et al. (2005). mmpL7 gene of Mycobacterium
tuberculosis is responsible for isoniazid efflux in Mycobacterium smegmatis. Antimicrobial
Agents and Chemotherapy, 49, 4775–4777.

64. Quan, S., Venter, H., & Dabbs, E. R. (1997). Ribosylative inactivation of rifampin by
Mycobacterium smegmatis is a principal contributor to its low susceptibility to this antibiotic.
Antimicrobial Agents and Chemotherapy, 41, 2456–2460.

65. Rad, M. E., Bifani, P., Martin, C., et al. (2003). Mutations in putative mutator genes of
Mycobacterium tuberculosis strains of the W-Beijing family. Emerging Infectious Diseases,
9, 838.

66. Ramaswamy, S., & Musser, J. M. (1998). Molecular genetic basis of antimicrobial agent
resistance inMycobacterium tuberculosis: 1998 update. Tubercle and Lung Disease, 79, 3–29.

67. Ramaswamy, S. V., Reich, R., Dou, S. J., et al. (2003). Single nucleotide polymorphisms in
genes associated with isoniazid resistance in Mycobacterium tuberculosis. Antimicrobial
Agents and Chemotherapy, 47, 1241–1250.

68. Rattan, A., Kalia, A., & Ahmad, N. (1998). Multidrug-resistant Mycobacterium tuberculosis:
molecular perspectives. Emerging Infectious Diseases, 4, 195.

69. Rengarajan, J., Sassetti, C. M., Naroditskaya, V., et al. (2004). The folate pathway is a target
for resistance to the drug para-aminosalicylic acid (PAS) in mycobacteria. Molecular Micro-
biology, 53, 275–282.

The Challenge of Drug-Resistant Tuberculosis: An Update 53



70. Safi, H., Lingaraju, S., Amin, A., et al. (2013). Evolution of high-level ethambutol-resistant
tuberculosis through interacting mutations in decaprenylphosphoryl-β-D-arabinose biosyn-
thetic and utilization pathway genes. Nature Genetics, 45, 1190.

71. Sandgren, A., Strong, M., Muthu krishnan, P., et al. (2009). Tuberculosis drug resistance
mutation database. PLoS Medicine, 6, e1000002.

72. Saunders, N. J., Trivedi, U. H., Thomson, M. L., et al. (2011). Deep resequencing of serial
sputum isolates of Mycobacterium tuberculosis during therapeutic failure due to poor compli-
ance reveals stepwise mutation of key resistance genes on an otherwise stable genetic
background. The Journal of Infection, 62, 212–217.

73. Scorpio, A., Lindholm-Levy, P., Heifets, L., et al. (1997). Characterization of pncA mutations
in pyrazinamide-resistantMycobacterium tuberculosis. Antimicrobial Agents and Chemother-
apy, 41, 540–543.

74. Scorpio, A., & Zhang, Y. (1996). Mutations in pncA, a gene encoding pyrazinamidase/
nicotinamidase, cause resistance to the antituberculous drug pyrazinamide in tubercle bacillus.
Nature Medicine, 2, 662–667.

75. Sharma, A., Hill, A., Kurbatova, E., et al. (2017). Estimating the future burden of multidrug-
resistant and extensively drug-resistant tuberculosis in India, the Philippines, Russia, and
South Africa: A mathematical modelling study. The Lancet Infectious Diseases, 17, 707–715.

76. Sharma, S. K., & Mohan, A. (2004). Multidrug-resistant tuberculosis. The Indian Journal of
Medical Research, 120, 354–376.

77. Siddiqi, N., Shamim, M., Hussain, S., et al. (2002). Molecular characterization of multidrug-
resistant isolates of Mycobacterium tuberculosis from patients in North India. Antimicrobial
Agents and Chemotherapy, 46, 443–450.

78. Silva, M. S. N., Senna, S. G., Ribeiro, M. O., et al. (2003). Mutations in katG, inhA, and ahpC
genes of Brazilian isoniazid-resistant isolates of Mycobacterium tuberculosis. Journal of
Clinical Microbiology, 41, 4471–4474.

79. Siu, G. K. H., Zhang, Y., Lau, T. C., et al. (2011). Mutations outside the rifampicin resistance-
determining region associated with rifampicin resistance in Mycobacterium tuberculosis.
Antimicrob Chemother, 66, 730–733.

80. Slayden, R. A., & Barry, C. E., III. (2000). The genetics and biochemistry of isoniazid
resistance in Mycobacterium tuberculosis. Microbes and Infection, 2, 659–669.

81. Somoskovi, A., Parsons, L. M., & Salfinger, M. (2001). The molecular basis of resistance to
isoniazid, rifampin, and pyrazinamide in Mycobacterium tuberculosis. Respiratory Research,
2, 164.

82. Sreevatsan, S., Pan, X., Zhang, Y., et al. (1997). Mutations associated with pyrazinamide
resistance in pncA of Mycobacterium tuberculosis complex organisms. Antimicrobial Agents
and Chemotherapy, 41, 636–640.

83. Stagg, H. R., Cohen, T., Becerra, M. C., et al. (2014). A tale of two settings: The role of the
Beijing genotype in the epidemiology of multidrug-resistant tuberculosis. The European
Respiratory Journal, 43, 632–635.

84. Sulochana, S., Narayanan, S., Paramasivan, C. N., et al. (2007). Analysis of fluoroquinolone
resistance in clinical isolates of Mycobacterium tuberculosis from India. Journal of Chemo-
therapy, 19, 166–171.

85. Sun, Z., Zhang, J., Zhang, X., et al. (2008). Comparison of gyrA gene mutations between
laboratory-selected ofloxacin-resistant Mycobacterium tuberculosis strains and clinical
isolates. International Journal of Antimicrobial Agents, 31, 115–121.

86. Suzuki, Y., Katsukawa, C., Tamaru, A. K. I., et al. (1998). Detection of kanamycin-resistant
Mycobacterium tuberculosis by identifying mutations in the 16S rRNA gene. Journal of
Clinical Microbiology, 36, 1220–1225.

87. Takayama, K., & Kilburn, J. O. (1989). Inhibition of synthesis of arabinogalactan by etham-
butol inMycobacterium smegmatis. Antimicrobial Agents and Chemotherapy, 33, 1493–1499.

88. Takiff, H. E., Salazar, L., Guerrer, C., et al. (1994). Cloning and nucleotide sequence of
Mycobacterium tuberculosis gyrA and gyrB genes and detection of quinolone resistance
mutations. Antimicrobial Agents and Chemotherapy, 38, 773–780.

54 C. Kumar et al.



89. Taniguchi, H., Chang, B., Abe, C., et al. (1997). Molecular analysis of kanamycin and
viomycin resistance in Mycobacterium smegmatis by use of the conjugation system. Journal
of Bacteriology, 179, 4795–4801.

90. Telenti, A., Imboden, P., Marchesi, F., et al. (1993). Detection of rifampicin-resistance
mutations in Mycobacterium tuberculosis. The Lancet, 341, 647–651.

91. Török, M. E., Reuter, S., Bryant, J., et al. (2013). Rapid whole-genome sequencing for
investigation of a suspected tuberculosis outbreak. Journal of Clinical Microbiology, 51,
611–614.

92. Trauner, A., Liu, Q., Via, L. E. R., et al. (2017). The within-host population dynamics of
Mycobacterium tuberculosis vary with treatment efficacy. Genome Biology, 18, 71.

93. van Rensburg, C. E., Joone, G. K., O'sullivan, J. F., et al. (1992). Antimicrobial activities of
clofazimine and B669 are mediated by lysophospholipids. Antimicrobial Agents and Chemo-
therapy, 36, 2729–2735.

94. Vareldzis, B. P., Grosset, J., de Kantor, I., et al. (1994). Drug-resistant tuberculosis: Labora-
tory issues. World Health Organization recommendations. Tubercle and Lung Disease, 75,
1–7.

95. Victor, T. C., van Rie, A., Jordaan, A. M., et al. (2001). Sequence polymorphism in the rrs
gene of Mycobacterium tuberculosis is deeply rooted within an evolutionary clade and is not
associated with streptomycin resistance. Journal of Clinical Microbiolgy, 39, 4184–4186.

96. Vilchèze, C., Av-Gay, Y., Attarian, R., et al. (2008). Mycothiol biosynthesis is essential for
ethionamide susceptibility in Mycobacterium tuberculosis. Molecular Microbiology, 69,
1316–1329.

97. Vilcheze, C., Weisbrod, T. R., Chen, B., et al. (2005). Altered NADH/NAD+ ratio mediates
coresistance to isoniazid and ethionamide in mycobacteria. Antimicrobial Agents and Chemo-
therapy, 49, 708–720.

98. Willby, M., Sikes, R. D., Malik, S., et al. (2015). Correlation between GyrA substitutions and
ofloxacin, levofloxacin, and moxifloxacin cross-resistance in Mycobacterium tuberculosis.
Antimicrobial Agents and Chemotherapy, 59, 5427–5434.

99. World Health Organization. (2004). Global tuberculosis report. Geneva: WHO.
100. World Health Organization. (2012). Global tuberculosis report. Switzerland: WHO, Geneva.
101. World Health Organization. (2013). Global tuberculosis report. Switzerland: WHO, Geneva.
102. World Health Organization. (2013). Using the Xpert MTB/RIF assay to detect pulmonary and

extrapulmonary tuberculosis and rifampicin resistance in adults and children: Expert group
meeting report. http://who.int/tb/publications/xpert-mtb-rif-assay-diagnosis-meeting-report/
eng/pdf

103. World Health Organization. (2014). Global tuberculosis report. http://apps.who.int/iris/
bitstream/10665/137094/1/9789241564809_eng.pdf

104. World Health Organization. (2014). Xpert MTB/RIF implementation manual: Technical and
operational ‘How-to’: Practical considerations. Geneva: WHO.

105. World Health Organization. (2017). Global tuberculosis report. Geneva: WHO.
106. Xavier, A. S., & Lakshmanan, M. (2014). Delamanid: A new armor in combating drug-

resistant tuberculosis. Journal of Pharmacology and Pharmacotherapeutics, 5, 222.
107. Xu, J., Wang, B., Hu, M., et al. (2017). Primary clofazimine and bedaquiline resistance among

isolates from patients with multidrug-resistant tuberculosis. Antimicrobial Agents and Chemo-
therapy, 61, e00239–e00217.

108. Yadav, R. N., Singh, B. K., Sharma, S. K., et al. (2013). Comparative evaluation of GenoType
MTBDRplus line probe assay with solid culture method in early diagnosis of multidrug
resistant tuberculosis (MDR-TB) at a tertiary care Centre in India. PLoS One, 8, e72036.

109. Yang, J. S., Kim, K. J., Choi, H., et al. (2018). Delamanid, bedaquiline, and linezolid
minimum inhibitory concentration distributions and resistance-related gene mutations in
multidrug-resistant and extensively drug-resistant tuberculosis in Korea. Annals of Laboratory
Medicine, 38, 563–568.

The Challenge of Drug-Resistant Tuberculosis: An Update 55

http://who.int/tb/publications/xpert-mtb-rif-assay-diagnosis-meeting-report/eng/pdf
http://who.int/tb/publications/xpert-mtb-rif-assay-diagnosis-meeting-report/eng/pdf
http://apps.who.int/iris/bitstream/10665/137094/1/9789241564809_eng.pdf
http://apps.who.int/iris/bitstream/10665/137094/1/9789241564809_eng.pdf


110. Yano, T., Kassovska-Bratinova, S., Teh, J. S., et al. (2011). Reduction of clofazimine by
mycobacterial type 2 NADH: Quinone oxidoreductase a pathway for the generation of
bactericidal levels of reactive oxygen species. The Journal of Biological Chemistry, 286,
10276–10287.

111. Zaunbrecher, M. A., Sikes, R. D., Metchock, B., et al. (2009). Overexpression of the
chromosomally encoded aminoglycoside acetyltransferase eis confers kanamycin resistance
in Mycobacterium tuberculosis. Proceedings of the National Academy of Sciences of the
United States of America, 106, 20004–20009.

112. Zaw, M. T., Emran, N. A., & Lin, Z. (2018). Mutations inside rifampicin-resistance determin-
ing region of rpoB gene associated with rifampicin-resistance in Mycobacterium tuberculosis.
Journal of Infection and Public Health, 11, 605–610.

113. Zhang, M., Yue, J., Yang, Y. P., et al. (2005). Detection of mutations associated with isoniazid
resistance in Mycobacterium tuberculosis isolates from China. Journal of Clinical Microbiol-
ogy, 43, 5477–5482.

114. Zhang, Y., & Young, D. B. (1993). Molecular mechanisms of isoniazid: A drug at the front
line of tuberculosis control. Trends in Microbiology, 1, 109–113.

56 C. Kumar et al.



Eliminating Mycobacterial Persistence:
Novel Targets for Anti-TB Therapy
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Abstract
Despite enormous efforts toward eradication of tuberculosis (TB), it remains one
of the leading causes of deaths from a single infectious agent. Mycobacterium
tuberculosis (Mtb), the causative agent of TB, has successfully persisted in the
human host for centuries. Current anti-TB therapy is effective in most of the cases
but due to a very long duration of treatment and adverse side effects of medica-
tion, it leads to non-compliance resulting in the emergence of drug resistance.
Moreover, host never gets completely sterilized of the bug and thus remains
susceptible to disease relapse. Thus in order to completely eliminate tuberculosis
in the near future, one must attempt to understand the dynamics of dormant,
persistent, and latent bacilli which are resistant to majority of anti-TB drugs and
are a major cause for recurrence incidents. Here, we briefly describe dormancy,
persistence, and latency in terms of tuberculosis disease. We attempt to elaborate
on various models used to study these phenomena which have led to a better
understanding of the mechanisms adopted by Mtb in order to survive in the
hostile environment of the host. These studies are critical for developing newer
and effective strategies to target TB.
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Introduction

Globally, tuberculosis (TB) is one of the top ten causes of death and the leading
cause from a single infectious agent [45]. Mycobacterium tuberculosis (Mtb), the
causative agent of TB, remains one of the most successful human pathogen, respon-
sible for 1.3 million deaths in the year 2017. The tubercle bacilli are unique in terms
of possessing a remarkable ability of surviving in vivo in a dormant state for years
only to reactivate. Approximately 1.7 billion people, which accounts for 23% of the
global population, are infected with latent TB and thus provide a massive reservoir
for this deadly pathogen. The existing TB treatment, which includes 60-day treat-
ment of four frontline anti-TB drugs, isoniazid (INH), rifampin (RIF), ethambutol
(EMB), and pyrazinamide (PZA), followed by a 120-day treatment with INH and
RIF, is effective and has been successful in averting millions of deaths each year, but
it fails to completely sterilize the individual. This lengthy anti-TB therapy of
6 months or more leads to non-compliance, thus resulting in the emergence of
drug-resistant variants of Mtb: MDR and XDR TB. It takes 9 months or even
more to treat MDR and XDR TB, with the success rate being below 50%
[79]. The current situation is further worsened by HIV-TB coinfections wherein
immunocompromised state of HIV-positive individuals put them at high risk of
relapse. The reason for this long treatment and failure to achieve 100% sterility is
believed to be the presence of dormant, latent, or persistent bacilli, which can revert
back to active form and cause reinfection [92]. Understanding the dynamics of
relationship between latent bacilli and host is critical for the development of shorter
and more effective treatments for TB. In order to achieve the goal of ending the TB
epidemic, it becomes imperative for us to study in detail the various mechanisms of
mycobacterial dormancy, latency, and persistence.

TB pathogenesis is a complex phenomenon wherein infection by Mtb can result
in multiple outcomes depending upon the load, infectiousness of the bug, and the
immune state of the host [87]. Bacteria can either be cleared by the host or can cause
active infection. Third possibility is the emergence of dormant bacilli, making the
host asymptomatic but a carrier. Finally, reactivation of the bacteria due to multiple
host factors leads to reemergence of infection [136].

Mycobacterial dormancy, latency, and persistence are three very different yet
overlapping phenomena. This review attempts at distinctly defining mycobacterial
dormancy, latency, and persistence all of which are used interchangeably leading to
confusion in the field. We also review various models for studying these phenotypes
and factors responsible for their existence. Finally an attempt is made to understand
the various strategies being employed to control latent TB.

Dormancy
Dormancy is defined as a phase of life where an organism shuts its metabolic

activity to a minimal level leading to its growth arrest.

(continued)
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Latency
Latency is a clinical term referring to the in vivo state of an infectious

organism where the host remains asymptomatic.

Persistence
Persistence is the phenomenon where phenotypic heterogeneity gives rise to a

subpopulation of transiently antibiotic-tolerant bacterial cells that may or
may not be slow-growing or growth-arrested.

Dormant Bacilli

Dormancy phenomenon occurs in multiple organisms ranging from bacteria to
plants and animals. Dormancy is a metabolically inactive state induced in order to
survive in adverse conditions [116]. Dormant bacteria are characterized by slow or
no growth, inability to form colony-forming units, resistance to antibiotics and
multiple stresses, and ability to resuscitate under favorable conditions [46]
(Fig. 1). In mycobacterial physiology, dormancy refers to a stable but reversible
growth arrest in response to multiple host stresses [46]. Dormant mycobacteria have
been shown to be present in aged liquid cultures, macrophages, and mice tissue
[14, 15, 40, 46, 54]. Non-growing but metabolically active bacteria have also been
shown in the lungs of chronically infected and isoniazid-treated mice suggesting a
role in post-chemotherapeutic relapses [86]. Majority of currently available anti-TB

Actively growing Dormant

Starvation, pH, Acidification
Hypoxia, Stringent response

Nutrients, Oxygen, Rpfs

Front-line and second line anti-TB drugs Bedaquiline and Delaminid

Fig. 1 Switch between active and dormant state. Metabolically active cells can enter into an
inactive dormant state owing to multiple environmental stresses as a bet-hedging strategy. Dormant
cells maintain minimal cellular activities and revert back to active state under appropriate signals.
Only two drugs, bedaquiline and delamanid, have been approved till date, which may target
dormant mycobacteria
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drugs target processes critical for an actively growing bacteria such as DNA replica-
tion, translation, or cell wall synthesis. Non-growing or slow-growing state of
dormant bacilli make them resistant toward these drugs. This allows for long-term
survival in the host, which may result in resuscitation and relapse. Therefore,
complete prevention and cure of TB require targeting dormant Mtb and evolving
novel strategies and therapeutics to kill these quiescent bugs.

One of the earliest and most studied models of dormancy is the Wayne model
where bacteria when subjected to gradual depletion of atmospheric oxygen enter a
non-replicating state [142]. Since then, many models have been designed to study
the mechanism of dormancy and factors responsible for resuscitation. This chapter
will give a brief overview of the various models used to study dormancy, the
bacterial and host factors responsible for the entry and exit from dormant state,
and lastly the mechanisms of exit from mycobacterial dormancy.

Persisters

Persisters are multidrug-tolerant cells, which are able to survive lethal doses of
antibiotics. They represent a small subpopulation of otherwise antibiotic-sensitive
cells, which become transiently refractory to antibiotics. They are different from
antibiotic-resistant cells in terms of nonheritable phenotypic resistance, which arises
due to stochastic or deterministic epigenetic factors that are not passed onto the next
generation (Fig. 2a). Joseph Bigger first coined the term persisters in 1944 when he
discovered the inability of penicillin to completely sterilize a Staphylococcus culture
[9, 51]. Since their discovery, persisters have been identified not only in bacteria but
also in eukaryotic systems including major human pathogens and diseases [12, 47,
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Fig. 2 Characteristics of persister and resistant cells. (a) Antibiotic-sensitive population may carry
a small proportion of either antibiotic-tolerant or antibiotic-resistant cells. Antibiotic pressure
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61, 63, 69, 97]. Experimentally, persisters are identified and characterized by a
biphasic kill curve wherein, upon addition of a lethal dose of antibiotics, bacterial
survival follows a two-phase trend over time (Fig. 2b). The initial phase is associated
with a rapid decline in bacterial survival followed by slower killing rate in the second
phase representing persister fraction. Persisters can be differentiated from resistant
population where the regrowth after antibiotic removal yields a similar antibiotic-
sensitive population. Also, persisters fail to divide in the presence of antibiotics and
randomly switch back to normal-growing phenotype.

Since most of the antibiotics target pathways essential for actively growing cells,
persisters were initially thought to be non-growing dormant cells making them
refractory to the killing action of these antibiotics [72]. This hypothesis was first
supported by the transcriptome analysis of persister fraction showing
downregulation of metabolic and biosynthetic pathways with a small set of
upregulated genes common to various dormancy models, suggesting dormant state
of persisters [61, 121]. However, many other mechanisms have now been shown to
be involved in the generation of this transient tolerance [1, 101, 141].

Walsh McDermott first demonstrated mycobacterial persisters way back in 1956
[89, 91]. In the context of tuberculosis, persistence generally refers to the unusual
capacity of mycobacteria to persist in the host for decades. It is able to withstand the
insults conferred by macrophages and the much developed host immune system.
Moreover, extremely long drug therapy reflects another facet of mycobacterial
persistence. Several human pathogens cause chronic and persistent infections; how-
ever, clinical link between persisters and chronic infections came from a study where
antibiotic-treated cystic fibrosis patients showed the presence of high persister
mutants [31, 100]. Recently, persisters have also been shown to mediate the emer-
gence of multidrug resistance due to the existence of overlapping survival strategies
employed by these cells such as efflux pumps, stringent response, biofilm formation,
etc. [1, 18, 71]. Persisters also draw homology with drug-tolerant human cancerous
cells responsible for treatment failure and relapse years after chemotherapy [35, 42,
44]. Together, these studies emphasize the importance of novel anti-persister
strategies in order to prevent recalcitrant chronic infections, reduce the risk of drug
resistance during treatment and to achieve eradication of drug-tolerant cancer cells.
In this review, we focus on different bacterial and host mechanisms leading to
persister formation and various attempts being made to combat mycobacterial
persisters.

Latent Bacteria

Dormants or persisters are the terms used to describe the bacterial physiology,
whereas latency refers to a state of equilibrium between the host and the pathogen
where pathogen resides in the host without causing any apparent symptoms, a classic
case of latent tuberculosis infection (LTBI) [103]. Entry of aerosolizedMtb pathogen
into the host airways can result in multiple possible outcomes. Close exposure toMtb
for several hours can lead to a 30–40% chance of getting infected with the pathogen.
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In around 90% of infected individuals, innate and adaptive host immunity is able to
control and confine the bacteria in specialized cellular structures called granulomas
leading to latent infection. These individuals are at a 5–10% risk of developing
active disease later in life. However this risk increases multiple folds during immu-
nocompromised conditions such as HIV infection. The individuals with active TB
can be cured effectively; however, there exists a risk of relapse in these individuals
[68] (Fig. 3).

It is estimated that approximately one-third of the global population is latently
infected with TB. LTBI is detected by various tests such as tuberculin skin test (TST)
and interferon gamma release assays (IGRA), which detect the previous exposure of
an individual to Mtb [5]. The most effective treatment for LTBI till date is adminis-
tration of isoniazid (INH) for 6–9 months. Since INH blocks cell wall synthesis,
which is essential for actively growing bacilli, it has been shown to be ineffective
against dormant tubercles [150]. The proven effectiveness of INH in prophylaxis of
LTBI indicates that in a patient suffering from LTBI, bacteria can either exist in a
metabolically active and growing state where it is controlled by the host to achieve
equilibrium or it could be dormant and hiding only to get reactivated upon appropri-
ate signals. There are contradictory reports in the field wherein few studies indicate
the presence of replicating bacilli during LTBI [36], while others show that
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restriction fragment length polymorphism remains unchanged even decades after
initial exposure to TB bug [74]. Therefore, according to a recent and most accepted
theory, individuals with LTBI contain heterogeneous bacterial population with
different physiologies, including actively growing bacteria, which are susceptible
to INH and metabolically quiescent drug-tolerant bacilli.

LTBI individuals represent a massive reservoir of hidden TB bacilli waiting to get
ruptured to cause new infections. Therefore global eradication of TB must empha-
size on efforts to detect and effectively treat LTBI. For this, an improved under-
standing of the host and bacterial mechanisms underlying LTBI is of utmost
importance in order to develop improved diagnostics of LTBI detection and shorter
and novel therapeutic strategies [104, 138].

LTBI is an outcome of complex interactions that occur between the host and the
pathogen. Beginning from its entry into the human body, Mtb faces multiple insults
coming from phagocytic cells and immune cells. Host has developed multiple
mechanisms to control infection and reactivation, whereas Mtb employs various
strategies to avoid elimination and cause persistent infection.

Models for Studying Dormancy, Persistence, and Latency

In order to achieve a complete global eradication of tuberculosis, one must focus on
mechanisms adopted by the tubercle bacilli to maintain decade-long interactions
with the human host. Persistent efforts are required to develop newer in vitro and
in vivo models ofMtb latency for understanding, in detail, the various aspects of TB
pathogenesis leading to discovery of novel therapeutics. This section will focus on
in vitro and in vivo models being currently used for simulating latent tuberculosis.

In Vitro Models

The Wayne Model
Very early research in the field of TB pathology suggested a strong link between
oxygen levels and bacterial growth rate in multiple animal models [50, 94, 114] with
ample evidence of human granulomas being hypoxic in nature [59]. One of the best
characterized and extensively studied models of TB dormancy was developed by
Wayne and Hayes in 1996 [143], where TB cultures are exposed to gradual oxygen
depletion in order to mimic the low oxygen environment faced by the bacilli inside
macrophages or granulomas. TB bacilli are grown in airtight tubes with defined air to
culture ratio leading to a two-stage progression into non-replicating state (NRP). One
percent oxygen level results in NRP-1, characterized by a shift to the glyoxylate
cycle, thickening of the outer cell wall, and caseation of growth. NRP-2 is achieved
at oxygen levels below 0.06% and is characterized by altered susceptibility to
antimicrobial drugs [145, 146]. The model suffers from various limitations such as
lack of standardization, generation of fully viable colony forming bacilli, and
sensitivity to metronidazole, which fails to show any effect in the mouse model of
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latency [66]. Nevertheless, being a relatively easy system, the Wayne model and the
variants like defined hypoxia model [148] and rapid anaerobic model [70] have led
to many important discoveries in the field of bacterial dormancy.

Nutrient Starvation Model
This model was developed based on the hypothesis that, inside the host, Mtb is
deprived of nutrients and constantly faces starvation stress. Here, bacterial cultures
grown in nutrient-rich media are washed, transferred, and cultured in buffered saline
for several days which results in a gradual shutdown of respiration and a global shift
in metabolism with downregulation of multiple pathways and upregulation of rescue
pathways [7]. The establishment of latency is characterized by resistance to most
frontline anti-TB drugs while sensitive to pyrazinamide [7, 55]. It is a simple model,
which takes into account only one aspect of LTBI. However, it is widely accepted
and extensively used to screen drugs against latent tubercle bacilli.

Single Stress Models
Upon entry into alveolar macrophages, Mtb is encountered by a plethora of stresses
such as oxido-reductive stress, NO stress, pH stress, nutrient stress, etc. Several
authors have used in vitro conditions to mimic these stress conditions in order to
study the mechanisms employed byMtb to establish persistent infections in the host.
Some of these stresses result in growth arrest and hence provide a tool to study
dormancy. In acidic pH model, exposure ofMtb to an acidic pH <5.5 leads to growth
arrest and resistance toward isoniazid [102]. Similarly, inorganic phosphate restric-
tion results in a quiescent inactive state with an increase in drug tolerance
[115]. Same as hypoxia, exposure to NO inhibits Mtb respiration, replication,
transcription, and translation, thus initiating persistence response [140].

Multiple Stress Model
Single stress models are easy to adopt and are sufficient to induce a metabolic switch
in mycobacteria leading to dormancy. However, these models face a major limitation
of not being able to completely simulate the environment faced by bacilli during
human LTBI. To overcome this limitation and to closely represent the conditions
inside a granuloma, a multiple stress model was developed where the bacteria are
exposed to low oxygen (5%), nutrient starvation, acidic pH (pH 5), and high CO2

(10%) [22]. When exposed to 5% O2 + 10% CO2 + 85% N under low nutrient
conditions and acidic pH for 18 days, Mtb lose acid-fastness, become quiescent,
accumulate wax esters and lipids, and develop phenotypic drug tolerance. It is
accompanied by a change in global gene expression with downregulation of genes
involved in energy generation, transcription, and translation along with induction of
stress-responsive genes [22].

Puissegur et al. in 2004 developed an interesting in vitro granuloma model which
uses either mycobacterial antigen-coated beads or live mycobacteria to induce
formation of granulomas in human PBMCs. These granulomas are characterized
by recruitment of macrophages around live bacilli or beads, their differentiation into
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multinucleated giant cells and epithelioid cells, and the final recruitment of a ring of
activated lymphocytes [110].

Persister Model
The easiest and widely accepted assay to isolate persister fraction of an isogenic
bacterial population is to expose the mycobacterial culture to lethal doses of
antibiotics for an extended period followed by enumeration of surviving fraction
by plating CFU [8]. Multiple factors influence the number of persisters obtained by
the end of this assay such as nature of the antibiotics, treatment duration, culture
stage, aeration, etc. The simplest model of Mtb persistence is the stationary phase
culture. These cultures being subjected to stresses like low oxygen and nutrient
starvation show upregulation of stringent response and hence become refractory to
antibiotic killing [81]. With advancements in the field of live cell imaging, single cell
microfluidics is being extensively used in order to demonstrate drug tolerance at a
single cell level [6], leading to the discovery of novel mechanisms underlying
bacterial persistence [141].

In Vivo Models

Cornell Mouse Model
The most widely accepted in vivo model of LTBI was developed by McCune et al. at
Cornell University in 1956. In this model, mice are infected intravenously with a
high dose of virulent Mtb followed by treatment with anti-TB drugs like isoniazid
and pyrazinamide for 3 months in order to achieve a state of pseudo-sterilization
where no detectable bacterial burden is observed. Spontaneous reactivation occurs in
about one-third of the mice after 3 months of termination of chemotherapy [91],
whereas 100% relapse is achieved when immunosuppressant therapy is given
[90]. In this model, paucibacillary infection is not achieved by the host immune
response as happens in humans, and an external intervention like drug treatment is
required to achieve this stage. Therefore, this model is more close to a model of
mycobacterial persistence rather than mycobacterial latency. To overcome this
limitation, a low-dose model was developed which results in a steady bacterial
burden leading to disease reactivation after 18 months [13]. Immunosuppression
leads to faster and more frequent relapse cases. This model solely depends on the
host immune system to develop LTBI [34]. Till date, these models have been
subjected to many variations such as dose of infection, route, duration of treatment,
combination of drugs, etc. [27, 60, 119, 149].

Guinea Pig/Rabbit Model
The murine TB granulomas differ significantly from human granulomas in several
aspects. They are small, poorly differentiated, less hypoxic, and excessively cellular
and lack multinucleated giant cells and caseous necrotic centers [33]. Granulomas in
guinea pigs and rabbits resemble human granulomas more closely by virtue of being
similar in cellular composition and architecture [33]. Both guinea pigs and rabbits
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show tissue necrosis, a hallmark trait of human TB pathology [139]. In addition,
these animals harbor a heterogeneous population TB lesions facilitating differentia-
tion between primary granulomas and secondary lesions [82]. However, guinea pigs
are highly susceptible toMtb infection and succumb to the disease failing to establish
LTBI with few exceptions [2, 132]. Rabbits on the other hand show extreme
resistance toMtb infection leading to a paucibacillary infection making them a better
option to study LTBI. These animals are less prone to spontaneous reactivation
making them more close to human TB. Reactivation can be achieved by administra-
tion of immunosuppressant treatment [131]. Since many parameters can be
manipulated in order to achieve a spectrum of TB pathology in the rabbit, an ideal
model of latency can be established in these animals. However, same as guinea pigs,
rabbits suffer from lack of immunological tools available to study them.

Nonhuman Primate Model
Being closest to humans, primates most accurately reproduce the TB pathology of
humans [16] making them the most preferred model. High-doseMtb infection results
in an acute infection, whereas low-dose infection leads to establishment of latency in
40% of monkeys for at least 6 months [16]. Monkeys with active disease show a
wide spectrum of TB lesions, whereas latently infected monkeys harbor a limited
number of small granulomas containing few culturable bacteria [76]. Infection with
simian immunodeficiency virus or tumor necrosis factor alpha (TNF-α) neutraliza-
tion has been used to reactivate the disease [25, 75]. Despite unlimited advantages,
NHP model suffers from being resource intensive, with high cost involved in
handling these animals, containment of biohazards, and ethical issues.

Mechanisms of Mycobacterial Persistence

With the aid of abovementioned models, many bacterial and host factors have been
implicated in the long-term persistence of mycobacteria in the host. This section
aims at highlighting various bacterial genes and pathways identified using multiple
approaches responsible for the entry and maintenance of TB bacilli in a dormant or
persistent state inside the host. A detailed account of mechanisms involved in
mycobacterial latency is discussed below.

Metabolic Adaptations

Glyoxylate Shunt and Gluconeogenesis
Inside the host, Mtb faces two major stresses of oxygen depletion and nutrient
starvation leading to the induction of NRP stage. Under hypoxic conditions,
macrophages accumulate triglycerides. Furthermore, intercellular space of
granulomas is rich in cholesterol and fatty acids [64]. Mtb utilizes these host lipids
to accumulate lipid inclusion bodies containing triacylglycerides. These lipid body-
positive bacilli isolated from sputum smear samples of patients are shown to be

66 A. Bhaskar et al.



involved in long-term survival in the host and show phenotypic tolerance to
antibiotics [39, 49]. Mtb utilizes fatty acids, cholesterol, and lipids as a carbon and
energy source in the murine model of tuberculosis [11] resulting in the accumulation
of acetyl coenzyme A (AcCoA) and propionyl coenzyme A (PropCoA), which are
assimilated by glyoxylate shunt and gluconeogenesis. This is accompanied by a
massive metabolic shunt wherein TCA cycle is downregulated and glyoxylate cycle
is upregulated [123]. Isocitrate lyase (ICL) is the initial enzyme in the glyoxylate
cycle, which catalyzes the conversion of isocitrate to glyoxylate and succinate. It has
been strongly implicated in mycobacterial persistence. ICL is significantly
upregulated in infected macrophages and non-necrotic lesions in human lungs and
during the chronic infection in mice [32, 52, 93].

Nitrate Respiration
Inside the hypoxic host granulomas, Mtb is thought to use nitrate respiration to
provide energy for sustained survival. During oxygen depletion, Mtb reduces nitrate
to nitrite to maintain the proton motive gradient and generate ATP for maintaining
redox homeostasis and energy production [144]. Mycobacterium carries functional
nitrate reductase encoded by four genes, viz., narG, narH, narJ, and narI, present in
an operon narGHJI. The nitrate reductase activity is significantly upregulated during
oxygen depletion [129]. This increase is due to the induction of the nitrate trans-
porter encoded by narK2 [128]. M. bovis BCG mutant lacking narGHJI fails to
persist in the lungs of infected mice [37]. Nitrite reductase (NirBD) reduces nitrite to
ammonia by utilizing NADH pool as electron donor. The NirBD mutant shows
survival defects in Wayne’s and human macrophage based models of dormancy [3].

Regulatory Mechanisms

Stringent Response
Stringent response is a conserved global stress response mediated by the accumula-
tion of an alarmone hyperphosphorylated guanine ribonucleotide (ppGpp), which
controls bacterial gene expression, thus enabling the bacterium to adjust under stress
conditions within the host [109]. Under various growth-limiting conditions, poly(P),
a linear polymer of inorganic phosphate accumulates via an increase in the activity of
polyphosphate kinase (PPK) and a decrease in exopolyphosphatase (PPX) activity
[67]. Poly(P) acts as a phosphate donor and activates two-component sensor histi-
dine kinase MprB which in turn activates SigE along with many other stress-
responsive genes. SigE facilitates increased transcription of relA leading to synthesis
of ppGpp [133]. Stringent response as a whole as well as individual genes involved
in this response has been linked to mycobacterial dormancy, virulence gene expres-
sion, persistence, latency, and drug tolerance. For instance, ΔrelMtb mutant fails to
maintain a sustained persistent infection in mice [21, 60] and guinea pig lungs [65].
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Dos Regulon
The transcriptional response where around 48 genes got upregulated during defined
hypoxia was termed as Dos (dormancy survival) regulon (DosR) [122]. The Dos
two-component system consists of two histidine kinases DosS and DosT and the
response regulator DosR [107]. Upon sensing changes in the environment such as
low O2, NO, CO, H2O2, ascorbic acid, residence in macrophages and mice, etc. [28],
DosS and DosT autophosphorylate and transduce the signal to DosR which subse-
quently binds to the DNA and influence the transcription of many genes. DosR is
thought to be a key regulator of mycobacterial dormancy. However, varied and
contrasting results have been obtained from animal studies involving DosS-DosT-
DosR regulon. DosR deletion leads to hypervirulence in SCID mice or immuno-
competent DBA mice [83, 106], whereas Converse et al. showed reduced survival of
DosR mutant in rabbits, mice, and guinea pigs [20]. Furthermore, being constitu-
tively overexpressed in the Beijing strains ofMtb, DosR is believed to be responsible
for the global epidemic spread and increased drug-resistant variants of these strains
[30]. However, many genes regulated by DosR have been shown to be indispensable
during establishment of dormancy in vitro and in vivo.

Toxin-Antitoxin Modules
Toxin-antitoxin (TA) system is very strongly implicated in bacterial drug tolerance
and persistence. It comprises of a set of two closely linked genes that encode for a
toxin whose activity is controlled by a corresponding antitoxin. Upon encountering
stress, antitoxin is degraded releasing the toxin to exert its effect of promoting cell
dormancy. TA modules control the switch between active and dormant state either
by sensing external stimuli or by random stochastic factors [80]. Among the six TA
families characterized till date, Mtb majorly possess type II TA modules where the
toxin inhibits protein translation. For an intracellular pathogen, Mtb possess the
largest number of TA modules (around 80) which are thought to serve as an armor
for various stresses encountered in the host, making the bacteria refractory to these
forces and enabling it to establish lifelong infections in the host [111]. Extensively
studied in E. coli, many TA modules have been shown to produce drug-tolerant
persisters [62, 137]. However, functional redundancy makes it difficult to elucidate
the role of individual TA modules in establishing chronic infections in animal
models. Two major TA families in Mtb, VapBC, and MazEF have been found to
be upregulated during nutrient stress, hypoxia, and during infection ex vivo and
in vivo [61, 135]. Some knockout studies have tried to establish the requirement of
these systems during chronic infections and antibiotic tolerance [135]. Around ten
TA modules were overexpressed in Mtb persisters isolated after treatment with
D-cycloserine [4].

Transcription Factors
Most bacteria carry an array of sigma (σ) factors which upon specific environmental
cues associate with core RNA polymerase leading to promoter recognition and
modulation of gene expression. In Mtb, varied in vitro stresses are known to induce
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the expression of sigma factors, which ultimately aid the pathogen to survive in
multiple phases of infection [84]. For instance, expression of SigE is increased inside
macrophages, while the mutant displays growth defect in the host ex vivo [85]. SigE
overexpression leads to increased expression of many genes involved in bacterial
dormancy such as mprA, mprB, and sigB. Furthermore, SigE mutant shows
downregulation of genes involved in protein translation, electron transport, acyl-
CoA biosynthesis, etc. [85]. SigF and SigH are also induced upon entry into
macrophages and various in vitro stresses that replicate the environment within the
host [23, 112]. While both the mutants fail to show any survival defect in mice model
of TB infection, SigH-deleted Mtb strain exhibit reduced growth in the lungs of
rhesus macaques [84, 95].

Mtb possess Fe-S cluster containing redox-sensitive transcription factors of the
WhiB-like (Wbl) family known to play a role in bacterial cell cycle, stress response,
redox balancing, antibiotic resistance, and pathogenesis. Among the seven WhiB
proteins in Mtb, WhiB3 is established as an intracellular redox sensor finding a role
in maintaining redox balance, lipid anabolism, and virulence [105, 125]. It interacts
with σA to regulate the expression of pathogenicity genes [130]. It controls the
biosynthesis of virulence polyketides and storage lipids and modulates host innate
immunity [124]. However, there are contrasting reports on the role of WhiB3 in
in vivo growth of Mtb [96, 130].

Other Mechanisms

Efflux Pumps
Mtb genome codes for many putative efflux pump implicated in extruding
antituberculous drugs during TB treatment, thereby contributing to multiple drug
resistance and phenotypic drug tolerance. Several of these transporters are shown to
be highly upregulated in MDR strains of Mtb as compared to sensitive clinical
isolates [73]. Out of around 20 efflux pumps that are transcriptionally induced in
macrophages [120], 7 were shown to be essential for intramacrophage survival
[113]. Macrophage residence leads to induction of bacterial efflux pump Rv1258c,
which promotes tolerance toward antimicrobials [1]. Use of verapamil as an adjunct
to the current anti-TB therapy led to a significant reduction in the bacterial load in
murine model of infection [48].

Cell Wall Components
Mycobacteria exhibit high degree of intrinsic resistance to many antibiotics owing to
its highly complex and well-structured cell wall, which is composed of a plasma
membrane, the mycolyl-arabinogalactan-peptidoglycan complex, and outer capsule-
like layer containing glycol (lipids) and proteins [57]. Due to their importance in
bacterial survival and virulence, many cell wall components are the targets of current
anti-TB drugs such as INH and ethionamide (ETH). Many reports suggest the role of
several cell wall components in establishing chronic infections in the host such as
mycolic acids [43], lipomannan (LM) and lipoarabinomannan (LAM) [38, 108],
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trehalose dimycolates (TDM) [56], PDIMs [26], etc. A complete account of cell wall
determinants implicated in Mtb pathogenesis has been reviewed in detail
elsewhere [57].

Strategies to Target Latent TB

Targeting Resuscitation-Promoting Factors (Rpf)

Rpf are needed to revive and activate dormant bacilli into actively growing form.
Mtb possess five Rpf genes, rpfA–E, which are known to induce replication and
resuscitation of dormant Mtb possibly via cell wall remodeling or muropeptide-
mediated signaling [58]. Mtb strains deleted for more than one Rpf gene show
reduced virulence in both acute and chronic phases of infection in mice
[10, 118]. Being highly immunogenic and protective, Rpfs have been proposed as
novel subunit vaccines against TB [117]. Many studies have focused on the discov-
ery of compounds with potent anti-Rpf activities, rendering the bacilli incapable of
reactivation. 2-Nitrophenylthiocyanate (NPT) compounds represent a new class of
drugs which demonstrate inhibitory effects on the activity of Rpfs, making them
potential candidates for inhibiting reactivation of latent organisms [24]. On the other
hand, Rpfs or Rpf-activating factors can be used for reactivating and sensitizing
dormant bacilli which may lead to shortening of anti-TB therapy [98].

Anti-persister Strategies

Even metabolically dormant persister bacteria require basal activity of multiple
pathways for successful persistence such as energy metabolism, maintaining mem-
brane potential, membrane integrity, etc. AM-0016, a novel xanthone-based
antibacterial, rapidly kills mycobacterial persisters by disrupting membrane potential
and causing structural damage to the cell envelope [99]. Pyrazinamide, a prototype
persister-targeting drug against Mtb, works by disrupting membrane energy
[151]. New TB drugs, bedaquiline and delamanid show promising activity against
both latent and active TB. Both target enzymes essential for survival of even
dormant quiescent bacilli where bedaquiline targets a key respiratory chain enzyme
F1/F0-ATPase [17] and delamanid inhibits the synthesis of mycobacterial cell wall
components, methoxy mycolic acid and ketomycolic acid [17]. Other drugs under
clinical trials include lassomycin [41] and ADEP4 [19], both of which target ClpP
and teixobactin [77] and CPZEN-45 [127] targeting bacterial cell wall. Maintenance
of optimal redox balance is critical for persister cell viability. In this regard,
clofazimine was successful in eradicating persister fraction by stimulating ROS
production in Mycobacterium smegmatis [17, 147]. With the increasing literature
on the mechanisms controlling persistence, a range of potential targets have been
identified as novel anti-persister therapeutics such as TA modules, PPK [126], relA,
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etc. Metabolic enzymes such as ICL and PcaA are actively pursued as novel drug
targets against dormant bacilli [78].

Alternative Treatment Strategies

Intermittent drug treatment initially proposed by J. Bigger [9] is based on the
hypothesis that upon withdrawal of antibiotics, dormant bacilli may resuscitate and
become susceptible. However this approach suffers from many disadvantages such
as risk of drug resistance, adverse reactions in the host, and increased chances of
relapse [152]. Another approach uses high doses of antibiotics in order to fasten the
process of bacterial killing which may lead to the generation of fewer persister cells
[53]. Adverse toxic effects of drugs are one of the major concerns of this treatment
method. Recently, host-directed immunotherapy as an adjunct treatment has gained
increased attention. Many reports suggest increased efficacy of current anti-TB drugs
when given in combination with natural or chemical immunomodulators [29, 88].

Concluding Remarks

Despite all the efforts directed toward the eradication of TB, it remains one of the
major causes of mortality worldwide. The long duration and toxic effects of chemo-
therapy involved in the treatment of TB frequently leads to non-compliance
contributing toward the resistant and recurrent forms of infection. The scenario is
further worsened by the existence of latent TB infections (LTBI), which affects
approximately two billion people worldwide. This results from the tremendous
ability of tubercle bacilli to persist for decades inside the host.

In this chapter, we try to make clear distinction between the terms dormancy,
persistence, and latency which are often used interchangeably leading to confusion.
Further, we describe various models used to study these phenomena. We have
briefly described the various mechanisms by which Mtb is able to survive in the
hostile environment of the host. These studies are critical for developing newer and
effective strategies to target latent TB. However it is still not clear whether targeting
the factors responsible for Mtb latency with newer drugs will lead to sterilization
in vivo, nor it is essential that results obtained in mouse model will replicate in
humans. Therefore continuous efforts need to be put in developing more effective
models of latency to study the efficacy of novel therapeutics.
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Response of Mycobacterium tuberculosis
to pH Stress: Promising Approach
to Control Tuberculosis

Saif Hameed and Zeeshan Fatima

Abstract
Widespread and prolonged usage of antitubercular drugs in treating Tuberculosis
(TB) caused by Mycobacterium tuberculosis (MTB) has led to the emergence of
drug resistance by a phenomenon termed as Multi-Drug Resistance (MDR-TB).
Despite reasonable advances in understanding of major players which contribute
to drug resistance, it appears unavoidable to consider novel mechanisms combat-
ing MDR. The ability of pathogenic MTB, to acclimatize and become accus-
tomed to changes in the host environment is essential for its survival that confers
the basis for success of MTB as dreadful pathogen. One such significant environ-
mental factor that MTB must surmount is pH adaptation, since they encounter
diverse anatomical sites during the establishment of infection within the host.
Considering the importance of MTB, being the second most common cause of
mortality, this chapter focuses on gaining insights of various pH dependent
mechanisms in MTB and how they can be exploited pharmacologically as
efficient anti-mycobacterial therapeutic strategy.

Keywords
pH · Mycobacterium · MDR · Phagosome · Drug target

Introduction

Mycobacterium tuberculosis (MTB), the causative agent of tuberculosis (TB) has
been responsible for deaths worldwide claiming about 1.8 million lives annually
[1]. The pathogen actively co-infects during immunocompromised conditions such
as HIV infection or organ transplantation. Several first line drugs have been
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identified and are being used now-a-days viz. isoniazid, rifampicin, ethambutol,
pyrazinamide etc. but Mycobacterium has become resistant to these first line drugs
resulting in species that are Multidrug Resistant (MDR) and in some cases Exten-
sively Drug Resistant (XDR) [2]. Thus elucidation of novel strategies to combat
MDR-TB is the need of hour. In recent years, emerging evidences has demonstrated
that there exist such novel mechanisms which can be targeted to combat MDR which
may also facilitate the development of novel therapies to overcome this deadly
infection. For instance targeting significant micronutrient such as iron acquisition
of MTB has been demonstrated to be an efficient strategy that could be exploited
against MTB [3–5]. Similarly usage of natural compounds that can overcome MDR
in mycobacteria is a useful therapeutic option [6]. Likewise maintaining pH homeo-
stasis is another crucial condition that MTB must surmount to establish successful
infection. The current chapter deals with the progress that has been accomplished to
identify putative drug targets which may be exploited as effective therapeutic
strategy.

Significance of pH in MTB Pathogenesis

When any organism including MTB infects, it encounters a variety of sites from oral
cavity to gastrointestinal to urogenital tract with varied pH ranges. Therefore the
microorganism needs to acclimatize its physiology within the hostile niche in such a
manner that the optimal activity of the surface proteins, proton gradient and nutrient
availability is not compromised. pH is also suppose to have profound effect on drug
therapy, since many, if not all anti-TB drugs are often hydrophobic molecules which
are also typically charged. Thus, changes in the electrochemical parameters of MTB
cell membrane due to diverse pH environment have profound effects on the
transmembranous diffusion and cellular retention of these drugs. Furthermore,
fluctuations in these parameters can also modulate the functioning of immunological
factors which could affect the signaling cascade associated with induction of apo-
ptosis. Thus it deserves special mention that for establishment of the infection,
understanding MTB response to the environmental cues intrinsic to the host niche
such as pH, is crucial.

MTB is an aerobe which primarily invades the mammalian respiratory tract and is
taken up by the macrophages of alveoli in the lungs. The cell wall of the MTB
prevents the fusion of phagosomes and lysosomes and hence terminates its matura-
tion. Therefore, mycobacterium resides in a slightly acidic medium inside the host
body (i.e. ~6.2) and even during acidic cytoplasmic conditions, the bacteria is able to
maintain homeostasis. Through various researches it has been observed that
maintaining homeostasis inside host cell is one of the important factors for the
survivability of mycobacterium. The pH of the phagolysosomes of the macrophages
varies throughout depending upon the immunological state of the host body.
Phagosomal acidification is one of the important factors for the survival of the
microorganism inside the host body for which various factors are responsible.
Many antibiotics have been used extensively, which work even during the acidic
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conditions, among which pyrazinamide is the most effective; but the mechanism of
action of such antibiotics still remains unclear [7].

Factors Governing pH Responses in MTB

As the mycobacterium enters the host body, it encounters environments of varying
pH and the pH at which the organism can survive successfully within the host body
is ~6.2. Once the microorganism enters the host, it is taken up by macrophages by
phagocytosis, and resides in the phagosomes. These phagosomes are prevented to
further fuse with lysosomes hence restricting it from maturation which helps in
maintaining the homeostasis. Therefore in order to cause virulence, maintaining a
pH homeostasis becomes important once it has entered the host macrophage, as the
pH in the various body parts of the host can vary. The pH of the lungs usually ranges
from 7.38 to 7.42 during normal conditions. Even if the pH conditions change to
acidic or alkaline it is important to maintain a neutral pH for its survival and
virulence. The intracellular lethal pH is <6.0 and cell viability is affected greatly
of the mycobacterium. When the external pH changes i.e. from neutral to either
acidic or alkaline, F1-F0 ATPase plays a key role in maintaining the intracellular pH
to near neutral [8]. The following sections will deal with the factors that govern pH
homeostasis in MTB (Fig. 1).

Cell Envelope

The reason behind survival of MTB in acidic compartments of macrophages during
the course of infection is due its ability to arrest the fusion of acidic lysosomes with

Fig. 1 Factors governing pH homeostasis in MTB
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phagosomes [9]. It acquires resistance against this acidity by maintaining its intra-
cellular pH; and this is because of a complex but efficient permeability barrier, the
lipid rich cell envelope, which restricts entry of protons thereby regulating the
intrabacterial pH. This is made possible with the contribution of a group of
mechanisms including, cell envelope modification, proton pumps, production of
ammonia, etc. [10]. Studies of acid sensitive mutants have revealed an altered
regulation of genes involved in cell wall or lipid biosynthesis under acidic conditions
[11–13]. The permeability of the cell envelope is influenced by the presence of small
pore forming proteins, porins, which allow the movement of small hydrophilic
molecules across the membrane [14]. A common condition known to be responsible
for the increase tolerance to antibiotics is the decreased translocation of protons [15].

Porins

The complex mycobacterial cell wall controls the membrane permeability with the
help of certain porin forming proteins, present on the surface, which helps in
transportation of molecules across the membrane. OmpATb is an operon which
regulates the functioning of four porin proteins MspA, MspC, MspD. The chief
permeability hurdle of mycobacteria is recognised by an unusual outer membrane.
Porins like MspA the channel-forming proteins aid transportation of minute hydro-
philic solutes across the outer membrane of Mycobacterium smegmatis but MspA-
like porins do not exist in MTB. Similarly like porin protein OmpA from Gram-
negative bacteria, OmpATb of MTB forms channels in vitro [16]. Raynaud et al.
[17] demonstrated that loss of the ompATb gene would not have any profound effect
on the growth under normal conditions but this ability was lost when the pH was
lowered because the permeability of the solutes was lost [17]. It was also observed
through infection experiments that the ompATb operon is not essential for complete
virulence in mice indicative of the fact that MTB has multiple other mechanisms for
avoiding acidification of phagosomes. There are data indicating that OmpATb has
mainly two functions: as a pore-forming protein with properties of a porin, and
enabling response towards reduced environmental pH. It is not yet known whether
the second function is linked to the porin-like activity during low pH or involves an
entirely separate role for OmpATb [16].

Carbon Sources

All living cells have some nutritional requirements in order to complete their life
processes. Among all the necessary factors, carbon is required to build the
components for cellular structures. As acidic pH can disrupt biochemical reactions
and cause damage to the mycobacterial DNA, proteins, and lipids. It has been
observed that host-associated carbon sources are required for growth at acidic pH,
such as pyruvate, acetate, oxaloacetate and cholesterol [18]. Few acidic pH induced
and PhoPR-regulated genes which are related with carbon metabolism are as
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follows: PKS2, PKS3, and PKS4 genes, involved in the production of cell envelope
lipids and the aprABC locus is associated with the regulation of carbon and propio-
nate metabolism genes. Although availability of carbon sources in vivo is not known
but studies showed that isocitrate lyase is required to cause infection, hence
suggesting that MTB metabolizes acetyl-CoA to form long chain fatty acids through
glyoxylate shunt or propionyl-CoA from cholesterol through the methyl citrate cycle
[19–21].

b-Carbonic Anhydrase

Carbonic anhydrases are Zn-dependent enzymes which catalyse reversible hydration
reaction, that converts the membrane permeable CO2� ions into ionic bicarbonate
ions. These reactions are necessary for other biochemical processes like fatty acid
biosynthesis, carbon assimilation and pH homeostasis. These enzymes are further
divided into three classes α, β and γ. This reaction mechanism works in the presence
of a reactive species, Zn-coordinated hydroxide. It was previously demonstrated that
the Rv3588c gene of MTB which codes for carbonic anhydrase in a pH dependent
manner, was found to be active at pH 8.4 but not at pH 7.5 or below. The structure of
this dimeric protein with a blocked active site was thoroughly studied, a structure of
the thiocynate complexed protein was presented in an altered crystal form. It was
observed that the protein forms distinct tetramers showing enormous structural
changes including the carboxylic shift yielding an available active site. It was further
demonstrated through this structure that carbonic anhydrase is capable of switching
between two states. This suggested that a carboxylate shift on/off switch for the
enzyme might be controlled by a dimer to tetramer equilibrium which could be
demonstrated by dynamic light scattering measurements [22].

Protonophores

While there are various factors that help the microorganism in maintaining homeo-
stasis once it encounters change in pH, there are few factors which suppress the
intrinsic acid resistance. Carbonyl cyanide m-chlorophenylhydrazone (CCCP) is an
electrogenic protonophore which has been reported to be used as a suppressor for the
acid resistance in M. smegmatis, mainly due to restricted permeability of the cell
membrane to protons. It helps to suppress the intrinsic resistance to acid stress by
equalising the external and internal pH. Various studies have been carried out in
order to study the relation between cellular growth and CCCP in acidic pH, all of
which reinforces that this protonophore is responsible for proton exchange, thus
helps to maintain the pH homeostasis [8].
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Proteases

Proteases and their associated chaperones have a crucial role in maintaining homeo-
stasis in all living cells They also play dynamic roles in controlling the amount of
cellular proteins involved in basic life processes, including transcription, replication,
metabolism as well as virulence. There are different proteases in bacteria but only
few of them take part in significant protein degradation reactions, such as Clp, Lon,
HsIUV and FtsH [23]. Previous studies have revealed that Clp is present in all
bacteria which controls the transition from exponential to stationary growth phase,
and manages 50% of the total cellular protein turnover. It was also observed that
ClgR acts as gene regulator that has a role in transcriptional activation of these
systems and virulence of the bacterial pathogen, so that they can replicate in the
macrophages. ClgR activates the transcription of ten genes, among which four code
for protease systems (ClpP1/C, ClpP2/C, PtrB and HtrA-like protease Rv1043c)
while three code for chaperones (Acr2, ClpB and the chaperonin Rv3269) [24, 25].

Transcriptional Regulator

Recent studies show that MTB is able to neutralize its intracellular pH both in resting
as well as activated macrophages. This indicates that in response to the acidic
phagosomal environment, the intrabacterial pH acts as a signal that triggers the
genetic alterations in MTB. A putative transcriptional factor, WhiB3 has been
determined as a known cytoplasmic redox sensor, which along with mycothiol is
essential in maintaining the homeostasis under acidic environments. Studies have
revealed that in response to acidic pH, WhiB3 also regulates the expression of
various genes related to lipid anabolism, secretion, and redox metabolism [26].

Micronutrients

Potassium
Micronutrients are essential elements for human life and equally for the growth and
propagation of microbes. Alterations of micronutrients in the host environment can
trigger virulence attributes of the organism. Even if rifampicin is known to be an
important first-line antibiotic for the treatment of mycobacterial infections, the
bacteria has acquired resistance against this antibiotic. While mutations in the
rpoB gene give rise to most of the rifampicin-resistant strains, some of them show
no rpoB mutations. This suggested that this resistance may be the result of some
alternative mechanisms. Just like other micronutrients, K+ is also essential for the
maintenance of the intracellular ionic balance. Disruption of a putative regulator of
K+ uptake, trkA, have been shown to increase rifampicin resistance and studies
indicate that TrkA-mediated K+ uptake is necessary for maintaining the
M. smegmatis growth rate, ionic balance and membrane potential. Inactivation of
trkA also results in resistance to other hydrophobic agents, such as novobiocin, while
increases sensitivity to isoniazid and positively charged aminoglycosides [27].
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Magnesium
Mycobacterial cells encounter a relatively hostile environment during the course of
infection because it resides inside the host macrophages. These macrophages
undergo a maturation phase via the fusion of phagosome and lysosome. This
maturation leads to an acidic as well as a nutrient limited condition for the invaded
pathogen. Certain studies have been conducted to determine the role of various
divalent cations like Mg2+, Ca2+, Zn2+ etc. in the survivability of the mycobacteria
during mildly acidic conditions. Among all, Mg2+ has come out to be the most
significant one, but the mechanism for indispensability of Mg2+ still remains
unknown. Similarly these studies also revealed that no other divalent cations can
be used as a substituent to meet the requirement of Mg2+. Higher levels of Mg2+ were
required for the growth of mycobacteria in acidic medium as compared to the growth
in neutral medium [28].

Targeting pH Homeostasis as Promising Approach

Targeting Cell Envelope

A screen of acid-susceptible MTB transposon mutants showed that the disruption of
21 genes led to hypersensitivity of the mutants to low pH [29]. This motivated
Vandal et al. [9] to study the effect of other forms of stress on the acid sensitive
mutants. Their study indicated that protection against other forms of stress can be
associated with the emergence of acid tolerance because the transposon insertions
mutants were hypersensitive to antibiotics, reactive oxygen and nitrogen
intermediates, sodium dodecyl sulfate and heat shock [9]. As it is a well known
fact that proton translocation appears to have a critical role in the intracelllular pH
homeostasis; therefore, any impairment in the proton homeostasis would result in
decrease of the intrabacterial concentration of protons. This translocation is possible
through ATP synthase enzyme, which catalyses ATP synthesis [30, 31]. Antibiotics
targeting the ATP-driven biochemical pathways will eventually decrease the ATP
turnover, hence decreasing the proton influx. This will further cause an increase in
the intracelular pH, which could result in membrane disruption of the pathogen.
Bartek et al. 2016 proposed a model which would result in reduction of intracellular
proton concentration due to an imbalance in the proton homeostasis, further
resensitizing the antibiotic-induced cell death [15].

Targeting Porins

It has been observed by Raynaud et al. 2002 that transcription of ompATb operon is
increased at lower pH which closes the porin channel frequently in an acidic medium
and reduces the membrane permeability of the bacteria [17]. Further chemical
analysis by Song et al. 2011 revealed that ompATb operon encoded proteins are
responsible for generation of a rapid ammonia burst, when MTB encounters an
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acidic environment. This addition of ammonia helps in neutralising the pH by
counterbalancing the acidic medium and hence allows an exponential growth of
MTB [16].

Targeting Carbon Sources

Jacob et al. 2014 have demonstrated the linkage of carbon availability and acidic
environments that help regulate the physiology of MTB. They showed growth arrest
of MTB at low pH indicating requirement of host associated carbon sources,
involved in glycolysis and TCA cycle as well other carbon sources. Addition of
pyruvate also restored this arrest suggesting that this growth arrest was the result of a
pH-dependent checkpoint on the metabolism. It was also demonstrated by their work
that the phoPR two-component regulatory system is essential for slow growth of
MTB at acidic pH and also helps maintain redox homeostasis [18].

Targeting b-Carbonic Anhydrase

Covarrubias et al. 2005 studied the structure and function of the two identified
β-class carbonic anhydrases in MTB, Rv1284 and Rv3588c and found the active
site of the former to be smaller and shielded whereas larger and open for the latter.
While Rv3588c was found to be a completely functional carbonic anhydrase, there
was a lack in the activity of Rv1284. This was assumed to be due to a significant
depletion of zinc at the active site of Rv1284. This was further supported by the
Rv1284 structure itself which revealed that the electron density of the metal is only
half as compared to Rv3588c. Moreover, zinc supplementation caused the protein to
precipitate. The carbonic anhydrases in human belong to α-class which has a
complete different structure than the bacterial β-Carbonic anhydrase. This difference
in both the organisms can be exploited further in order to carry out detailed analysis
of the enzyme to consider it as a potential target against the fatal pathogen [32].

Targeting Protonophores

Studies executed by Sieu L. Tran et. al. [8] showed that an electrogenic protonophore
CCCP could be used to cause intracellular acid stress to cells at external pH values
that are ordinarily not harmful to the cell. They observed that at acidic pH
M. smegmatis cells, with a high degree of acid resistance, were unable to grow at
different concentrations of CCCP. They identified few genes, disruption of which
may respond to CCCP at acidic pH, either by making the pathogen sensitive or
resistant to it. Therefore, through their observations they were able to conclude that
acid sensitive mutants were unable to grow in the absence of a desired concentration
of CCCP, thereby concluding that it helps in maintaining homeostasis by proton
exchange during acidic environment [8].
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Targeting Proteases

Since membrane acts as a physical barrier for the movement of molecules in and out
of the cell, therefore membrane associated macromolecules present on the surface
play crucial roles in the pH homeostasis. It was observed in MTB that mutant lacking
a membrane-associated protease; Rv3671c was susceptible towards acidic
environments. Its inability to maintain the intrabacterial pH in vitro and also in
activated macrophages indicated that the membrane protease Rv3671c, crucially is
essential in causing virulence and can be a possible cause of the MTB resistance to
these acidic environments [29].

Targeting Transcriptional Regulator

The fact that MTB is able to stably maintain its intracellular pH in the acidic
phagosomes during the course of infection, was essential to study the genetic
alterations which the pathogen undergoes when it encounters the hostile environ-
ment. Since it was found that WhiB3 was the only transcription factor, the expres-
sion of which was pH-responsive, Mehta et al. [26] used a genetic biosensor of
mycothiol redox potential in order to demonstrate the role of WhiB3 in homeostasis.
They found that even a modest decrease in phagosomal pH was enough to create
redox heterogeneity in mycothiol redox potential of the MTB population which was
found to be in a WhiB3 dependent manner. This data also indicated that low external
pH acts as a signal and hence there is an alteration in the cytoplasmic mycothiol
redox potential which further activates WhiB3 mediated gene expression and helps
in acid resistance. WhiB3 was also found to down regulate the expression of innate
immune genes and therefore blocks the phagosomal maturation. This indicated that
the WhiB3-dependent production of polyketide lipids was partly responsible for
blockage in the phagosomal maturation. With the help of a WhiB3 mutant
MtbΔwhiB3, it was confirmed that the intramacrophage survival defect of the
mutant could be rescued by inhibiting the acidification of the phagosome. These
results indicated a crucial link between vacuolar acidification, redox physiology, and
virulence MTB and confirmed that WhiB3 can act as a mediator for phagosomal
maturation arrest and hence acid resistance in MTB [26].

Targeting Micronutrients

Since a nutrient limited environment enhances the stress caused by low pH, acid
sensitive mutants of MTB have been studied, which revealed the association of
various ions in the intrabacterial pH homeostasis during the course of infection. K+

uptake is essential for the maintenance of the ionic balance inside the cell, which
suggests that loss in this activity can result in hypersensitivity to acidic environment.
The growth of a trkA knockout mutant, lacking the K+ transporter, was observed
over a range of various pH (pH 5–8) and observed an impaired growth of the mutant
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at acidic pH as compared to wild type; but no significant difference in the growth at
alkaline pH for both wild type and the mutant were observed. Furthermore, this
growth defect was restored on supplementation of K+ at various concentrations
during acidic pH. These results suggested that K+ uptake by TrkA might increase
the intracellular pH when cells are exposed to acidic medium via membrane
hyperpolarization [27].

Magnesium dependent growth of a MTB mutant lacking a putative magnesium
transporter, MgtC, at low pH in vitro indicated that survival of the bacteria in the
acidic phagosomes requires a sufficient level of Mg2+ [33]. Similarly whether other
divalent cations possess the ability to meet this requirement of Mg2+ or not was
examined by Piddington et al. [28]. It was observed that no other divalent cations,
except Ca2+ could partially substitute and was able to rescue the mycobacteria under
acidic environment unlike Mg2+ [28]. Several other studies have also suggested that
Mg2+ is required for proton translocation catalysed by enzyme ATP synthase, and
also for maintaining the integrity of the cell membrane, both mechanisms known to
be associated with acid tolerance of MTB [34].

Conclusión

Although the strategy of targeting MTB pH homeostasis is at rudimentary level, it
holds promising potential. The significance of elucidating the pH regulation
mechanisms in MTB will help to elucidate how they are adapted to the various
hostile niches. Therefore, disruption of any pH dependent mechanism in MTB
certainly merits a closer look to develop novel antimycobacterial pharmacological
approach.
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Roadmap for the Eradication of Multidrug
Resistant Tuberculosis

Mohit Agarwal and Ashok Rattan

Abstract
Tuberculosis is an ancient disease which has become rampant in recent times due to
it’s multidrug resistant nature. Global community is concerned about it andmeasures
to control it are being taken in the form of Millennium Development Goals and Stop
TB Strategy. These goals can be achieved by early case finding and better diagnosis.
Detection of latent TB infection and it’s proper treatment is also necessary to
eliminate disease. A newer vaccine which could either replace or accentuate the
current BCG vaccine is also demand of the time. And the last step in the direction
of elimination of TB will be judicious use of currently available drugs. It is also
necessary that we come out with newer anti-TB drugs and regimens which could
handle the issues like cost and toxicity. In India Revised National TB Program
(RNTCP) has also implemented National Strategic Plan to eliminate TB by 2030.

Keywords
End TB strategy · FAST strategy · Front loaded microscopy · QFT-Plus · TB
vaccine · Nix-TB

Introduction

Tuberculosis (TB) is probably as old as mankind. The earliest archaeological
evidences of human TB in the form of spinal TB (Pott’s disease) are found in
Egyptian art and mummies as early as 9000 years ago [1, 2]. But in spite of having
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such a long history it continues to haunt the mankind even in the presence of several
spectacular advances in the diagnosis and management.

Worldwide, TB is one of the top 10 causes of death and the leading cause from a
single infectious agent (above HIV/AIDS) [3].

In 2017, TB caused an estimated 1.3 million deaths among HIV-negative people
and there were an additional 300,000 deaths from TB among HIV-positive people.
Globally, the best estimate is that ten million people developed TB disease in 2017.
India tops the list with 27% of these new cases [3].

Drug-resistant TB continues to be a public health crisis. The best estimate is that,
worldwide in 2017, 558000 people developed TB that was resistant to rifampicin
(RR-TB), and of these, 82% had multidrug-resistant TB (MDR-TB). India once
again tops the list with 24% of these cases [3].

Among cases of MDR-TB in 2017, 8.5% were estimated to have extensively
drug-resistant TB (XDR-TB) [3].

Treatment of TB is long and difficult and as resistance rises it becomes even more
difficult. There have been efforts at global level to reduce the incidence and
prevalence of TB and how to stop emergence of resistance in TB bacilli.

Global Efforts to Control and Eliminate TB

Upto 2015 Millennium Development Goals (MDGs) of United Nations were driving
factor to reduce the burden of TB. Target 6c of MDG 6 was to “halt and reverse” TB
incidence [4].

The Stop TB Partnership which was established in2001 adopted this target and set
two additional targets: to halve TB prevalence and TB mortality rates by 2015
compared with their levels in 1990 [5].

WHO also developed it’s Stop TB Strategy for the decade of 2006–2015 with
adoption of all these three goals [3].

As per WHO’s Global Tuberculosis Report, the MDG target to halt and reverse
TB incidence was achieved on a worldwide basis and the TB incidence rate was 18%
lower than the level of 2000 [6].

TB prevalence in 2015 was 42% lower than in 1990. Though the target of halving
the rate compared with 1990 could not be achieved worldwide, it was achieved in
three WHO regions and in nine high-burden countries including India. Target of
halving the mortality rate was achieved in four WHO regions and in 11 high-burden
countries including India [6].

In 2016 Sustainable Development Goals (SDGs) succeeded the MDGs for a
period of 2015–2030. WHO also endorsed it’s End TB Strategy for 2016–2035.
These two together provides a framework for all efforts at national or international
level to end TB epidemic [7].

Sustainable Development Goal 3 deals with health. It states ‘Ensure healthy lives
and promote well-being for all at all ages. There are 13 Targets for this goal and
Target 3.3 explicitly mentions TB. Target 3.3 is “By 2030, end the epidemics of
AIDS, tuberculosis, malaria and neglected tropical diseases and combat hepatitis,
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water-borne diseases and other communicable diseases”. TB incidence rate has been
chosen as TB indicator for this Target [7].

The overall Goal of End TB Strategy is “End the global TB epidemic” [8]. To
achieve this Goal three indicators are chosen. These three indicators are-

1. The number of TB deaths per year
2. The TB incidence rate
3. The percentage of TB-affected households that experience catastrophic costs as a

result of TB disease.

Tb incidence rate has been defined as new cases per 100,000 population per year.
For each indicator there are Milestones and Targets [8].

Indicators

Milestones Targets

2020 2025 2030 2035

1. Percentage reduction in the absolute number of TB deaths 35 75 90 95

2. Percentage reduction in the TB incidence rate 20 50 80 90

3. Percentage of TB-affected households experiencing
catastrophic costs due to TB

0 0 0 0

For Indicator one and two baseline year is 2015. Targets set for 2030 are 90%
reduction in absolute number of TB deaths and 80% reduction in TB incidence rate
as compared to 2015. Targets are further heightened and for 2035, 95% reduction in
absolute number of TB deaths and 90% reduction in TB incidence rate is targeted as
compared to 2015. For the third Indicator a zero percent milestone is to achieved by
2020 and will be maintained further [8].

For the achievement of these Milestones and Targets there are four underlying
principles and three pillars.

Four underlying principles broadly define the roles of global community,
governments, organizations and also talk about human rights and ethics. These
principles are

1. Government stewardship and accountability, with monitoring and evaluation
2. Strong coalition with civil society organizations and communities
3. Protection and promotion of human rights, ethics and equity
4. Adaptation of the strategy and targets at country level, with global collaboration

For three Pillars ten components are also defined.

Pillars Components

Integrated, patient-centred
care and prevention

Early diagnosis of tuberculosis including universal drug-
susceptibility testing, and systematic screening of contacts and
high-risk groups

Treatment of all people with tuberculosis including drug-
resistant tuberculosis, and patient support

(continued)
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Collaborative TB/HIV activities, and management of
comorbidities

Preventive treatment of persons at high risk, and vaccination
against TB

Bold policies and supportive
systems

Political commitment with adequate resources for TB care and
prevention

Engagement of communities, civil society organizations, and
public and private care providers

Universal health coverage policy, and regulatory frameworks
for case notification, vital registration, quality and rational use
of medicines, and infection control

Social protection, poverty alleviation and actions on other
determinants of TB

Intensified research and
innovation

Discovery, development and rapid uptake of new tools,
interventions and strategies

Research to optimize implementation and impact, and promote
innovations

WHO has also identified ten priority indicators for monitoring of progress in
implementing the End TB Strategy [8].

Priority indicator
Recommended target
level (2025)

TB treatment coverage �90%

TB treatment success rate �90%

Percentage of TB-affected households that experience catastrophic
costs due to TB

0%

Percentage of new and relapse TB patients tested using a
WHO-recommended rapid diagnostic (WRD) at the time of diagnosis

�90%

Latent TB infection (LTBI) treatment coverage �90%

Contact investigation coverage �90%

Drug-susceptibility testing (DST) coverage for TB patients 100%

Treatment coverage, new TB drugs �90%

Documentation of HIV status among TB patients 100%

Case fatality ratio (CFR) �5%

Control, Elimination and Eradication

Health expert agree that Control is reduction of disease incidence, prevalence,
morbidity or mortality to a locally acceptable level as a result of deliberate efforts.
Elimination is reduction to zero of the incidence of disease or infection in a defined
geographical area. Eradication is permanent reduction to zero of the worldwide
incidence of infection [9]. It is to be noted that to control or eliminate a disease or
infection continued interventions are required. These interventions prevent the
re-emergence and re-establishment of transmission. But once rates of incidence
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and prevalence start to decline, countries start to cut budgets and this neglect may
cause the disease to re-emerge [10].

TB control is a strategy which aims at diagnosing and rapidly rendering infectious
cases non-infectious, so that chain of transmission can be broken.

TB elimination, defined as less than one TB case per million population, a rate so
low that it no longer constitutes a public health problem [11]. Complete TB
eradication is not considered possible due to various reasons [12].

Strong support for the elimination hypothesis is derived from mathematical
modelling. It is suggested that to achieve TB elimination, the incidence rate must
be cut by a factor of more than thousand [13]. To achieve this rate cut it is expected
that we immediately optimize use of current and new emerging tools. Simulta-
neously we should introduce new tools as more effective vaccines, newer drugs,
shorter drug regimens and improved diagnostic tests to fight active as well as LTBI.

Case Finding

Stopping an epidemic requires stopping transmission. WHO estimates that three
million people with tuberculosis are missed each year by health systems [14]. These
missed cases lead to the persistence of infection and transmission in families and
society. Targeted active case finding is a fundamental strategy for disease control
though most tuberculosis programmes in countries with high burdens of tuberculosis
have adopted policies that rely on passive case-finding. It is important for each
tuberculosis programme to identify what combination of targeted active case-finding
activities is the most effective in the local context. One high risk group which is
present in all settings is contacts of patients with tuberculosis. First component of
Pillar one emphasizes the importance of contact screening. Health facilities are a
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unique setting in which targeted active case-finding can be done. ‘Finding TB cases
Actively, Separating safely, and Treating effectively’(FAST) strategy has helped
facilities reduce the risk and duration of exposure to tuberculosis for both patients
and health-care workers [15].

Diagnosis of TB and Future Prospects

Sputum smear microscopy plays a major role in the diagnosis of TB in low and
middle income countries (LMIC). In LMIC, it is the only cost-effective tool for
diagnosing infectious patients, monitor their progress in treatment and confirm cure.
The most regular practice is acid-fast staining using carbol fuchsin. Direct micro-
scopic examination of sputum for AFB is inexpensive, rapid, and easy to perform.
Although specific, it lacks sensitivity. Almost 85.8% of TB cases are detected with
the first sputum specimen. With the second sputum specimen, the average incremen-
tal yield is 11.9% [16].

As suggested by mathematical modelling, optimum use of currently available
tools is required to eliminate TB. The optimisation of sputum microscopy services,
often the only TB diagnostic services possible at primary health care level in LMIC,
is urgently needed. Need to collect serial sputum specimens over multiple patient
visits results in patient drop-out [17]. Tuberculosis is disease of poverty and the high
costs of transportation, food, and lost wages associated with diagnostic visits can
consume major part of the household income of patients with suspected tuberculosis.
It leads a large proportion to dropout of the diagnostic pathway before completing
sputum examination, receiving results, or starting treatment [17–20]. A dropout
patient will come again to healthcare system when symptoms are worsened but in
meanwhile duration it has transmitted the disease to others as well.

Front loaded microscopy provides the solution for this problem. Front-loaded
microscopy is a new diagnostic strategy in which two smears are prepared from two
spot sputum specimens obtained on the first day a patient is assessed [21]. When all
samples are collected and the results reported on 1 day, the strategy is termed same-
day microscopy [22]. Studies have proven that front loaded microscopy has same
yield as standard strategy where two sputum specimens are collected as spot and
morning [23]. Using this strategy may lead to prevent the dropout of patients. It also
helps to achieve the first component of first pillar of End TB Strategy which
mentions about early diagnosis of TB.

Apart from microscopy there have been a formidable progress in the field of TB
diagnostics. Several assays, such as Xpert MTB/RIF (Xpert), Xpert MTB/RIFUltra
(Ultra), urine lateral flow lipoarabinomannan (LF-LAM) or loop-mediated
isothermal amplification (TB-LAMP) havebeen WHO endorsed [24].

Xpert is a real-time quantitative PCR assay that detects TB and rifampicin
resistance simultaneously. It is approved by WHO as a frontline test for pulmonary,
extrapulmonary, and paediatric TB. It is a step forward in the direction of universal
drug susceptibility testing.
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Xpert MTB/RIF Ultra is a successor technology to Xpert that uses the same test
hardware. Overall, sensitivity of the Xpert Ultra is 5% higher than that of Xpert but
specificity is 3.2%lower [25].

Point of care (POC) testing can be a boon for TB patients as well as for state
health programs because they can be deployed at the most decentralised level by
health care workers with minimal training. WHO has released Ideal characteristics of
a POC assay for diagnosing TB [26]. An ideal POC test should be able to detect
infection in all populations like children and adults, HIV-positive or HIV-negative
TB presumptive cases. It should detect pulmonary or extrapulmonary tuberculosis
(TB). It should deliver results in less than 20 min. It should be cheap also [26].

Point-of-care diagnostic development should combine the most innovative
technologies. Biosensors and combination of nanotechnology and biosensing tech-
nology has great potential in the medical diagnostics field [27].

Latent Tuberculosis Infection

Tuberculosis is a disease where pathogenesis involves a period of asymptomatic
subclinical infection that might last for weeks to decades. Different people mount
different immune responses after the initial infection and it affects the risk of
tuberculosis infection progressing to active disease. An effective immune response
may eradicate bacilli from body while an intermediate response may lead to contain-
ment of infection but still harbouring the organism in the body. People with no
effective immunity against tuberculosis progress rapidly from tuberculosis infection
to disease [28]. People with latent tuberculosis infection serve as seedbeds of
infection and to break the chain of infection it is necessary to find these people
and treat them [29]. Interferon-gamma release assay (IGRA) or tuberculin skin test
(TST) can be used to identify the people with latent TB infection. IGRAs have better
role to play in LTBI detection in comparison to TST. Though theoretically it has
been suggested that interferon gamma values go down with treatment, current
IGRAs are not recommended to determine treatment efficacy or for treatment
monitoring. The new generation IGRA, QuantiFERON-TB Gold Plus (QFT-Plus)
utilizes antigens designed specifically to stimulate both CD8+T-cells andCD4+T-
cells. It has been demonstrated that there is increased differential activity of CD8+T-
cells inactive TB, and a functional decline in CD8+T-cell activity that correlates with
bacterial clearance during treatment. So addition of CD8+T-cells in newer IGRA
may be helpful in differentiating latent and early re-active TB [30]. Treatment
regimens could be either isoniazid or rifampicin alone or in combination.

TB Vaccine

To interrupt the TB pandemic role of vaccination is extremely important. Compo-
nent 1D and 2A of End TB Strategy mention about vaccination.
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Bacille Calmette-Guérin (BCG) is currently the only licensed vaccine available
against tuberculosis (TB). The vaccine has been given to over four billion people yet,
TB still poses a major public health threat globally [31].

BCG is a live attenuated strain ofM. bovis, developed by French scientists Albert
Calmette and Camille Guerin. The vaccine was first given in 1921 by oral route and
later on changed to intradermal route in 1927. From 1974 it was included in WHO
Expanded Programme on Immunization. Currently more than 100 million infants
receive vaccine annually. After the first BCG creation by Calmette and Guerin
multiple substrains generated due to diverse culture methods [32]. These BCG
substrains differ in various characteristics including immunogenicity, and virulence
in animals. This leads to substantial variation in efficacy [33].

Though BCG is widely used certain countries like United States, Canada, Italy,
Belgium, and The Netherlands never had universal BCG vaccination programs.
These countries recommend BCG vaccination in certain cases only [34]. Countries
like Ecuador, Australia and New Zealand had universal immunization in past but
later on they also adopted BCG vaccination in selected population only.

BCG vaccination is contraindicated in HIV infected persons including infants.
This becomes important considering the fact that HIV infection promotes the
chances of acquiring TB infection [35, 36].

Countries which adopt universal BCG vaccination there it is traditionally
administered in newborns, and in that population, it has a protective effect. However,
this protective effect wanes over the time, and the general consensus is now that the
vaccine provides little protection in adult individuals [37]. This may be related to
insufficient immunological memory resulting in waning of immunity during
childhood.

Mathematical modelling shows that, compared with an infant vaccine, an adult
vaccine would have considerably greater early impact on the epidemic and would be
cost-effective, even with a relatively low efficacy and short protection duration.

This has prompted a concerted effort over the past two decades to develop new
candidate vaccines, to improve present BCG, to boost it, or to replace it altogether
[38, 39].

Currently there are 16 TB vaccine candidates in different stages of clinical
development globally. The candidates include whole, live mycobacteria such as
recombinant BCGs (e.g. M. vaccae, DAR-901) and recombinant M. tuberculosis,
lysates of whole mycobacteria, adjuvanted recombinant protein vaccines (H1 +
IC31, H4 + IC31) and viral-vectored candidates (M72 + AS01E, MVA85A/
AERAS-485) [38, 40].

These vaccine candidates work across spectrum of TB infection and disease.
There are many approaches suggested to develop vaccine. First idea is the develop-
ment of a vaccine candidate that could act rapidly to prevent the actual establishment
of a site of infection in the first place. Though idea is fascinating, it is a at the level of
concept only. No candidate has been developed yet for clinical trial [39].

Next idea is to improve current BCG vaccine. This can be done by either using
recombinant strain or by fusion protein constructs.
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Another idea is to boost immunity engendered by neonatal BCG vaccine because
it is worldwide coverage is good. Leading candidates in this field are MVA85A
which is based on vaccinia virus, and Aeras-402 uses adenovirus type 35 [41].

Postexposure or therapeutic vaccines are the next candidates. These vaccines
could be given to individuals after they have been actively infected or exposed.
RUTI vaccine is the most advanced candidate from this field [42].

Therapeutic vaccines are those which can facilitate the activity of the drug
regimens used. ID93 is such a candidate [43].

Reaching the goals of End TB strategic will be influenced by the availability of
new vaccines to contribute to the global fight against tuberculosis. These are required
to complement available and newer drugs and diagnostic technologies. Development
of new TB vaccines would be a critical step in halting the spread of both drug-
sensitive and drug-resistant-TB.

TB Drugs and Regimens

Anti-TB drugs used in first line of treatment are more than 40 years old. Though
these drugs are effective, treatment duration is long that is minimum of 6 months.
Simultaneously if patient defaults in this duration then drug resistance may also
develop. Current treatment regimens for MDR-TB are far from satisfactory due to
lengthy duration (upto 20 months), lower cure rates, more toxicity and high
cost [44].

To remove these difficulties there is an urgent need of new anti-TB drugs. These
new drugs would be helpful in making better, safer, less toxic, shorter and cheaper
regimen so that treatment default can be stopped. Considering the dearth of new anti-
TB drugs and emergence of drug resistant TB it appears that tuberculosis has
evolved faster than our medicines.

Development of new drugs is very essential for elimination of TB. Many drugs
are in pipeline of development.

Drug Class Phase

Bedaquiline Diarylquinoline Approved

Delamanid Nitroimidazole Approved

Pretomanid Nitroimidazole Approved

Sutezolid Oxazolidinone II

Telacebec Imidazopyridine amide II

Delpazolid Oxazolidinone II

Macozinone Benzothiazinone I

Bedaquiline got accelerated approval from U.S. Food and Drug Administration
(FDA) in December 2012. It was indicated to be used as part of combination therapy
in adults for pulmonary MDR-TB [45]. It is a bactericidal drug. It’s unique and
specific anti-mycobacterial activity derives from inhibition of the proton pump of
mycobacterial ATP synthase. Binding of bedaquiline to the oligomeric and
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proteolipic subunit-c of mycobacterial ATP synthase leads to inhibition of ATP
synthesis, which subsequently results in bacterial death. Recently bedaquiline has
been classified byWHO as Group A drug for use in Longer MDR-TB regimens [46].

Delamanid was granted a conditional marketing authorisation by the European
Medicines Agency (EMA) in April 2014. It was also indicated to be used as part of
combination therapy for pulmonary MDR-TB. It is a bactericidal drug. It acts by
inhibiting the synthesis of mycobacterial cell wall components, methoxy mycolic
acid and ketomycolic acid. Delamanid may be included in the treatment of MDR-TB
patients aged 3 years or more on longer regimens [47]. Recently delamanid has been
classified by WHO as Group C drug for use in Longer MDR-TB regimens [46].

Drugs licensed for other conditions but used to treatMDR/XDR-TB are called
repurposed drugs [48]. Fluoroquinolones, kanamycin, amikacin, clofazimine,
linezolid, carbapenems, amoxicillin/clavulanic acid are all repurposed drugs.

Current treatment for drug-susceptible TB consists of the standard four-drug
regimen comprising, isoniazid (H), rifampicin (R), ethambutol (E) and pyrazinamide
(Z) for 6 months, (2HREZ/4HR). Though this regimen achieves high cure rates of
90–95%, patient has to take medicine for 6 months. Problem with compliance may
lead to resistance.

Drug resistance in TB can be classified as RR-TB (rifampicin resistant TB),
MDR-TB (rifampicin and isoniazid resistant TB), Pre XDR TB (MDR- TB
associated with resistance to at least one fluoroquinolone or a second-line injectable
like amikacin, kanamycin, or capreomycin) and XDR TB (MDR- TB associated
with resistance to at least one fluoroquinolone and a second-line injectable like
amikacin, kanamycin, or capreomycin).

The World Health Organisation (WHO) has recently updated the classification of
anti-TB drugs other than first line for the treatment of RR-TB and MDR-TB [49].

Group
A

Fluoroquinolones Levofloxacin

Moxifloxacin

Gatifloxacin

Group
B

Second-line injectable agents Amikacin

Capreomycin

Kanamycin

(Streptomycin)

Group
C

Other core second-line agents Ethionamide/prothionamide

Cycloserine/terizidone

Linezolid

Clofazimine

Group
D

Add-on agents (not part of the core
MDR-TB regimen)

D1

Pyrazinamide

Ethambutol

High-dose isoniazid.

(continued)
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D2

Bedaquiline

Delamanid

D3

Para-aminosalicylic acid

Imipenem plus cilastatin (requires
clavulanate)

Meropenem (requires clavulanate)

Amoxicillin plus clavulanate

(Thioacetazone)

Current guidelines recommend that patients with RR or MDR- TB, should
receive at least five active TB medicines during the intensive phase, including
pyrazinamide and four core second-line TB medicines -one is chosen from
group A, one from group B, and at least two from group C. If the minimum of
effective TB medicines cannot be composed as above, an agent from group D2 and
other agents from D3 may be added to bring the total to five.

There is no regulatory-approved regimen for curing XDR-TB. Instead, healthcare
providers try to individualize treatment, often using repurposed antibiotics. This
treatment lasts for more than 2 years and patient has to take thousands of pills plus
injections and face horrible side effects. It is extraordinarily costly as well. Despite
the length, cost, and intensity of the treatment, outcomes are extremely poor. Most
XDR-TB is not treated at all because the cost and complexity of such programs are
out of reach for many health systems in TB-endemic countries.

Novel regimens based on three or more oral agents with little or nopre-existing
resistance would provide simpler, more universally active regimens [50]. If such
novel regimens are more effective than the current first-line regimen for drug-
susceptible TB, they may shorten and simplify treatment for pulmonary TB
irrespective of resistance to existing drugs.

One such combination of bedaquiline, pretomanid and sutezolid has shown some
promising result in murine models. As the clinical development of sutezolidis
stalled, linezolid is being tried in new experimental regimens [50].

Nix-TB trial was done in cases of XDR-TB. It used a three drugs regimen consisting
of bedaquiline, pretomanid and linezolid (BPaL) [51]. ZeNix trial is a successor to
NixTB using the same BPaL combination. Objectives of ZeNix were to evaluate
whether the efficacy of the BPaL drug regimen can be maintained, while reducing
toxicity by testing a lower dose and shorter duration of the drug linezolid [52]. Recently
USFDA approved the use of pretomanid as part of combination regimen with
bedaquiline and linezolid for the treatment of adults with pulmonary XDR, treat-
ment-intolerant or nonresponsive multidrug-resistant (MDR) tuberculosis (TB) [54].

SimpliciTB is another trial evaluating the efficacy, safety and tolerability of a
drug regimen (BPaMZ) for patients with drug-sensitive (DS) and drug-resistant
(MDR) pulmonary tuberculosis. The BPaMZ regimen is comprised of four different
antimicrobials: Bedaquiline (B), Pretomanid (Pa), Moxifloxacin (M) and
Pyrazinamide (Z). This regimen is given for 4 months in case of drug susceptible
TB and 6 months in case of MDR-TB [52].
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TB Elimination in India

The National Strategic Plan (NSP) 2017–2025 has been prepared to eliminate TB in
India by 2030. It is a framework to guide the activities of all stakeholders. It provides
goals and strategies for the country’s response to the disease. Although India has
managed to scale up basic TB services in the public health system, the rate of decline
is too slow to meet the 2030 Sustainable Development Goals (SDG) and 2035 End
TB targets. The requirements for moving toward TB elimination have been
integrated into the four strategic pillars of “Detect–Treat–Prevent–Build” (DTPB).
By taking this approach the national programme can achieve significant positive
change and make a real difference in the lives of the many people it serves [53].

Conclusion

Although epidemiological plausibility for TB elimination exists, a comprehensive
effort is needed by national TB programmes. A significant progress has been made in
the fight against TB over the last 25 years, significant challenges remain and much
greater political and funder investment is still needed to achieve global elimination.
More urgency, commitment, and funding than have been shown so far are needed if
tuberculosis is really to be eliminated.
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Fungal Diseases and Their Treatment:
A Holistic Approach

Sushil Kumar, Tushar Jain, and Dibyendu Banerjee

Abstract
Fungal infections are one of the most common infections in humans and other
animals. Fungal diseases are more common in tropical and subtropical countries.
Worldwide more than a billion people suffer from fungal infections annually.
Fungal pathogens (yeasts and molds) are diverse in their pathogenesis and they
can cause mild infections to life-threatening fungal diseases. For the treatment of
fungal infections, only a few classes of antifungal drugs are available because
there are many similarities between fungal and human cells. Treatment of fungal
infections is becoming more challenging because of the emergence of resistance
to currently available drugs. Azole drug is the most common class of antifungal
drug which is widely used for the treatment of superficial to systemic infections
but unfortunately, many fungal pathogens (e.g., Candida, Aspergillus,
Histoplasma, and Paracoccidioides etc.) have developed resistance. Most of
the azole resistant fungi also develop resistance against the echinocandin class
of drugs. The most common drug-resistance mechanisms include hyphal
switching, alteration of drug targets, increased drug efflux by transporter proteins
(ABC transporters or Facilitated diffusion superfamily transporter), and perme-
ability barriers associated with biofilms. Thus, this area is in need of some
outstanding work to control drug resistant fungal infections. Recently some
new therapeutic approaches such as new formulations for antifungal agents,
nanoparticle based drugs and immunotherapy (such as vaccines) are under trial
to prevent and treat fungal diseases and inducing the production of host antimi-
crobial molecules. In this book chapter, we describe common fungal diseases,
fungal pathogens, disease-causing factors, drug resistant fungal pathogens,
mechanisms involved in the emergence of drug resistance, epidemiology of
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fungal diseases, advanced diagnostic techniques, current and future treatment
plans and discuss new approaches for the management of fungal diseases.

Keywords
Fungal infections · Candida · Aspergillus · Drug-resistance · Azoles ·
Echinocandins · Pathogenesis

Fungi are single celled or multicellular eukaryotic organisms existing in many
different forms such as free living, symbiotic and parasitic forms [1]. Fungi can
have both advantageous as well as adverse effects on human health [2]. Fungi like
Candida albicans, Cryptococcus spp. etc., which are a part of normal micro-flora,
can be considered harmless but they are also a frequent cause of opportunistic
infections in case of immune-compromised host. Fungal infections might be
contributing substantially to human morbidity and mortality [3] but the impact of
these diseases on human health is not widely appreciated. There are various reasons
for fungal infections which include exposure to hot and humid environment, bad
hygiene, or a weak host immune system. The improper and indiscriminate use of
antifungals has led to an increase in incidences of drug-resistant fungal infections
[4]. Hence, it becomes important for us to focus for the development of efficient
diagnostic tests as well as safe and effective new anti-fungal drugs and vaccines. In
this chapter, community based approaches for preventing and limiting the spread of
fungal infections have also been discussed. Nosocomial (hospital acquired)
infections leading to septicaemia and death also need to be controlled by spreading
proper awareness and hygiene among patients and healthcare workers. A better
understanding of the host-pathogen relationship has provided a clue for research
into new anti-fungal drugs and vaccines, and fungal vaccines are on the anvil to
become part of a new repertoire for prevention or treatment of fungal infections in
the near future.

Introduction

Gut microbiota refers to the group of microorganisms residing in the mammalian
gastrointestinal tract. The human microbiota is a collection of bacteria and fungi that
render several beneficial functions. An interesting fact about the bacteria residing in
human gut is that they are not alone but with at least 100 distinct types of fungi. Gut
of human is home to >50 genera of fungi with Candida, Saccharomyces and
Cladosporium species being particularly common. The balance of power between
bacteria and fungi might be the key to our gut health. Our gut microbiota helps in
digestion and keeps the host healthy by protecting against infections. Therefore they
may also be referred to as probiotics [5]. Hence, probiotics might be defined as live
microorganisms which when administered in adequate amounts, confer a health
benefit for the host [6] like helping to digest food and preventing diarrhoea and
irritable bowel syndrome (IBS). Many bacterial strains such as Lactobacillus,
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Bifidobacterium, Enterococcus, Streptococcus, Pediococcus, Leuconostoc, Bacillus,
Escherichia coli genera are considered to be probiotic. However, in spite of the
health benefits, some of the microbiota can cause mild to severe infections; espe-
cially in conditions of immune-suppression (for e.g. Candida albicans, haemolytic
Streptococcus, pneumococcus Haemophilus influenzae type B).The symptoms of
fungal infections depend on the type of infection and location within the body. Some
types of fungal infections can be mild, such as a rash or a mild respiratory illness.
However, other fungal infections can be severe, such as fungal pneumonia [7] or
bloodstream infection, and can lead to serious complications such as meningitis or
death. On a cellular level the human body is outnumbered by microbes by ratio of
1:10. The large number of gut microbiota is often considered as a human microbial
organ. From an ecological point of view it could be argued that humans are a super-
organism, a communal collective of human and microbial cells working as a single
unit. The indiscriminate use of prescription antibiotics, compounded with
non-compliance or improper usage by patients is leading to an increase in cases of
drug resistance, causing problems in the treatment of various diseases including
fungal infections. Multidrug Resistance (MDR) as a phenomenon is defined as
resistance against a spectrum of drugs that share neither a common target nor a
common structure. It was first described several years ago, when Biedler and Riehm
(1970) noted that cell lines made resistant to Actinomycin D or Vinca alkaloids
displayed cross-resistance to a wide range of other components. In medical terms,
drug resistance is defined as the persistence or progression of an infection inspite of
the appropriate drug treatment given to the disease. Therefore, to win the race against
drug resistance, it is important to be one step ahead of the pathogen and to continu-
ously come up with newer targets and strategies to beat the infection.

Fungi

Fungi are multicellular eukaryotic or unicellular [8], heterotrophic organisms which
can play an important role in the nutrient cycling in an ecosystem. They can
reproduce either through asexual mode or sexual mode of reproduction or both.
They can form association with bacteria, plants and animals.

Type of Fungi

On the basis of morphology fungi can be classified into three groups
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Fungi

Yeast Filamentous fungi (Mold)

Dimorphic fungi Unicellular Multicellular fungi 

Reproduction in fungi 

Asexual reproduction 

-Spore mediated 

-Fragmentation 

Sexual reproduction

-Fusion of gametes 

How Fungi Interact with Human?

The interactions between human and fungi can be both beneficial and harmful

• Beneficial Effects of Fungi
– They carry out the process of decomposition which leading to nutrient and

carbon recycling [9].
– They act as biosynthetic factories that can be used for the production of drugs,

antibiotics, alcohol, acids as well as food.
– Agaricus and Marchella are two most common fungi which are usually used as

a food supplement for human beings.
– Moulds of the genus Penicillium ripen many cheeses.
– Saccharomyces cerevisiae, also known as baker’s yeast, is an important

ingredient in bread [10].
– Fungi naturally produce antibiotics (for e.g. penicillin and cephalosporins) that

kill or inhibit the growth of other harmful pathogens [11].
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Model organisms such as Neurospora, Saccharomyces and Aspergillus can used for
biochemical and genetic studies related to research [12, 13] (Fig. 1).

• Harmful Effects of Fungi
– Fungal activities can cause spoiling of food, lumber, paper, and cloth.
– Fungi cause many different kinds of diseases in animals as well as human,

including allergies [14].

S.No. Name of fungi Fungal associated diseases

1. Candida albicans Candidiasis

2. Aspergillus fumigatus Aspergilosis

3. Histoplacapsulatum Histoplasmosis

4. Coccidiodesimmitis Coccidiomycosis

5. Blastomysisdermitidis Blastomycosis

6. Sporotricumscheneki Sporotrichosis

7. Dermatophytes Dermatomycosis

Pathogenesis of Fungi

• They can penetrate host barriers.
• Form capsule (mucopolysaccharide), that can inhibits phagocytosis of the yeast.

Fig. 1 (a) Scanning electron microscopic (SEM) image of yeast Saccharomyces cerevisiae
(Mogana Das Murtey and Patchamuthu Ramasamy 2015). (b) Scanning electron microscopic
(SEM) image of Neurospora crassa (Steven M. Carr 2014). (c) Light microscopic image of
Aspergillus species (John W. Taylor 1993)
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• Most of human pathogenic fungi well adopted to Grow at 37 �C temperature
which is the human body temperature.

• Pathogenic fungi have morphological variability [15] (e.g., yeasts, hyphae,
spherules, and sclerotic bodies) to survive in different tissue environment.

• They can produce harmful enzymes (Keratinase [16], phenyl oxidase) that dam-
age host tissues.

• Some pathogenic fungi also inhibit phagosome-lysosome fusion.

Toxins produced by poisonous mushrooms and fungi within food (e.g., grain,
cheese, etc.) leading to food poisoning and other diseases [17].

Toxin Toxicity Effects

Alpha-amanitin Fatal Causes often fatal liver damage 1–3 days after
ingestion. Principal toxin in the death cap

Phallotoxin Not fatal but
infectious

Causes extreme gastrointestinal upset. It is found in
various mushrooms

Orellanine Fatal Redox cycler similar to paraquat. Causes kidney
failure within 3 weeks after ingestion. Principal toxin
in genus Cortinarius

Muscarine Potentially
fatal

Causes SLUDGE syndrome. Found in various
mushrooms. Antidote is atropine

Monomethylhydrazine
(MMH)

Fatal Causes brain damage, seizures, gastrointestinal upset,
and hemolysis. Metabolic poison. Principal toxin in
genus Gyromitra. Antidote is large doses of
intravenous pyridoxine hydrochloride [22]

Coprine Not fatal Causes illness when consumed with alcohol.
Principal toxin in genus Coprinus

Ibotenic acid Potentially
fatal

Excitotoxin. Principal toxin in Amanita muscaria,
A. pantherina, and A. gemmata

Muscimol Psychoactive Causes CNS depression and hallucinations. Principal
toxin in Amanita muscaria, Amantiapantherina, and
Amantiagemmata

Psilocybin and psilocin Psychoactive Causes CNS arousal and hallucinations. Principal
effects in psilocybin mushrooms, many of which
belonging to the genus Psilocybe (often used
recreationally)

Arabitol Non-lethal Causes diarrhea in some people

Bolesatine Non-lethal Causes gastrointestinal irritation, vomiting, nausea

Ergotamine Deadly Affects the vascular system and can lead to loss of
limbs and/or cardiac arrest. Found in genus Claviceps

Sources of Fungal Infections

Fungi are omnipresent and can be found in soil, on plants, trees, and other vegetation
as well as on our skin, mucous membranes, and intestinal tracts [18]. Most fungi are
not dangerous, and some can be helpful for production of penicillin, bread, wine, and
beer, etc.
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The reproductive form of fungus is spores which are similar to the seeds of a
plant. Spores extremely resistant to external stimulus such as heat, cold or
medications and can survive in adverse conditions for longer periods. Furthermore,
spores can be transmitted from one person to another and can spread fungal infection
in this way [19]. Thus, treatment should also always aim to wipe out spores
completely; otherwise the disease may flare up again or may transmit to the other
people.

Type of Infections Caused by Fungal Pathogens

Mycoses are diseases caused by fungi and those affecting humans can be divided
into four groups based on their penetrance level into the body tissues:

Fungal diseases on the basis of site of infection in the human body

• Superficial mycoses:- These are caused by fungi that grow on the surface of the
skin or hair [20, 21].

S.No. Fungal pathogen Diseases conditions

1. Trichophyton rubrum Tinea corporis, tinea cruris, tinea pedis, tinea manuum,
and onychomycosis and Majocchi granuloma

2. Trichophyton
mentagrophytes
varinterdigitale

Tinea corporis, tinea cruris, tinea pedis (interdigital),
tinea manuum, and onychomycosis

3. Epidermophyton floccosum Tinea cruris, tinea pedis, tinea manuum, and
onychomycosis

4. Microsporum gypseum Inflammatory lesions

5. Trichophyton violaceum Tinea capitis—endothrix

6. Trichophyton verrucosum Tinea barbae, capitis, and kerion

7. Trichophyton nanum Tinea capitis, tinea corporis, and tinea cruris

8. Trichophyton concentricum Tinea imbricata

9. Trichophyton schoenleinii Favus

10. Trichophyton soudanense Tinea capitis

11. Microsporum audouinii Tinea capitis-more common in Europe
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• Cutaneous mycoses or dermatomycoses: – Cutaneous mycosis is that include
such infections as athlete’s foot and ringworm, where growth occurs only in the
superficial layers of skin, nails, or hair [22].

S.No. Causative organisms Disease

1. Dermatophytes (Arthroderma, Lophophyton,
Microsporum, Nannizzia, Trichophyton,
Epidermophyton)

Dermatophytosis, ringworm of the
scalp, glabrous skin and nails

2. Candida, Debaryomyces, Kluyveromyces,
Meyerozyma, Pichia, etc.

Candidiasis of skin, mucous
membranes and nails

3. Non-dermatophyte moulds Dermatomycosis

Neoscytalidium, Scopulariopsis

• Subcutaneous mycoses: – Subcutaneous mycoses are those that penetrate below
the skin to involve the subcutaneous, connective, and bone tissue. Subcutaneous
mycoses can occur in healthy individuals whose common examples are sporotri-
chosis, chromoblastomycosis, phaeohyphomycosis, eumycoticmycetoma, and
hyalohyphomycosis [23].

S.No. Causative organisms Disease

1. Sporothrix spp. Sporotrichosis

2. Fonsecaea, Phialophora, Cladophialophora etc. Chromoblastomycosis

3. Cladophialophora, Exophiala, Bipolaris,
Exserohilum etc

Phaeohyphomycosis

4. Scedosporium, Madurella, Trematosphaeria,
Acremonium, Exophiala etc.

Mycotic mycetoma

5. Basidiobolusranarum, Conidioboluscoronatus Subcutaneous zygomycosis
(Entomophthoromycosis)

6. Rhizopus, Mucor, Rhizomucor,Lichtheimia,
Saksenaea etc.

Subcutaneous zygomycosis
(Mucormycosis)

7. Loboaloboi Lobomycosis

8. Rhinosporidium seeberi Rhinosporidiosis

• Systemic or deep mycoses: – Systemic or deep mycoses can penetrate internal
organs and become widely disseminated throughout the body. This type is often
fatal [24].

S.No. Causal organism Disease

1. Histoplasma capsulatum Histoplasmosis

2. Coccidioide simmitis Coccidioidomycosis

3. Blastomyces dermatitidis Blastomycosis

4. Paracoccidioides brasiliensis Paracoccidiodomycosis

5. Penicillium marneffei Penicilliosis

(continued)
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6. Candida species Candidiasis

7. Aspergillus species Aspergillosis

8. Cryptococcus species Cryptococcosis

9. Zygomycetes species Zygomycosis

An estimate of the percentage of various fungal species causing invasive mycoses [25]

S.No. Pathogens
% of invasive
mycosis

1 Candida 70–90%

2 Aspergillus 10–20%

3 All others (Cryptococcus, Mucorales, Fusarium,
Scedosporium, etc.)

~5%

How Common Are Fungal Diseases?

Fungal infections are extremely common and their treatment and caring for patients
with is becoming an increasing economic burden. An estimated numbers of patients
who will need expensive antifungal drugs for some of the life-threatening fungal
illnesses are summarised here.

• Candidaemia infections are estimated to have incidence rate of 300,000 world-
wide per year, with a mortality of 30–55% [25].

• Invasive aspergillosis can occur in different patient groups. It has been estimated
that around 10% of new leukaemic cases might develop invasive aspergillosis
(30,000 per year). Stem cell transplants are prone to aspergillus infections. It has
been estimated that out of 54,000 of stem cell transplants done annually in USA,
UK, Europe and Japan, 5400 are found to be infected and need urgent
treatment [26].

• According to a research, it has been predicted that in chronic obstructive pulmo-
nary disease 1.2% will need antifungals for aspergillosis (216,000 per year). Over
50% of invasive aspergillosis patients will die from their infection, even when
they receive treatment [26].

• AIDS patients are prone to contract cryptococcal meningitis infections with an
incidence rate of 600,000, 70% of which are in the sub-saharan Africa [27].

• Infections of low potential also occur which affect a large number of people
worldwide. The examples of such infections include cutaneous fungal infections,
nail infections and athletes’ foot. These affect some 1.5 billion people, or 25% of
the world’s population.

• Tinea capitis is a kind of hair infection that is common in young children and is
predicted to affect about 200 million population worldwide.
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Infection on the Basis of Affected Organs of the Human Body

• Fungal infections of the skin: -Entry of fungal spores into our skin is an easy
process, especially if the skin is broken [28]. These fungal infections produce
spores which can be easily spread to the environment when the infected skin
flakes off. If anyone comes into contact with these flakes, these spores may cause
a new fungal infection through any cut on the skin of the new host. If yeast infects
the skin on a baby’s bottom area, it causes a diaper rash. One can pick up a Fungal
infection on the foot that can be caused while walking bare foot in a humid
environment. This is the reason why many types of skin infection have names like
“athlete’s foot” or “swimmers eczema”. Athelete’s foot occurs in sports persons
(who sweat a lot) or in people living in damp and humid conditions. It is, in fact, a
very common fungal infection which generally occurs between the toes and is
extremely contagious. One can get athlete’s foot just by using a communal
bathing place or even sharing a towel. If left untreated the condition can spread
to the soles and sides of the foot and to the toenails. Athlete’s foot may be further
complicated by a bacterial infection, accompanied by an unpleasant smell [29].

Signs and symptoms of Athlete’s foot often include:
• Cracking and peeling of skin between the toes,
• Inflammation,
• Areas of white, dead skin,
• Moistness or blistering,
• Itching or soreness.

Pets act as another source for skin infections. At first the fungal infections in
animals might not be noticeable but can be manifested once they become infected
through contact with their skin. Children often get infection by cuddling guinea
pigs, dogs, cats or other pet animals. People who spend a lot of time around horses
are prone to fungal infections on their faces while brushing the horses.

The principle etiological agents for fungal infections are dermatophytic moulds
belonging to the genera Microsporum, Trichophyton and Epidermophyton which
cause ringworm or tinea of the scalp, glabrous skin and nails;Malassezia fufur, a
lipophilic yeast responsible for pityriasis versicolor, follicular pityriasis,
seborrhoeic dermatitis and dandruff; and Candida albicans and related species,
causing candidiasis of skin, mucous membranes and nails [30].

• Fungal infection of the mouth:-The normal flora of the mouth comprises of
fungal yeasts along with other microorganisms which means that under normal
circumstances these yeasts grow silently, maintaining a balance with other
microorganisms like bacteria, on the mucous membranes without doing any
harm. Problems arise in case of immune-compromised hosts [30]. This could
occur after a bout of bad flu, chemotherapy, or treatment with immune-
suppressant medication, e.g. after a transplant or AIDS. A fungal infection in
the mouth may be regarded as the first sign of the onset of AIDS. Thus fungal
infection is often an added problem for people already suffering health problems.
People with false teeth are also susceptible to fungal infections because in people
with false teeth, the mucous membrane of the mouth is often compromised, and
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the fungus stands at a greater chance to inhabit the area. The fungus can even live
in the false teeth itself and infect the mouth repeatedly. Oral thrush [31], a kind of
fungal infection of the mouth is quite common among babies. Babies not only
have a chance to get infected with Candida in the birth canal but also through
contact with people’s hands. Owing to the weak immune system of the baby,
infection by Candida is able to take hold more easily and effectively.

• Fungal infections of the upper respiratory tract (Throat infection)
Candida usually causes an infection in the throat that is called Candida

esophagitis [32]. This type of infection commonly occurs in those people having
immune-compromised or weak immune systems due to disease or disease
treatments, such as HIV [33], leukaemia or chemotherapy.

• Fungal infection in the lower respiratory tract (Lungs infection)
Fungi of the genus Candida, Aspergillus and Cryptococcus sometimes infect

the lower respiratory tract especially in persons suffering from diseases such as
cancers of the blood, bone marrow, and lymph nodes, or those with human
immunodeficiency virus (HIV) infection [34]. Fungal infection is also common
in those patients who take immunosuppressive drugs. Invasive pulmonary asper-
gillosis and systemic candidiasis are the most prevalent opportunistic fungal
infections.

• Fungal infection in the urogenital tract
Vulvo-vaginal candidiasis (VVC) is the most common cause of vaginal fungal

infections [35]. It is characterized by itching, burning, soreness, pain during
intercourse and/or urination, and vaginal discharge [36]. Men can get a yeast
infection, too. This is more likely in men who are not circumcised. The symptoms
of yeast infection in men include red rash on penis and itching and burning on the
upper part of penis. The imbalance in the composition of the vaginal flora is one
of the most common reasons for fungal infection of the vagina. VVC is caused
more in the late phase of luteal cycle when estrogen and progesterone levels are
high. The mucous membrane of the vagina normally self-protects by maintaining
a slightly acidic pH. The reason for imbalance in the vagina may occur due to a
sudden decrease in acidity, or because of using too much soap when taking a bath.
The alkaline nature of the soap can sometimes make the vaginal environment less
acidic and this may increase chances of fungal infections. Use of intra-uterine
device or coil device for contraception may also sometimes increase the risk of
bacterial and fungal infections. Vaginal candidiasis is rarely associated with
serious underlying health problems in women of reproductive age. However,
some women experience recurrent infections that are difficult to treat, decreasing
their quality of life. It has been reported in research studies that recurrent
infections sometimes contribute to clinical depression, thus decreasing the quality
of life. However, most of the vaginal Candida can be treated with a single dose of
fluconazole or with clotrimazolepessaries. Applying clotrimazole creamtwo to
three times a day can be helpful to get rid of local irritation. Though probiotic
preparations are sometimes helpful in treating vaginal thrush, but there is no clear
evidence in support of their efficacy.
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• Infections of the internal organs
If the fungal hyphae penetrate deeper into the tissue, it leads to a serious

condition known as systemic mycosis. This type of infection can be extensive
and frequently life-threatening and is difficult to treat. Aspergillus which is a
common fungus is one of the causes of lung and systemic fungal infections. Spores
of Aspergillus is common in our environment and infections can be life-threatening
and difficult to treat; particularly for people with a compromised immune system.
These fungal spores can easily grow on construction and demolition sites and in
cellars, stables, bird shelters and grain storage areas as well as in furniture covers,
wallpaper, cane furniture, compost and household dust. Aspergillus infections are
seen as a professional risk. In addition to pigeon flyers and farmers, the infection
can also affect beer brewers (working with grain), furniture makers and construc-
tion workers. The disease can be controlled if hay is not left after cutting in the
open air but stored in conditions. Another notorious source of infection is from
air-conditions installed in hospitals. Many patients who have just been operated on,
or have had chemotherapy to treat cancer end up having an Aspergillus infection.
Systemic infections with Candida species are also common. Disseminated candi-
diasis (candidaemia and invasive candidiasis) is a life-threatening syndrome with
an attributable mortality of 10–50%. Amphotericin B deoxycholate, a first line
agent for treatment of disseminated candidiasis is an effective agent for this
syndrome but its use is limited by toxicity that it poses while treatment [37].

• Fungemia
Fungemia is a condition in which fungi is present in blood of human beings.

Candida [38], Saccharomyces, Aspergillus, Histoplasma and Cryptococcus are
major fungal pathogens that cause Fungemia [39].It is more common in immu-
nocompromised patients.

Epidemiology of Pathogenic Fungi

Special human activities and changes in human behaviour are the major independent
factors which are responsible for different level of susceptibilities in individual
populations. Nosocomial infections [40] are transmitted in hospital through three
main resion such as environmental routes-air, surface contact and water. According
to current report of epidemiology of fungi, the mortality rate of fungal diseases are
approximate 1.5 million people and the morbidity rate affect over a billion people
[41]. Fungal infections are usually more severe in those patients who already have
health issues such as asthma, AIDS, cancer, organ transplantation and corticosteroid
therapies [42].

Global estimate of fungal diseases

S.No. Name of disease
Global estimate (No. of cases reported
annually)

1 Chronic pulmonary aspergillosis 3,000,000

2 Cryptococcal meningitis complicating
HIV/AIDS

~223,100

(continued)
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3 Invasive candidiasis ~700,000

4 Pneumocystis jirovecii pneumonia ~500,000

5 Invasive aspergillosis ~250,000

6 Histoplasmosis ~100,000

7 Fungal asthma 10,000,000

8 Fungal keratitis ~1000,000

Epidemiological studies suggested that patients who are in the intensive care unit
they have greater risk of Candida infection but according to current report, the
number of patients outside intensive care units are also infected through Candida
with increasing rate.

• Invasive fungal diseases are the most common cause of large amount of mortality
and morbidity especially in immunocompromised patients.

• Autopsy report is the best valuable tool for defining the correct epidemiology of
diseases because it explains the pattern of fungal disease [43].

• From the last 20 years the occurrence of Aspergillosis significantly decreased
where as Candiasis is increased.

• In tropical and subtropical countries superficial fungal infections are more common.
• According to WHO report, worldwide 20–25% superficial fungal infections are

found.
• Among non Dermatophytic fungal infections candidiasis, aspergillosis, and

zygomycosis are more common.
• Among non-albicans candida, Candida tropicalis is the most common yeast

which can cause invasive candidiasis [44].
• According to Chakrabarty, India has only 71 well equipped laboratories that test

fungal infections. He said India needs at least 1000 well equipped laboratories for
management of such kind of infections.

S.No.
Name of hospital who recorded fungal
infections

Chance of fungal infection in every 1000
patients

1. Global Hospitals of Hyderabad 39.55 people

2. Delhi’s Safdarjung Hospital 32.75 people

Source: PGIMER Chandigarh

S.No.
Place where the fungal infections are more
common

Total number of cases out of every 1000
patients

1. India 1–12

2. South Asia

3. US 0.8

4. Europe 0.2

5. Australia 0.9

Source: PGIMER Chandigarh
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Name of the fungal pathogens and the place where they are abundant

S.No. Name of fungal pathogens Place where they are abundant

1. Fusarium infections France and Italy

2. Scedosporium prolificans Spain and Australia

3. Geotrichum capitatum Mediterranean countries

Epidemiology of fungal infections in India

S.No.
Type of fungal
infection

% of occurrence
of disease

Most common
pathogen

Total number of patients
and time of study

1 Superficial
fungal infection

27.6% (82/297) Tinea corporis
(78%)

15,950 in 1 year of study

2 Dermatophytosis 75.6% (62/82) Trichophyton
rubrum (79%)

3 Non-
dermatophytosis

24.4% (20/82) Candida (60%)

Azole drug resistant biofilm forming albicans and non albicans species of Candida

S.No. Candida species Biofilm

1. Candida albicans +

2. Candida pseudotropicalis +

3. Candida parapsilosis +

4. Candida. Glabrata +

Diversity in the fungal pathogens that cause neurological disorders specially in immunocom-
promised patients

S.No. Fungal pathogens Disease subtypes

1. Cryptococcus neoformans Fungal meningitis

2. Candida albicans

3. Coccidioidesimmitis

4. Histoplasma capsulatum

5. Aspergillus spp Mass lesions in brain

6. Zygomycetes

7. Melanized fungi

8. C. neoformans True neurotropic fugi

9. Cladophialophorabantiana

10. Exophialadermatitidis

11. Ramichloridiummackenzie

12. Ochroconisgallopava

(Source:-ArunalokeChakrabarti, PGMIR Chandigarh)
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Diversity in the specimens used for detection of fungal infections [45]

S.No. Name of specimen Chance of occurrence of fungal infections

1. Sputum 29.6%

2. Skin swabs 25.7%

3. Urine 15.4%

4. Blood 10.35%

5. Broncho alveolar lavage (BAL) 9.5%

Diagnostic Techniques for Fungal Diseases
The diagnosis and treatment regimens for fungal diseases are very different.

Diagnosis of Superficial Mycoses

• Symptomatic based diagnosis
• Skin scrapings from the affected area of the body or fragments of infected hairs or

hair follicles or nail should be collected as specimens for the laboratory
microbiological examination.

• Microscopic examination of infected tissue or culture. Perhaps the most com-
monly used first line method for detection when samples are available for such
examination. Requires trained person and can be done with unstained (wet
mounts) or stained preparations.

• Culture technique:-Specimens are inoculated on agar culture plates and the
organisms are often identified by the measuring typical size and shape of the
cells by using appropriate tools and techniques.

• Fungi are slow growing organisms that may take up to 2–3 weeks of time to grow
on culture medium; before this time, the clinician cannot provide any definitive
treatments related to the pathogenic infection. Before the final diagnosis, doctors
may prescribe a broad-spectrum antifungal medication to the patient.

Diagnosis of Systemic Fungal Infections
Systemic fungal infection is not easy to diagnose because symptoms frequently do
not appear until the patient has developed severe illness. At present Histoplasma,
Cryptococcus, Candida and Aspergillus are the major fungal pathogens responsible
for systemic mycoses.

– Microscopy
– Cultural techniques: – Blood and urine culture [46]
– Serological diagnosis
– Molecular diagnosis

• Laser Microdissection: Laser microdissection is the highly sensitive advanced
microscopy based laser technology which is used for the study of specific cell
types. This technology is highly useful for selective isolation of and detection of
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selected cells of interest such as cells which carry antigens in the DNA or RNA or
Proteins [47].

• Application of this technology is very common in the following area:-Generation
of cDNA library, profiling of RNA transcript etc.

• Blood and urine culture. It is a relatively lengthy process but very useful to
determine species and antibiotic resistance profile of the fungi under question.

Serological Diagnosis of Fungal Diseases

• Immuno-Histochemistry(IHC): IHC is the most common technique which is
used for detection of fungal infection in the intact tissue sections by using
antibodies to detect desired fungal antigen thus we can examine the morphology
of the target as well as the surrounding tissues.

• Galactomannan test: Galactomannan is an essential component of the cell wall
of most filamentous fungi such as Aspergillus. This component of fungi is release
during growth of most of filamentous fungi. Now it is used as a diagnostic
marker. For example examination of Aspergillus infection in human is detected
by checking the level of galactomannan in blood [48]. This test is performed by
using double-sandwich ELISA that was approved by the FDA in 2003. The test is
more appropriate in patients who had hemopoetic cell transplants [49].

• BDG(1, 3)-β-D-glucan test: BDG is the essential component of most fungi
except Cryptococcus and Zygomycetes; therefore this component is used for
screening test for invasive fungal diseases [50].

Molecular Diagnosis of Fungal Diseases
The following are some of the more common laboratory techniques used for
diagnosing fungal infections [51].

• PCR-Based Methods: Polymerase Chain Reaction is a highly sensitive molecu-
lar technique for the amplification of fungal DNA using DNA-primers for
identifying the species causing the infection. The success rate of PCR is ~95%.

• In Situ Hybridization: In this technique probe based detection of fungal nucleic
acid is carried out while preserving the tissue morphology.

Treatment of Fungal Diseases
Antifungal drugs are also called anti-mycotic drugs. They belong to various classes
of compounds and are able to treat both superficial and deep-seated infections. The
common antifungal groups of compounds that are used for treatment include:

– Polyenes, including amphotericin B and nystatin
– Immidazoles, which include fluconazole, ketoconazole, miconazole, clotrimazole

and others,
– Anti-metabolites such as Flucytonsine (Ancobon)
– Combination therapy with more than one compatible antifungal drugs
– Antifungal vaccines are not yet available but are on the anvil [52].
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List of currently available anti-fungal drugs which are available for the treatment of common fungal
infections [53]

Antifungal
class

Drugs in the
class Medical usage

Polyenes Amphotericin
B

Oral preparations of amphotericin B are used to treat thrush.
The oral preparations are non-toxic in contrast to typical
intravenous (IV) doses. Intravenously used for treating
various systemic fungal infections (e.g., in critically ill,
co-morbidly infected or immune-compromised patients),
including Cryptococcal meningitis

Nystatin It is a topical antifungal drug

Natamycin It can be applied as a topical ophthalmic agent

Analogues of
pyrimidine

5-
Fluorocytosine
(5FC)

It can be applied for the treatment of Candida and
Cryptococcus fungal infection. Sometimes it can also use
against moulds such as Aspergillus spp.

Imidazole’s Benzimidazoles They act by binding to the fungal microtubules and stop
hyphal growth. They also bind to the spindle microtubules
and block nuclear division

Clotrimazole It is effective against fungal infections such as

Oral candidiasis, vaginal yeast infections, and ringworm,
treat athlete’s foot and jock itch etc.

Tri-Azoles Ketoconazole It can give orally to the patients. It is highly effective
treatment for oral candidiasis, coccidiomycosis,
dermatophyte infections, endemic mycoses

Fluconazole Fluconazole is water-soluble;it is extensively used for the
treatment of superficial and invasive candidiasis,
cryptococosis

Iitraconazole It is first oral drug for aspergillosis. It has a broad spectrum
antifungal activity against volvo-vaginal candidiasis and
oral candidiasis, blastomycosis, sporotrichosis,
histoplasmosis, and onychomycosis. Toxicity is the major
issues with this drug

Voriconazole It is a broad spectrum antifungal agent which can be used
against Aspergillus spp., Fusarium spp. and Candida spp.
its side effects are more than those of fluconazole

Posaconazole Posaconazole is structurally similar to itraconazole. It has
broad spectrum antifungal activity against Aspergillus spp.
and Candida spp. Fatty food increase the Oral
bioavailability

Allylamines Terbinafine It belongs from allylamine class which have clinical use.
Terbinafine is the better option for the treatment of
dermatomycosis

Echinocandins Cilofungin Cilofunginis one of the echinocandins which is used
clinically as antifungal agents

Caspofungin Caspofunginis FDA approved antifungal drug which can
block the synthesis of fungal cell wall by inhibiting
β-1,3-glucan synthesis. Intravenous is the beast mode of
injection of Cospofungin. e.g. Aspergillosis

(continued)
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Micafungin Intravenous mode of injection of micafungin is the best way
to deliver drug in the human body. It is used for the
treatment of candidiasis

Anidulafungin It is the derivative of echinocandins B. It is used for the
treatment of oesophageal candidiasis, invasive Candida
infection as well as in invasive Aspergillus infection

Caution: This table is for reference only. Medication should be taken only on the advice of a
certified medical practitioner who can prescribe the correct medicine at the right dose for the
optimum length of time

Current Trends of Available Drugs against Fungi

Treatments of fungal diseases is getting difficult day by day due to increase of
multidrug resistance properties in the fungal pathogens. The discovery of novel
drugs to treat fungal infections is slow because the chance of discovering potential
drugs that would be highly effective against fungal pathogens and produce fewer
side effects in patients is difficult due to the availability of few unique druggable
targets.

Multidrug Resistance in Pathogenic Fungi

Multidrugresistant fungal infections are the major challenge to treat fungal
associated diseases for all clinicians and healthcare workers. Worldwide, drug
resistant fungi are responsible for high rates of morbidity and mortality specially
in immunocompromised patients [54]. The resistance may be intrinsic, randomly
acquired or nosocomial. Multidrug resistant pathogenic strains passes different
mechanisms to develop drug resistance ranging from genetic mutations to metabolic
adaptations to the action of several antifungal compounds available for treatment of
fungal associated diseases. Major limitations of the currently available antifungal
drugs are drug-drug interactions and toxicities thus we cannot use these drugs for
prolong time. Currently Azole-drug resistance in Candida albicans and
non-albicans Candida is the major problem to treat candidiasis. Resistance in
C. glabrata is usually occurring against echinocandins. Azole resistance is also
reported in Aspergillus fumigatus.

Mechanisms of Drug Resistance in Fungi

• Mutations in the genes that encode target proteins can play an important role in
the pathogenesis of fungi.

• High rate of expression of multidrug efflux pumps altering the stoichiometry of
the inhibitors [55].
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• At the most, in one azole resistant fungus, four altered gene pathways have been
identified.

• Pleiotropism is the major factor which induces Multidrugresistance in Saccharo-
myces cerevisiae.

• According to recent reports, molecular chaperone heat shock protein (Hsp90) can
change the relationship between genotype and phenotype resulting in fungal cells
that can develop drug resistance [56].

• Formation of aneuploidy is another factor which is responsible for drug resistance
in fungi.

Ways to Overcome Drug Resistance of Fungi

• Discovery of novel bioactive molecules which can target ergosterol and β-glucan
biosynthesis that will solve the drug resistance problem for the treating of fungal
associated diseases.

• Innate and adaptive immunity can play an important role for the controlling
fungal infections, therefore the vaccines are a very promising viable tool to
prevent and treat fungal pathogens.

• The complete study of host pathogen interaction and pathogenic factors such as
peptides, glycoproteins, glycolipids, and glycan’s which is the component of cell
wall and capsule of pathogenic fungi, these antigenic components can be used to
selectively induce immunological bioactive molecules which can solve the drug
resistance problem of many pathogenic fungi [57].

Future Directions of the Drugs Against Resistance Fungi

Now needs to look at novel therapeutic antifungal compounds which may be
achieved from natural or synthetic sources. It is necessary to discover new classes
of antifungal agents which can selectively target multi-drug resistant fungi, because
treatment of these pathogenic fungal infections is the major challenge for all
clinicians, healthcare persons and doctors [58]. Therefore need to find out some
novel mode of action carrying molecules which can solve the multidrug resistance
problem [59].

General Precautions to Prevent Fungal Infections

1. One should avoid living in damp and humid conditions to prevent fungal
infections.
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2. One should maintain personal hygiene and should always wear clean clothes and
make sure to wash dirty clothes at 60 �C to destroy fungal spores.

3. Healthcare workers should wash their hands frequently before touching patients
to avoid the spread of infections including fungal infections.

4. Scratching should be avoided to prevent the spread of spores through nails
and air.

5. Fingernails should be cut short.

Community Based Infections May Be Controlled by the Following Measures

• Avoiding the sharing of items which is already used by someone such as clothes,
combs, foot wears, gloves, etc.

• Frequent hand washing with soap and water before cooking and serving food,
• Treating infections with proper medication before it spreads to other people,
• Using antifungal sprays, creams and powders on external body surfaces such as

socks and shoes which can help prevent infectious agents.

Conclusions

• Fungal diseases are more common in tropical countries than temperate counties.
They are very common in a developing country especially in those people who
belongs from poor background. Each year millions of cases of fungal diseases are
diagnosed which may be fatal or non-fatal for diseased person.

• Approximate 600 different fungi have been reported that can cause infection in
humans. The range of infections varies from the common to the fatal. Commonly,
fungi infect the mucosa, skin, hair, and nails and sometimes also cause allergies.

• In the area of fungal aetiology, pathology, epidemiology, disease biology and
their economic impact are essential to be understood to raise scientific interest and
increase global investments into antifungal research. For the betterment of the life
of the infected people, it is essential to have some new therapeutic approaches for
the treatment of fungal diseases.

• The development of vaccines for fungal diseases is the very interesting area
remained open for all the researchers. The developed vaccines can play a great
significance in the prevention of fungal diseases worldwide. Till now, no
approved human vaccines are available for any fungal pathogen. However, the
scientific community is currently testing several vaccine candidates and vaccines
against some common fungal pathogens and we hope that vaccines will soon
become available.
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Candida Pathogenicity and Alternative
Therapeutic Strategies

Nikhat Manzoor

Abstract
Human fungal infections are widespread and difficult to treat. Candida albicans,
a common fungal pathogen, exhibits different strategies for growth, proliferation,
and survival within the host, as it is armed with mechanisms to escape the host
defense system. This opportunistic commensal expresses several virulence
factors such as adhesins, yeast to hyphal transition, phenotypic switching, biofilm
formation, and secretion of hydrolytic enzymes, mainly proteases and
phospholipases. Depending upon the mode of action, several classes of antifungal
drugs have been developed till date. However, most of them are toxic with side
effects. Excessive use and abuse of these drugs have led to the evolution of
multidrug-resistant strains at an alarming rate leading to treatment failures. Since
a change has been observed in pathogenesis strategies of Candida species, the
treatment strategies also need to be improved. Continuous chemotherapies in
immunocompromised patients, especially in HIV patients with oropharyngeal
Candida infections, have led to severe host tissue toxicity. Therefore, safer
phytomedicines, which are more efficacious, nontoxic, easily available, and do
not develop resistance in fungal strains, are required. Plant extracts, essential oils,
and their constituents that show promising antifungal potential are better and safer
alternatives. Alternate therapeutic strategies also include chemosensitizing the
pathogenic fungi to conventional antifungals using natural plant products.

Keywords
Candida · Multidrug resistance · Antifungal drugs · Natural products · Synergy

N. Manzoor (*)
Medical Mycology Lab, Department of Biosciences, Jamia Millia Islamia, New Delhi, India
e-mail: nikhatmanzoor@yahoo.co.in

# Springer Nature Singapore Pte Ltd. 2019
S. Hameed, Z. Fatima (eds.), Pathogenicity and Drug Resistance of Human Pathogens,
https://doi.org/10.1007/978-981-32-9449-3_7

135

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9449-3_7&domain=pdf
mailto:nikhatmanzoor@yahoo.co.in


Introduction

Candida albicans is a common human fungal pathogen which although a commen-
sal becomes pathogenic under immunocompromised conditions. It colonizes muco-
sal surfaces of patients with cancer and HIV, underweight new born babies, and
patients requiring multiple catheters. Depending upon magnitude and location,
candidiasis varies from superficial thrush, chronic mucocutaneous candidiasis to
deep-seated Candidamyocarditis, and Candida septicemia [13, 17, 21]. Inefficiency
in diagnosis, unavailability of appropriate drug treatment, and drug resistance are
some issues that cause hindrance in successful drug discovery and development
against fungal infections. Azoles, such as fluconazole (FLC) and itraconazole (ITR)
in particular, constitute the largest class of antifungal therapeutics against a wide
variety of fungi, including yeasts, dermatophytes, and some molds. The target site
for the azoles is ERG11 gene product, cytochrome P450 lanosterol 14-
α-demethylase, which is part of the ergosterol biosynthetic pathway. Among other
antifungal targets, 1,3-β-D-glucan synthase enzyme complex, essential for the for-
mation of glucan polymers of fungal cell wall, is noncompetitively inhibited by
echinocandins and numerous other closely related pneumocandins. Hyphal invasion
by C. albicans inhibits the expression of human β-defensins in oral candidiasis.
Besides this, many studies unraveling the early stages of fungal infection have
shown that yeast-hyphae morphogenesis induces major changes in the macrophage
morphology [5], their division, and proliferation [36]. Studies indicate that
subsequent development of extracellular polymeric substances, commonly referred
to as biofilms, serves as an incessant source of pathogens, particularly in cases of oral
candidiasis and catheter-associated infections [14, 47]. However, relevant elucida-
tion of drug interactions at molecular level is still less illuminated in this area.

The efficacy of antifungal drugs may be predicted by susceptibility evaluation in
terms of minimum inhibitory concentration (MIC) and minimum fungicidal concen-
tration (MFC) against different Candida species. The azole class of antifungals, with
excellent efficacy-toxicity profiles, has emerged as principal drugs used in the
treatment of Candida infections in non-neutropenic patients. FLC is the most widely
used drug in both treatment and prevention of candidiasis [18, 49]. However, in
recent years, prolonged use of FLC has contributed to the development of drug
resistance in C. albicans and other Candida species [58]. Major consequences that
favor the development of azole resistance in fungi include upregulation of genes
controlling drug efflux, decreased affinity of azoles for the cellular target, increased
levels of the target, and alterations in sterol biosynthesis. Traditional system of
medication provides safer and effective formulations and is the current impetus in
clinical research [11]. Moreover, recent drug development approaches campaign for
combinatorial studies (synergism) of conventional antifungals with phytoextracts
and essential oils as a promising area of antifungal therapeutics [51]. The present
work is an effort to understand Candida infection, its etiology, treatment options,
and their failures. The work also throws some light on the development of alternate
phytomedicinal and synergistic therapeutics.
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C. albicans and Other Candida Species

Candida species are the most common cause of nosocomial bloodstream infections
[44, 46]. Although there are several Candida species known today, those that are
more common and clinically important include C. albicans, C. glabrata,
C. parapsilosis, C. tropicalis, and C. krusei [52]. C. auris is another species that is
emerging fast as a multidrug-resistant organism and hence becoming a serious threat
internationally. In a brief span of only 8 years, this fungus has spread to several
countries including India [12] where it is the second most prevalent species after
C. tropicalis [40]. Analyses of Candida blood stream infections have shown trends
to selection of non-albicans species, some of which are difficult to treat with first-
generation azoles. C. tropicalis has greater genetic similarity with C. albicans in
comparison to other Candida species. C. glabrata has a haploid genome and grows
only as blastoconidia unlike C. albicans [6]. Due to the emergence of multidrug-
resistant non-albicans Candida species like C. auris, their identification up to the
species level is clinically relevant.

Virulence and Pathogenicity

Although Candida is a commensal, when opportunity arises, this harmless yeast may
express certain factors that contribute to pathogenesis of the disease (candidiasis or
candidosis). Candida virulence is mainly due to expression of adhesins, yeast to
hyphal transition, secretion of hydrolytic enzymes (aspartyl proteases,
phospholipases, and hemolysins), formation of biofilms, and phenotypic switching
[8]. These factors help the fungus in evading the host defenses and helping in
colonization and establishment of infection. The fact that this fungal pathogen can
easily grow at a range close to the body temperature also helps in spreading the
infection fast. Invasive candidiasis is still the fourth most commonly acquired among
the several nosocomial infections, and mortality rates are high, up to 50%
[45]. Identifying genes that express for adhesion, biofilm formation, and other
virulence factors during infection will lead to unraveling of molecular mechanisms
for the infection process and also help in designing mechanism-based drugs to
combat both virulence and multidrug resistance in pathogenic fungi.

Extracellular hydrolytic enzymes play an important role in invasion of the host
tissues by facilitating adherence and tissue penetration. Aspartyl proteinases (Saps)
are encoded by 10 SAP genes that play different roles in Candida infection. It has
been reported that SAP1-6 participates in adherence, tissue damage, and evasion of
host immune responses. While the role of SAP7-10 is not well defined, there is
evidence that Sap9 and Sap10 are not secretory but have regulatory functions
[42, 66]. Phospholipases are enzymes that hydrolyze phospholipids into fatty acids
and other lipophilic substances. Several genes have been identified, but only a few
have been well characterized (PLB1, PLB2, PLC1, and PLD1) [56]. Depending on
the type of hydrolytic activity, these enzymes are classified into four major classes
(A, B, C, and D). Phospholipase B has been shown to be essential for virulence and
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is secreted by C. albicans during the infectious process [16]. Although the mecha-
nism(s) through which phospholipase modulates fungal virulence is still under
investigation, early data suggests that direct host cell damage and lysis are the
main mechanisms contributing to fungal virulence. Since the importance of
phospholipases in fungal virulence is already known, the challenge is to utilize
these lytic enzymes as therapeutic and diagnostic targets. The hemolytic activity of
C. albicans allows it to acquire iron from host erythrocytes [50] and hence is pivotal
for the survival and pathogenicity of the fungus.

Adhesion is the first step in the infection process. In human host, this phenome-
non is complex and multifactorial involving several molecules called adhesins. The
Candida cell wall houses certain proteins which provide hydrophobic interactions to
make a strong bond between the fungus and the host surface [35]. The adhesion
profiles vary to a large extent among Candida species [53]. Fungal biofilms are
microbial communities encased in a matrix of extracellular polymeric substances.
They play a vital role in the infection process mainly due to high antibiotic resistance
associated with them [10]. Their clinical relevance lies in the fact that drug resistance
in biofilms is sometimes more than 1000-fold greater than in planktonic cells.
Candida cells have a tendency to form robust biofilms on both animate and inani-
mate surfaces. Indwelling medical devices such as dental implants, catheters, heart
valves, vascular bypass grafts, ocular lenses, artificial joints, and central nervous
system shunts are vulnerable to the growth of fungal biofilms [10, 53].

Phenotypic switching is another virulence trait expressed during Candida patho-
genesis. The usual white colonies of the cells switch to opaque colonies which are
considerably larger and more elongated and not so smooth. Opaque cells are better
colonizers of the skin than white cells [35, 63]. Finally, like many other fungi,
C. albicans can form chlamydospores, thick-walled, large spherical cells that seem
to represent a resting stage. The available data indicates that the walls of yeast cells,
pseudohyphae, and hyphae possess a similar molecular organization. However, the
walls of opaque cells and chlamydospores have been studied less extensively.
C. albicans is polymorphic and undergoes reversible transitions between different
morphological forms (budding, pseudohyphal, and hyphal growth forms) that pro-
mote virulence of this pathogenic fungus [65]. The regulatory networks that control
morphogenesis are being elucidated; however, the primary signals that trigger
morphogenesis are complex and still ambiguous [41].

Conventional Antifungal Drugs and Their Mode of Action

The currently available antifungal drugs can be classified depending upon their site
of action. The azoles are a class of five-membered heterocyclic compounds
containing a nitrogen atom and at least one other non-carbon atom (i.e., nitrogen,
sulfur, or oxygen) as part of the ring. Ketoconazole (an imidazole) was the first to be
discovered followed by FLC and ITR. The latter two are triazoles having improved
safety profiles and broader spectrum of antifungal activity [39]. Azoles inhibit the
enzyme 14α-demethylase leading to the depletion of ergosterol and accumulation of
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sterol precursors. Since ergosterol is important for fungal cell membrane integrity
and activity of several membrane-bound enzymes, its depletion results in altered
membrane structure and function [43]. The polyene class of antimycotics include
drugs like amphotericin B, nystatin, and natamycin. These antibiotics, obtained from
some species of Streptomyces bacteria, are macrolides with multiple conjugated
double bonds. Due to their amphiphilic nature, these molecules bind to ergosterol
in fungal membranes making it porous and causing leakage of cellular content
[4, 49]. Similarly, allylamines, which include drugs like amorolfine, butenafine,
naftifine, and terbinafine, inhibit squalene epoxidase, another enzyme required for
ergosterol synthesis, while flucytosine is a pyrimidine analogue that blocks nucleic
acid synthesis. A more novel class of antifungals, called echinocandins
(caspofungin, micafungin, and anidulafungin), inhibit the enzyme 1, 3 β-glucan
synthase and hence block the synthesis of a very vital structural component of fungal
cell walls (β-glucans) [43, 48].

Many different types of mechanisms contribute to the development of resistance
to antifungals. These mechanisms include alteration in drug target, alteration in
sterol biosynthesis, reduction in the intercellular concentration of target enzyme,
and overexpression of the antifungal drug target. The shortcoming of the currently
available drugs is that most of them are fungistatic. As a result fungal pathogens
develop tolerance to these drugs and with time become ineffective. Increasing
tolerance to drugs or multidrug resistance (MDR) is multifactorial as it can be the
result of several mechanisms [49]. Due to the ever-increasing problem of MDR in
fungal pathogens, inadequate supply of effective antifungals, and toxicity to the
hosts, there is a persistent requirement for the development of novel antifungal drugs
that are broad-spectrum and more efficacious. The diverse approaches in this area of
drug discovery and development include synthesis of new antifungal drugs, both
synthetic and semisynthetic [37]. Another development is using natural products
with antifungal properties, as such or after modification as these compounds prove to
be nontoxic, and there are negligible chances of developing MDR in fungal species.
The clinically resistant Candida strains are evolving very fast, and the universally
prescribed antifungal azoles need to be modified or replaced to produce more
effective and nontoxic drugs.

Phytomedicine and New Approaches

Plants synthesize a vast number of secondary metabolites having therapeutic
properties. These natural plant products have been used since antiquity in traditional
medical systems like Ayurveda, Unani, and Siddha [25]. But recently they are being
explored, and tremendous efforts are being put in to isolate, characterize, and
“encash” their therapeutic potential as they are easily available, are nontoxic, and
do not lead to microbial resistance. Since they are cheaper, the treatment offered for
chronic illnesses like fungal infections becomes affordable [9]. Around 80% of the
population in developing countries depends on the traditional forms of medicine to
meet their health-care needs [67]. Medicinal herbs have been the foundation of the
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traditional systems of treatment as plants synthesize certain molecules
(phytoalexins) as defense against pathogens and other abiotic agents [25]. These
bioactive compounds include terpenoids, glycosides, flavonoids, and polyphenols.
They exhibit excellent therapeutic properties [26] and are also being used as
scaffolds for several synthetic and semisynthetic drugs [20, 69].

Several studies have explored the antimicrobial potential of plant essential oils
and tried to unravel their mode of action [11, 19]. Due to the different degree of
lipophilicity and hydrophilicity, these compounds alter cell permeability by getting
inserted between fatty acid chains of lipid bilayers and hence alter the properties and
functions of the cell membranes [7, 57]. The most widely used quantitative suscep-
tibility estimate is measurement of the MIC of an antimicrobial. For any inhibitor-
microbe combination in a particular growth environment, the endpoint of a suscep-
tibility measurement depends on the inoculum size, temperature and pH of the
medium, and growth phase of the cell cycle [59]. The smaller the value of MIC of
the antifungal, the greater is its efficacy. Figure 1 shows some natural compounds
that have promising antifungal potential exhibiting an MIC �500 μg/ml against
strains of C. albicans. The essential oils of medicinal herbs like Ocimum sanctum
(OSEO), Coriandrum sativum, and Mentha piperata (MEO) were found to be very
effective against the Candida spp. [28, 54, 55, 62]. A study conducted by Khan et al.
showed OSEO to be fungicidal against both FLC-sensitive and FLC-resistant clini-
cal Candida isolates [29, 32]. Studies showed that the antifungal activity of OSEO
and its major constituents (methyl chavicol and linalool) was due to disruption of
ergosterol biosynthesis and cell membrane integrity [30]. This essential oil inhibited

Fig. 1 Some natural compounds that have promising antifungal potential (MIC �500 μg/ml
against Candida albicans)
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morphogenesis and secretion of hydrolytic enzymes, as well as downregulated the
associated genes (HWP1, SAP1, and PLB2) even at sub-inhibitory concentrations
[32]. In another study it was shown that Candida cells exposed to OSEO, linalool,
and methyl chavicol displayed apoptotic features at low concentrations and necrosis
at higher concentrations [33].

The isolation of biomolecules from natural sources and their modifications
encounter several difficulties, but the promising potential of natural products,
along with the fact that they are low in toxicity, makes antifungal drug discovery
less challenging [38]. The natural compounds studied have multiple modes of
antifungal action due to varying hydrophilicity and hydrophobicity of the
compounds. Fungal cell wall acts as a physical barrier and filter to the external
environment. Changes in the cell wall architecture and cross-linking of cell wall
polysaccharides to each other are likely to affect the porosity of the wall. Its porosity
is a measure of its relative permeability to molecules and is normally reflective of the
molecular size and charge on the permeant [64]. Natural compounds are being
explored as scaffolds for the synthesis of more efficacious antifungal
drugs [69]. Studies have been done on synthetic lead molecules [3, 22–24] and
molecules derived from natural products [60]. α-methyl cinnamaldehyde showed
greater anti-Candida activity than cinnamaldehyde suggesting toward the signifi-
cance of the type and location of the functional groups [61]. Gold and silver
nanoparticles having antifungal properties have been prepared using plant extracts
[2, 34].

The antifungal drugs currently prescribed have high toxicity. By reducing the
doses of antifungal drugs, the toxicity can be toned down, and hence combinatorial
therapeutic strategies are now a better option for the management of chronic fungal
infections like candidiasis. Plant extracts, essential oils or their major constituents
when used in combination with conventional antifungal drugs mainly FLC and
amphotericin B, have shown significant synergistic effects [51, 70]. Synergy pro-
duced maybe due to improved solubility and hence enhanced bioavailabilty of one or
more biomolecules present in the extract/oil. The combination effects can be calcu-
lated in terms of fractional inhibitory concentration indices (FICI). Synergy is
expressed when combinations of antifungal compounds are able to exert inhibitory
effects that are greater than the sum of their effects alone (FICI <1.0), while
antagonism is when the inhibitory effects are less than the sum of their effects
alone (FICI >1.0). OSEO and MEO have both shown synergy when used in
combination with FLC and ketoconazole against both sensitive and resistant strains
[31, 55]. Antifungal synergy has been proposed to work by several mechanisms. The
interaction may involve the inhibition of different stages of the same biochemical
pathway. The penetration of antifungal agents through cell membranes and cell walls
may increase as a result of the activity of the other agents. Also there is the
possibility of simultaneous inhibitions of different fungal cell targets [27]. In another
study, 12 natural phenolics were examined for fungicidal activity against 9 reference
strains of Candida. Combinations of benzoic acid or thymol with ITR showed
highest synergistic activity [15]. Yan et al. [68] reported potent synergistic antifun-
gal activities of pure compounds isolated from traditional Chinese medicinal plant
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extracts with FLC against azole-resistant C. albicans. Thymol and carvacrol, the
principal bioactive components of thyme oil, showed significant synergy with FLC,
reversing the efflux-mediated resistance in clinical Candida isolates [1].

Conclusion

As both infection frequency and MDR are on the rise, there is an ardent need to
search for novel antifungals and targets so that this chronic disease can be managed
efficiently. Plant products that have antifungal potential can be used as scaffolds for
the synthesis of novel antifungal drugs. These essential oils and compounds can also
be used as chemosensitizing agents to enhance the efficacy of conventional antifun-
gal drugs. This can further lower the effective dosage of drugs which is toxic and can
lead to resistance on being prescribed repeatedly. In vitro studies have to be extended
to animal models before the natural compounds can be used as drugs in invasive
candidiasis.
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Role of Mitochondria in Fungal Drug
Resistance

Ritu Pasrija and Deepika Kundu

Abstract
Incidences of opportunistic fungal infections and related mortality are growing
threats to immunosuppressed patients. Limited arsenal in form of antifungals,
along with emerging resistance, their toxicity and efficacy are the bottlenecks in
successful treatment. Thus there is an urgent need to develop new antifungal
agents with no adverse effects and resistance emergence. This is possible with a
better understanding of the physiology of fungi as well as mechanisms resulting
in the development of multidrug resistance. Among the different mechanisms
contributing to drug resistance, recently mitochondrion has been found to be
crucial in determining the resistance in fungal cells. This includes mitochondrial
ATP status, respiration, fission, fusion mutants, etc. The literature related to
mitochondrial functioning in fungi suggests that this organelle can be targeted
for future antifungal discovery.

Keywords
Drug resistance · Fungi · Mitochondria · Dysfunction · Candida · ERMES · Ca2+ ·
Phospholipid exchange

Introduction

The rise in incidences of fungal infections and multidrug resistance (MDR) has
increased considerably and necessitates the development of novel antifungal agents
and a relook on the other potential drug targets that could be further developed in the
future. The vast majority of fungal infections reported are primarily caused by
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Candida sp., Aspergillus sp., Cryptococcus sp., etc. Multiple pathways have been
reported that contribute to the development of MDR in fungal pathogens, including
over-expression of plasma membrane (PM) drug pumps, mutation or alteration in
target proteins, alteration in membrane lipids, etc. [1, 2]. Adding to this list, the last
few decades have also seen the mitochondrial morphology, its genome, and intracel-
lular signaling dictating the drug resistance/sensitivity profile of different fungi [3–
7]. However, a lot more needs to be understood about mitochondria, before it can be
developed as an antifungal target in treating fungal infections.

Mitochondria are suggested to have endo-symbiotic origins, which are now
integral to eukaryotic cells and perform many essential functions. Structurally, it is
a double membranous organelle, where the outer mitochondrial membrane (OMM)
forms a uniform, relatively smooth shell, and the inner mitochondrial membrane
(IMM) is rather organized into many invaginations (cristae) in the matrix. The OMM
and IMM are separated via inter-membrane space. Text-books generally portray it as
a static organelle, but in reality, it is mobile and dynamic as it can both join by fusion
during stress and divide by fission for production of new mitochondria [6, 8]. The
energy demand of the cell maintains mitochondrial population and effective transfer
during cell division. Mitochondrial multiplication is also known to be facilitated by
different dynamin-related membrane (fission) proteins, with cytoskeleton-dependent
transport mechanisms and ensuring their appropriate intracellular distribution
[9]. Functionally, mitochondria are the main producers of ATP and site for many
catabolic and anabolic reactions, including intracellular signaling, proliferation,
aging, thermogenesis, iron-sulfur [Fe-S] cluster biosynthesis, formation of reactive
oxygen species (ROS), etc. [10–12]. But mitochondria might dysfunction due to
multiple factors including elevated ROS (as it is a mitochondrial waste product),
mitochondrial DNA (mtDNA) damage, increase in mitochondria membrane poten-
tial, inhibition of electron transport chain (ETC), depletion of ATP in damaged
mitochondria, and release of cytochrome c molecules, leading to activation of
caspases and finally resulting in apoptosis, etc. [13, 14]. Its well-being requirement
could also be estimated from the fact that mitochondrial dysfunction is one of the
cause in many diseases and eventually can result in cell death [15]. Apart from
energy status, the multiplication of mitochondria depends on replication as well as
expression of the mitochondrial genome, which also involves the uptake of nuclear-
encoded proteins. So, the cell requires constant feedback from mitochondria and
regulates mitochondrial fusion, bio-genesis, and mitophagy during the cell cycle
[9, 16]. Thus, it can be concluded that both nuclei to mitochondria and mitochondria
to nucleus (retrograde) communication occurs in the cell.

In fungi, mitochondria are also found to be important in hyphal differentiation,
biofilm formation, stress adaptation, cell wall biosynthesis, innate immune
interactions, etc. [17, 18]. Thus, it would not be an exaggeration to implicate
mitochondria in virulence of various human fungal pathogens. This chapter is an
attempt to summarize the current knowledge about the mitochondrial genome and its
importance in attributing drug resistance/sensitivity in different fungi.
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Mitochondrial Genome in Different Fungi

Although mitochondrial function is essentially conserved in different fungi,
but genome sizes and gene synteny are found to be highly inconsistent. The
mitochondrial genome size varies among different species and can range from
20 kb (approx) for Candida glabrata to ~85 kb in non-pathogenic Saccharomyces
cerevisiae. Table 1 shows the comparison of the mitochondrial genomes of
S. cerevisiae and different pathogenic fungi. It is clearly evident that although
gene content difference is not wide in fungi, variations in mitochondrial genome
sizes are rather due to the disparity in the number and length of intronic region as
well as organization of intergenic sequences. The mtDNA of baker’s yeast,
S. cerevisiae, is extensive, least GC % (17–18% only), with immoderate intergenic
regions, constituting up to 62.2% of total [19]. Fungal mitochondrial genomes are
generally circular dsDNA molecule, but still, controversy exists in most cases.
Mitochondrial genome encodes for limited gene products, required for ETC and
ATP synthesis, small (runs) and large (rnl) subunit mitochondrial rRNAs, and tRNA
as shown in Table 1. Interestingly, genes in most ascomycetes are unequivocally
encoded by sense mtDNA strand, while in basidiomycetes encode by either one of
mtDNA strand [20]. The genetic code used in yeast mitochondrial translation also
differs from the universal code, and AUA is translated as methionine, CUN as
threonine, and UGA as tryptophan.

Some yeast can survive the loss of mtDNA, and so fungi serve as an outstanding
prototype to genetically scrutinize the cellular and biochemical pathways required
for maintenance of respiratory activity because it is also proficient of fulfilling its
energy requirements with ATP generated by fermentation [9]. Thus, ATP synthesis
via oxidative phosphorylation and the presence of the mitochondrial genome is
redundant as long as fermentable carbon sources are present for growth. Even if
oxygen is obtainable, yeast cells can generate ATP by glycolysis with ethanol as the
end product. On the other hand, when yeast is cultured with non-fermentable carbon
sources, like glycerol/lactose, respiration and the presence of a complete mitochon-
drial genome become vital [21]. The capacity to bear mtDNA loss also varies
between species and is discussed in detail later.

Role of Mitochondria in Drug Resistance

Mitochondria perform varied functions, and so there are different mechanisms
through which mitochondria can alter drug resistance in fungi. In the next sections,
we have discussed different mitochondrial functions and how any alteration can be
crucial in fungal virulence and pathogenesis.
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Importance of mtDNA and Mitochondria Dysfunction in Drug
Resistance

mtDNA-mediated dysfunction and its effect on drug resistance are well-studied in
different fungal species. Interestingly the effect of mtDNA loss/mutation in Candida
sp., S. cerevisiae, Cryptococcus, etc. is variable for separate classes of drugs
[16]. Depending upon the changes in mitochondrial function, it can turn strains
either hypo- or hypervirulent.

S. cerevisiae is not pathogenic but is the most well-studied fungi and can bear the
partial or full loss of mtDNA, turning them to have small colony size, so-called as
petite [16]. In some strains, there could be an extensive deletion of mtDNA (called
rho�) or no mtDNA at all (rho0/ρ0) [22]. Petite mutants cannot propagate on
non-fermentable carbon sources (but do not die) as they are inadequate in
the enzymes required for respiration. Respiratory deficiency can also arise from
mtDNA mutations (cytoplasmic changes) or from the remodeling of nuclear genes
and depend on fermentable carbon sources for survival [22]. C. glabrata also
behaves similarly like S. cerevisiae and can bear the loss of mtDNA. These
respiratory-deficient mutants of S. cerevisiae and C. glabrata turn resistant upon
loss of mtDNA [16]. Both yeasts show increased expression of ScPDR5 and
CgCDR1, which are ATP-binding cassette (ABC) family of membrane transporter
proteins. C. glabrata also show increased ergosterol content, turning them more
susceptible to polyenes [23]. Another study show that petite mutants of C. glabrata
are less virulent than parent strains in an animal model [24]. However, Candida
albicans and Cryptococcus neoformans are more rigid and unable to survive mtDNA
loss (partial or complete), and respiratory deficiency is caused by either loss of
mitochondrial membrane potential or uncoupling of oxidative phosphorylation, etc.
[16, 25, 26]. C. albicans petite strain (with uncoupled oxidative phosphorylation)
shows over-expression of MDR1 (MFS transporter) and reduced phagocytosis by
macrophages and neutrophils [25]. This mutant strain is resistant to fluconazole and
voriconazole, but sensitivity to itraconazole, ketoconazole, and amphotericin B
remained largely unchanged [25]. In a separate study involving screening imidazole
compounds against mitochondrial cytochrome bc1, mutants of C. albicans show that
its impairment causes a reversal of fluconazole resistance (by converting azoles to
fungicidal) and reduces virulence [27]. C. neoformans is encapsulated yeast, and
capsule is the prime virulence factor of this pathogen. Inhibitors of the respiration
impair capsule expansion and thus reduce virulence [28]. However, the infamous
Vancouver Island Outbreak (VIO) of cryptococcal disease (caused by
C. neoformans, Cryptococcus gatti) study also shows that C. gatti lineage is
hypervirulent and has mitochondrial morphological defects which appear tubular
during intracellular growth [29].

The maintenance of mitochondrial function also depends on contribution of the
nuclear genome, which includes proteins for oxidative phosphorylation and is jointly
encoded by the mitochondrial and nuclear genome. So, cross-talk between
mitochondria and the nucleus is of prime importance in the biogenesis of
mitochondria and cellular growth. Some of the nuclear indicators gets transmitted
through nuclear-encoded proteins which are imported into mitochondria and

Role of Mitochondria in Fungal Drug Resistance 151



influence the expression of mitochondrial genes. This flow of information from the
nucleus to mitochondria is called anterograde regulation. However, mitochondria are
also espoused in a retrograde mode of superintendence, in which cells try to counter
the changes in organelle via modulation in nuclear gene expression [30]. Thus,
retrograde signaling or RTG (reverse flow of direction from mitochondria to nucleus)
in eukaryotes exists for normal feedback, as well as for stress signal communication
to the nucleus. This, in turn, regulates the nuclear gene expression and changes in
metabolism, which accommodates the defects in mitochondria [31, 32]. This could
be the reason that mitochondria dysfunction can result in both sensitivity and
resistance of fungal cells.

S. cerevisiae’s retrograde signaling could be either RTG-dependent or alternate
signaling pathway which is RTG independent [30]. RTG-dependent retrograde
signaling depends on three different cytosolic proteins: Rtg1p, Rtg2p, and Rtg3p
(Fig. 1). Here, Rtg1 and Rtg3 are transcription factors (basic helix-loop-helix
(bHLH)/leucine zipper (LeuZip)) and bind to the DNA (at binding site sequence
GTCAC) as heterodimers. When activated, the Rtg1/3p complex translocates from
cytoplasm to nucleus and controls the translation of genes that encode mitochondrial
proteins (Fig. 1). Rtg1/3 is generally retained in cytoplasm, and translocation
requires Rtg3p dephosphorylation at specific sites [32]. Deprivation of nuclear-
mitochondrial signaling gene RTG1 reduces the PDR5 (pleiotropic drug resistance)
expression and drug resistance in ρ0 cells [5].

Along with RTG signaling, RTG-independent retrograde signaling also confers
Pdr5p-mediated resistance to cells (Fig. 2) [5, 33]. Loss of Oxa1p (an IMM protein

Rtg2p

Mitochondrial 
dysfunction

Low glutamate

P

Rtg1p
Rtg3p

Nucleus

P
PPP

Cytoplasm

Rtg1p
Rtg3p

Fig. 1 Retrograde signaling involving RTG genes
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involved in export) results in an increase of Pdr3p activity, leading to the
overexpression of ScPDR5 [5]. PDR5 of S. cerevisiae and C. glabrata is generally
controlled by master regulator Pdr1 and Pdr3, known to upregulate ScPdr1, CgCdr1,
and CgCdr2, resulting in drug resistance (Fig. 2) [16, 34–36]. ρ0 cells also cause an
up-regulation of Pdr3p and in-turn PDR5 as described earlier.

In a separate study, CaFZO1 (important for mitochondrial biogenesis) was
studied in C. albicans. fzo1Δ/Δmutant has fragmented mitochondria with mitochon-
drial genome loss and reduction in membrane potential and turns sensitive to azoles
and amphotericin B due to reduced activity of CDR efflux pumps [37]. In addition,
reduced mitochondrial ATP levels (due to Complex I mutants) also result in hyper-
sensitivity to fluconazole [7].

In nutshell, it can be concluded that mitochondrial dysfunction can affect the
fungal response to several drugs, which can be opposite for separate categories of
drugs like azoles and polyenes.

Heme metabolism affecting Resistance/Sensitivity

Cytochrome P450 (CYPs/P450s) monooxygenases enzyme got their names after the
fact that they absorb light at 450 nm under exposure to carbon monoxide. They are
involved in oxidative metabolism in different kingdoms of life including fungi.
P450s amino acid sequences could be variable between species, but their structures

Nucleus
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Drug Resistance
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mRNA

Drugs
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Signaling

Mitochondria

V

V

RTG-independent
Retrograde signaling

Fig. 2 Pathway showing the role of mitochondria in drug resistance
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are highly conserved [38]. These structurally conserved proteins bind to cofactor
heme, already found crucial for their function. Heme (iron-protoporphyrin IX)
synthesis occurs in mitochondria and depends on iron supply just like other [Fe-S]
proteins synthesized in mitochondria [39].

Azoles are the most commonly prescribed antifungals and target the unique
fungal membrane sterol, i.e., ergosterol. Ergosterol biosynthesis is a multi-step
pathway, and each step requires separate enzyme including one P450 protein,
CYP51 (also known as ERG11 or sterol 14α-demethylase) [40]. ERG11
de-methylate lanosterol, a key step in the ergosterol biosynthesis, and is the target
of azole antifungals. Another protein Dap1 (damage resistance protein 1) is also a
heme-binding protein (outside mitochondria) and activates ERG11 in S. cerevisiae.
dap1Δ cells have decreased mitochondrial function and are sensitive to antifungal
itraconazole [41]. In addition, ergosterol and heme also have the same up-stream
precursors, and their synthesis is synchronized as well [41]. Doxycycline also
promotes the efficacy of azoles like fluconazole, probably by depleting heme-
associated iron [42]. Thus there exists a possible link between iron metabolism,
heme, and ergosterol biosynthesis. So, it is logical to observe that mitochondrial
mutants also have altered cellular PM sterol levels [16, 43].

In C. glabrata, in vitro exposure to fluconazole can give rise to mitochondrial
mutants at a significantly high frequency [23, 44, 45]. C. neoformans Atm1 (mito-
chondrial ABC transporter) is responsible for the export of iron-sulfur cluster (ISC)
precursors to the cytoplasm, as well as heme metabolism. The atm1 mutants are
avirulent in cryptococcosis murine model [46]. The cytochrome b5 CybE of Asper-
gillus fumigatus is also controlled by iron supply and is pivotal for azole resistance
[38]. The findings suggest that mitochondrial defects involving iron/heme biosyn-
thesis are associated with azole sensitivity/resistance and virulence in different fungi.

Endoplasmic Reticulum (ER)-Mitochondrial Calcium (Ca2+) Crosstalk

Calcineurin (Cn) is a well-known regulator of Ca2+ homeostasis and also controls
virulence and antifungal resistance in fungi [47–49]. Combinations of Ca2+ and Cn
inhibitors show synergy in inhibiting the growth of resistant fungal strains and
reduce their virulence (Fig. 3). Cn is actually a Ca2+/calmodulin (CaM)-dependent
Ser/Thr protein phosphatase and regulates intracellular Ca2+ concentration and
ultimately signaling [48, 50]. In response to stimuli, Ca2+ channel pumps extracel-
lular Ca2+ into cytoplasm, and ER also release the Ca2+ stores, both resulting in an
increase in its concentration. Upon binding Ca2+ ions, the Ca2+-binding protein CaM
endures a conformational change and binds to Cn and increases its phosphatase
activity (Fig. 3). In yeast, Cn dephosphorylates its downstream transcription factor
Crz1 (Calcineurin-Responsive Zinc Finger 1), much like NFAT (Nuclear factor of
activated T-cells) in other eukaryotes [51]. Interestingly, Crz1 has no mammalian
counterpart. The immunosuppressive drugs, cyclosporin A (CsA) and FK506, com-
plex with an “immunophilin” [cyclophilin (Cyp) and FK506-binding protein
(FKBP) or FKBP12, respectively], and drug/immunophilin complex associates
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with Cn and inhibits Crz1 dephosphorylation (Fig. 3) [50]. That is the reason that
cyclosporin A and FK506 show intrinsic antimicrobial effect. Also, it is well
understood that in the absence of Ca2+ signaling, the fungistatic effect of fluconazole
on Candida sp. rather becomes fungicidal [34]. However, Cn does become crucial
for viability in C. albicans if the membrane is challenged with ergosterol biosynthe-
sis inhibitors (azoles) and could be exploited in the development of potential drugs.

Here, mitochondrial role becomes significant, as intracellular Ca2+ is
sectionalized in organelles including - ER, vacuole, and mitochondria [34]. G-
protein-coupled receptors (GPCRs) lead to the generation of the second messenger
inositol 1,4,5-trisphosphate (IP3), which liberates Ca

2+ from intracellular stores such
as the ER having IP3R (Inositol trisphosphate receptor) (Fig. 4) [52]. Ca2+ imaging
techniques have shown that Ca2+ released from the ER is taken up by mitochondria,
buffering excess of cytosolic Ca2+ and preventing its possible cytotoxic effects. It
was reported that knockdown of OPA1 (dynamin-related GTPase) located in the
IMM enhances Ca2+ influx into mitochondria [53]. Immuno-histochemical studies
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CsA

FK506
CsA Cyp A
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CnA

CnB

Crz1P

Crz1
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Ca2+

Ca2+

Ca2+
Ca2+

Ca2+
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Fig. 3 Ca2+-calcineurin (Cn) signaling pathway: In response to the external signal, the plasma
membrane (PM) high-affinity Ca2+ channels (Cch1 and Mid1) are activated, resulting in a rapid
influx of Ca2+ ions in the cell. The increased Ca2+ ions concentration is sensed by the Ca2+-binding
protein calmodulin (CaM) that undergoes a conformational change after binding to four Ca2+ ions.
The activated Ca2+-CaM complex binds to the inactive subunits of calcineurin heterodimer (CnA
and CnB) and leads to its activation. The immunophilin-immunosuppressant complexes (FK506-
FKBP12 and CsA-CypA) inhibit the activity of Cn. The activated Cn complex dephosphorylates
Crz1 (Calcineurin-Responsive Zinc Finger 1), which translocates to the nucleus and further induces
the expression of genes involved in the regulation of stress response, cell wall integrity, growth, and
drug resistance
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show that IP3R enriched sites of ER are apposed to mitochondria and these zones
could be the “hotspots” of Ca2+ transfer from ER to mitochondria [54]. Along with
this, IP3R are physically linked to VDAC (voltage-dependent anion channel) of the
OMM to mediate Ca2+ release through the molecular chaperone glucose-regulated
protein 75 (GRP75) in rat liver and HeLa cells (Fig. 4) [54]. This ER-mitochondrial
Ca2+ communication can be uncoupled by treatment with TGF-β in smooth muscle
cells possibly by downregulation of IP3R Ca2+ channels [55]. Further, mitochondrial
Ca2+ can also activate Ca2+ sensitive matrix dehydrogenases of mitochondria and
control efficiency of the respiratory chain [56]. Although whether these
dehydrogenases affect drug resistance or not still needs to be verified. Apart from
these, ERMES (Endoplasmic Reticulum (ER)-mitochondria encounter struc-
ture) complex connecting ER with mitochondria is also significant for Ca2+

exchange and implicated in drug resistance (discussed later).

Mitochondria association with ER

Different organelles were long presumed as separate units in eukaryotic cells, but
electron microscope-derived images show electron-dense structures, bridging
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Ca+
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Fig. 4 Ca2+ crosstalk between endoplasmic reticulum (ER) and mitochondria. Close interactions
between the ER and mitochondria are essential for rapid and sustained Ca2+ uptake by
mitochondria. Voltage-dependent anion channels (VDACs), located at the outer mitochondrial
membrane (OMM), are responsible for the rapid transfer of Ca2+ from ER-mitochondria apposition,
and their function results in high Ca2+ microdomains in the mitochondria intermembrane space.
Accumulation of Ca2+ into the mitochondrial matrix occurs via the mitochondrial Ca2+ uniporter
(MCU), which rapidly accumulates Ca2+ across the steep electrochemical gradient. A number of
chaperones and regulatory proteins control the formation of the ER-mitochondria junction, the
clustering of signaling proteins and their modulation. A glucose-regulated protein (GRP75)
facilitates Ca2+ uptake in mitochondria by stabilizing the interaction of VDAC with inositol
1,4,5-trisphosphate receptor (IP3R)
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organelles including ER and mitochondria in rat liver tissue [57]. ER membranes
co-sediment with mitochondria as contaminants in cell fractionation experiments
[58]. These inter-organellar interactions are referred to as mitochondria-associated
membranes (MAMs) and exist as physical tethers/links for communication and
exchange of metabolites. Since then, inter-organelle communication is thought to
be an important component of mitochondria and includes a recently identified
protein complex called ERMES in yeast [21, 59]. ERMES is located at the commu-
nion of the ER and mitochondria and serves to zip them together (Fig. 5). This
complex is composed of four core proteins called as either MDM (mitochondria
distribution and morphology) or MMM (mitochondria morphology maintenance)
and got their names after their role in maintaining morphology of mitochondria and
their distribution during cell division. The four core subunits are named Mmm1,
Mdm10, Mdm12, and Mdm34. Interestingly, standard homology searches have
identified orthologs of ERMES components in fungi only, and since then work on
ERMES gained momentum. Mmm1 is an integral ER membrane protein. Mdm10
(β-barrel) and Mdm34 are proteins of the OMM, and Mdm12 is a cytosolic protein as
shown in Fig. 5 [21]. These appear stable structures as confirmed by live cell
microscopy for over 40 min [60]. ERMES is the hub in the management of
mitochondrial membrane biosynthesis, genome replication, macrophage killing,
hyphal elongation, Ca2+ signaling, protein import, and mitochondrial phospholipids
homeostasis. So, any mutations in the components of ERMES can have varying
mitochondrial phenotypes, including morphological defects, loss of mitochondrial
nucleoids, the incompetence of cells to grow on non-fermentable media, etc. [21].

Researchers have already studied and knocked out the ERMES subunits in
different fungi including S. cerevisiae, C. albicans, A. fumigatus, Aspergillus
nidulans, Neurospora crassa, etc. [21, 59, 61]. Deletion of ERMES subunits in

Mdm10

Mmm1 Mdm12
Mdm34

OMM
IMM

ER

Fig. 5 ERMES
(Endoplasmic Reticulum-
mitochondria encounter
structure) tethers the ER and
mitochondria together in yeast
and is a multi-subunit
complex. It consists of four
core subunits: Mmm1,
Mdm10, Mdm12, and
Mdm34. Mmm1 is an integral
ER membrane protein. Mdm
10 and Mdm34 are present in
OMM, and Mdm12 is a
cytosolic protein between ER
and mitochondria
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S. cerevisiae results in mtDNA conservation and inheritance defects along with
incapability to grow on non-fermentable carbon sources [21].MMM1-deficient yeast
cells exhibit complete loss of mtDNA [61]. S. cerevisiae ERMES mutants are
sensitive to caspofungin drug [62]. C. albicans ERMES mmm1 mutant has reduced
macrophage killing capacity and delayed cell wall restructuring during morphogen-
esis [59]. A. fumigatus ERMESmutants have growth defects, andMmm1 conditional
mutant in a Galleria mellonella infection model had reduced virulence [61]. These
individual studies point toward ERMES to be crucial in affecting drug resistance and
has the potential to be explored as a novel antifungal target.

Phospholipid Biosynthesis in Mitochondria

Cellular lipids including phospholipid biosynthesis take place in both ER and IMM
[63, 64]. Mitochondria harbor a wide spectrum of glycerophospholipids common to
biological membranes. It also contributes to phospholipid biosynthesis in cells and
produces phosphatidylethanolamine (PE), phosphatidylglycerol (PG), and
cardiolipin (CL) (Fig. 6) [65]. But for other phospholipids including phosphatidyl-
choline (PC), phosphatidylinositol (PI) and phosphatidylserine (PS) have to be
procured from the ER (Fig. 6). PS obtained from the ER is utilized by PS decarbox-
ylase (Psd1) to produce PE at the IMM. Thus, Psd1 substrate and product have to
come from and return to the ER, respectively, and recommend ERMES role in
phospholipid transport [21].
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phospholipids between two organelles via ERMES/SAM complex, etc. TheKennedy pathway includes
conversion of Etn andCho fromexogenous sources.Abbreviations:CDP-diacylglycerol (CDP-DAG);
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nolamine (PE); phosphatidylmonomethylethanolamine (PME); phosphatidylserine (PS)
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Phospholipid biosynthesis impairment and mitochondria defects leading to alter-
ation in drug resistance is studied in many fungi. PGS1 is involved in the synthesis of
mitochondrial anionic phospholipids PG and CL. Its loss in S. cerevisiae (pgs1Δ)
results in defects in cell wall integrity and biogenesis due to reduced β-1,3-glucan,
turning them sensitive to cell wall inhibitor [66, 67]. C. glabrata CgPGS1 is also
sensitive to azoles due to reduced mitochondrial function owing to decrease in level
of cytochromes b and a [68]. Recently, C. albicans cell wall integrity and
phospholipids imbalance were also found to be interconnected and crucial for
caspofungin sensitivity [62]. The C. albicans cho1Δ/Δ mutant is also avirulent in
a mouse model [69].

Psd1 overexpression activates PDR5 transcription leading to drug resistance in a
Pdr3-mediated manner, and disappearance of the PSD1 gene from ρ0 cells prevents
the normal activation of PDR5 expression [70]. It is already intended that
mitochondria maintain a highly active exchange of phospholipids with ER
[64]. The ER to mitochondria PS transfer slows down appreciably in cells missing
both the ER-shaping reticulon proteins and the ERMES complex subunits [71]. Fur-
ther, this defect could be restored by expression of an artificial protein tethering ER
and the mitochondria [21].

Others

Besides these mechanisms, several other reports have also linked mitochondrial
functioning with drug sensitivity. It includes various proteins in IMM and OMM,
which affect mitochondrial performance. Loss of Oxa1p affecting resistance in fungi
is already discussed earlier. Another protein complex SAM (sorting and assembly
machinery) subunit Sam57 is required for multiple functions including the growth of
C. albicans and virulence. Sam57Δ/Δ have got cell wall defects and show
filamentation defects [7].

Concluding Comments

It can be concluded that as mitochondria are the prime site for biosynthesis of heme,
ATP, and phospholipids and ROS generation. Therefore, working and efficiency of
mitochondria affects many aspects of yeast biology and physiology and ultimately
affects the drug resistance/sensitivity profile toward different drugs. Although a
difference of response in different fungi could not be ruled out, still a common
conserved aspect of mitochondrial physiology can be optimized for target validation.
Even targeting yeast and mold separately would also be a good option to fill the gap
in the development of long-awaited antifungals.
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Preventive Potential and Action Mechanism
of Essential Oils Against Dermatophytes

Narender Kumar and S. M. Paul Khurana

Abstract
Microsporum, Trichophyton and Epidermophyton are the most common potential
dermatophytes responsible for skin infections. Their spread is fast, but available
management is not up to the mark. This is mainly due to resistance developed by
dermatophytes. The high manufacturing cost, non-ecofriendly nature, many side
effects and even high toxicity of synthetic antidermatophytes necessitated the
development of alternative natural drugs. These are in the form of herbal extracts
and/or essential oils. Some are also from commercially available herbal
formulations. This chapter compares the antidermatophytic action of common
synthetic antifungals and different herbals useful for prevention of dominant
dermatophytes, besides giving information on the preventive potential and mech-
anism of action of different essential oils vis-a-vis some synthetic antifungals.

Keywords
Dermatophytes · Antidermatophytic activity · Mechanism of action · Antifungal
agents

Introduction

Dermatophytes are the fungi causing dermal infections. Their incidence increased in
past decades especially in high-risk patients [1]. It has been observed that mycoses
target more than 20% population of the world [5]. The major dermatophytic
organisms responsible for most skin infections are, viz.Microsporum, Trichophyton
and Epidermophyton. Sometimes these organisms cause lifetime problem.
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They come in keratinophilic fungi group which even infect keratinized tissues,
such as hair, skin and even nails producing dermatophytoses [21]. Conventional
antifungal drugs for their control are morpholine derivatives, allylamines and azoles.

However, there is an increase in development of resistance against the conven-
tional compounds. This results in failure of the treatment. The life span of an
effective classical antifungal agent is also inadequate. But research focused
investigations on aromatic and medicinal plants mainly on leaf extracts and essential
oils, has attracted researchers. Traditionally essential oils are used for antifungal
activity [57]. The studies reveal their huge antifungal potential; hence they can be
formulated as natural products [37, 42, 43]. They can be useful in cosmetics, foods
and even pharmaceutical products. Essential oils fall in the category of the most
effective group of natural products that can help develop cheaper, safer and broad-
spectrum antifungal formulations.

The methods used for testing antidermatophytic activity in essential oils at in vitro
level are broth micro-dilution, agar-based disk diffusion and vapour-phase tests. In
vivo models have also been tried to confirm efficiency of the in vitro results. But
their exact mode of action has yet to be worked out. The chapter summarizes the
current knowledge on antidermatophytic mechanism of action of essential oils.

The Diseases Caused by Dermatophytes

The dermatophytes on the basis of habitat/host can be categorized as antropophilic,
zoophilic and geophilic. The geophilic are abundant in soils and are associated with
decomposition of keratinous forms, viz. horns, fur, feathers and hair. The zoophilic
and antropophilic infectivity are more specific in action infecting animals and
humans. The common ringworm infection-causing genera are, viz. Microsporum,
Trichophyton and Epidermophyton [42, 43, 60, 62]. They colonize on keratinized
human/animal tissues resulting in mild to very severe infections. The range of
severity is dependent on the reaction of host due to production of metabolic products
produced by fungi [13]. But sometimes it becomes tough to differentiate
dermatophytosis from others with similar symptoms. For instance, tinea corporis
can produce skin problems, viz. subacute cutaneous lupus erythematosus, nummular
eczema, pustular psoriasis, dermatitis, subcorneal pustular dermatosis, varicella
zoster and herpes simplex virus infections [36].

Dermatophytosis also occurs in domestic livestock, but it is exceptional among
wild animals. The most frequent zoophilic species causing infections are
Trichophyton mentagrophytes and Trichophyton rubrum [26] producing various
abnormalities [35, 52]. The diseases due to dermatophytes are recorded in Table 1.

The superficial mycoses (e.g. Tinea corporis T. pedis, T. cruris and T. manuum)
normally get relieved with topical antifungals [40]. Trichophyton is the most domi-
nant fungus which results in dermatophytosis. For control the agents are various
azoles (e.g. miconazole, clotrimazole, tioconazole, oxiconazole, econazole) and
allylamines (e.g. naftifine and terbinafine). The derivatives of morpholine such as
butenafine and amorolfine are used. Topical application at the site primarily results
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in mild skin reactions [38]. In patients having a wide range of infections, ketocona-
zole, griseofulvin, fluconazole and itraconazole are applied [40]. The antifungals
inhibit the activity of enzymes, for example, itraconazole inhibits cytochrome
(CYP), hence not given to patients who are administered quinidine, pimozide,
triazolam, lovastatin, simvastatin and oral midazolam. The fluconazole inhibits
CYP 3A4 and CYP 2C9. There should also be caution for patients taking oral
sulfonylurea hypoglycemic agents, cyclosporine, warfarin and phenytoin. The
terbinafine shows interaction with CYP 1A2. This is not given to patients when
treated with nortriptyline, r-theophylline and warfarin [11, 12, 18]. The gastrointes-
tinal interactions can occur with drugs which cause gastric acidity. The antacids and
histamine-2 receptors act as inhibitors of proton pump [18]. So it can be clearly
mentioned that treatment of dermatophytosis depends not only on knowledge of the
disease but parameters, viz. strictness of the infection, causative agent and possible
drug interactions need to be given due consideration. The medications for attendant
as well as patient’s needs should not be overlooked [11, 12].

Essential Oils in Control of Dermatophytic Problems

Essential oils are hydrophobic liquids. These are aromatic compounds and volatile.
These can also be plant origin as aetherolea, volatile oils or ethereal oils. This is
simply oil of plant extracted, for example, clove oil. The essential oil is called
“essential” because it contains the “essence of” through using steam fragrance of
the plant from which it is derived. These are obtained by steam distillation. Other

Table 1 Diseases caused in human beings due to dermatophytes [21, 37]

Disease Infection site Involved dermatophyte

Tinea corporis
(ringworm of the
body)

Surface of
exposed skin

Microsporum canis, Trichophyton rubrum,
T. verrucosum

T. capitis (scalp
ringworm)

Scalp, eyebrows,
eyelashes

Microsporum spp., Trichophyton spp.

T. cruris (jock itch) Inguinal region Epidermophyton floccosum, Trichophyton rubrum,
T. mentagrophytes var. interdigitale

T. manuum Hands Trichophyton rubrum

T. faciei Face Trichophyton species (zoophilic)

T. pedis (athlete’s
foot)

Feet Epidermophyton floccosum, Trichophyton
mentagrophytes var. interdigitale, T. rubrum

T. unguium
(onychomycosis)

Toenails,
fingernails

Trichophyton rubrum, T. mentagrophytes var.
interdigitale

T. faciei Face Zoophilic Trichophyton species

T. barbae Beard,
moustache
(adult man)

T. verrucosum, T. mentagrophytes
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processes include solvent extraction, expression, absolute oil extraction, wax embed-
ding, cold pressing and resin tapping.

Essential oils are mixtures of non-terpenic and terpenic compounds. The most
common major components are monoterpenes and sesquiterpenes and their
oxygenated derivatives. Yet they may also have phenylpropanoids, fatty acids and
their esters [19]. The secondary metabolites may be present in different plant parts
such as roots, seeds, flowers, fruits, leaves and even stems. These are stored in
various secretory structures [7]. It has been observed that they act as signals in
defence of plants against microbes, insects and even herbivores [16, 19]. Essential
oils obtained from aromatic plants were traditionally applied for their biological
characteristic such as insecticidal, fungicidal, virucidal and bactericidal activity
[57]. The in vitro screening programmes related to ethnobotanical knowledge proved
highly effective when placed in record for traditional uses. This has provided new
methods for search of active fractions [22]. The essential oils are highly valued in
commercial market [19].

France, China, Germany, Japan, Italy, Spain, United States and United Kingdom
are the markets at global level for aromatic and medicinal plants [2].

Several methods can be used to extract these oils from plants. But ISOE (Interna-
tional Standard Organization on Essential Oils) mentions that it must be obtained
through distillation of plant material. The obtained oils are in the form of volatile
liquids which present a strong odour. These are coloured and rarely insoluble in
water and soluble in organic solvents. The cultivated and wild field-growing plants
may also be used for extraction of essential oils and secondary metabolites. There
should be a study on plant proliferation for production of a large quantity of plants
for extraction of chemicals which in turn would prevent exploitation of wild
populations [14]. This suggests large scale-up propagation under controlled
situations at any time in a year [34]. It has been observed that in plants essential
oil production is dependent on biochemical, metabolic, genetic and physiological
regulation [9]. It results in diversity of chemical composition because of intrinsic
(seasonal, sexual, genetic variations and ontogenetic) and extrinsic (environmental
and ecological variations) factors [64].

Antidermatophytic Potential of Essential Oils

Many essential oils were tested for their antidermatophytic action (Table 2), and
synergistic activity of essential oil and available antifungal drugs has also been
assessed [15]. But only some studies have been done against dermatophytes. Shin
and Lim [63] assessed the combination of Pelargonium graveolens essential oil and
geraniol and citronellal. This was compared for ketoconazole against Trichophyton
spp. There was an enhancement in ketoconazole antifungal activity when compared
through natural compounds. There was reduction in minimal effective dose. Pyun
and Shin [56] found showing significant synergism between Allium sativum oil and
allicin.
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Table 2 Antidermatophytic activity in essential oils of some higher plants

Oils Organism tested Fungitoxic efficacy References

Aegle marmelos (L.) Aspergillus niger and
Candida albicans

Fungitoxicity was tested
against Aspergillus niger
(30 mm) and Candida
albicans (30 mm) discs of
culture

[23]

Ageratum
houstonianum Mill

Trichophyton
mentagrophytes,
Microsporum gypseum

MIC of the essential oil
10 μg/ml

[41, 46]

Artemisia nilagirica Trichophyton violaceum,
Epidermophyton
floccosum

MIC was 200 ppm,
broadly fungistatic and
widely fungitoxic

[30]

Caesulia axillaris Trichophyton rubrum and
Microsporum gypseum

Showed strong fungicidal
activity

[31]

Callistemon
lanceolatus DC

Trichophyton tonsurans Minimum dose of
essential oil for complete
inhibition of mycelial
growth was 8000 ppm

[4]

Cedrus deodara Trichophyton rubrum Strongly effective [67]

Citrus bergamia Trichophyton,
Microsporum and
Epidermophyton species

MIC ranged between
0.156% and 2.5% for
natural essence, from
0.02% to 2.5% for
distilled extract and
0.08–1.25% for the
furocoumarin-free extract

[59]

Chenopodium
ambrosioides

Against dermatophytes Found highly effective [55]

Cymbopogon martini Against dermatophytes Found highly effective [55]

Cymbopogon
flexuosus (steud)

Fusarium oxysporum and
Trichophyton
mentagrophytes

Completely inhibited the
growth

[50]

Baccharis trimera
Less (DC)

Trichophyton rubrum and
Microsporum canis

MIC range was from 0.03
to 125 μg/ml

[8]

Eucalyptus citriodora
and Eucalyptus
globulus

Candida lusitaniae,
C. rugosa, C. tropicalis,
C. utilis, C. krusei,
C. guilliermondii,
C. tropicalis,
C. parapsilosis,
C. albicans,
C. parapsilosis,
C. lusitaniae, C. glabrata

Inhibitory up to 8 mg/ml
were detected and
inhibitory concentrations
ranged from 0.5 to
0.125 mg/ml for
Eucalyptus citriodora
essential oil and 8–1 mg/
ml for essential oil of
Eucalyptus globulus

[24]

Hyptis ovalifolia
Benth

20 T. mentagrophytes,
10 Microsporum canis,
10 M. gypseum,
20 Trichophyton rubrum
and strains

Inhibited 100% of
60 dermatophytes tested

[65]

(continued)
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The synergistic antifungal activity of Ocimum sanctum essential oil (OSEO) and
established drugs, viz. azole antimycotics (ketoconazole and fluconazole), was
studied. To carry forward, this antifungal activity was assessed against 74 flucona-
zole-sensitive and 16 fluconazole-resistant isolates of Candida. They observed
selectively fungicidal activity. This provides a candidature of O. sanctum oil as an
antifungal agent in the form of combinational therapy for candidosis [3].

Khan and Ahmad [29] studied combined effect of active fraction of oils with their
main compounds with fluconazole against T. rubrum. There was maximum syner-
gism between cinnamaldehyde and fluconazole. This fluconazole reduced MIC to
eightfold. This also reduced ownMIC by 32-fold. Use of oil obtained from Syzygium
aromaticum registered resulted in high-level reduction in MIC up to 128-fold when
used with fluconazole.

Table 2 (continued)

Oils Organism tested Fungitoxic efficacy References

Leonotis nepetaefolia T. mentagrophyte,
M. gypseum, M. nanum,
E. floccosum

Found to be quite
inhibitory to all the
4 dermatophytes tested

[17]

Lippia alba (Miller)
N.E Brown

Microsporum gypseum,
Epidermophyton
floccosum and T. rubrum

Showed MICs of 39, 156
and 312 mg/ml,
respectively

[10]

Melaleuca alternifolia
essential oil (tea tree
oil, TTO)

Against Candida
lipolytica,C. parapsilosis,
C. glabrata, C. albicans,
C. lusitaniae,
C. guilliermondii,
C. inconspicua, C. krusei,
Blastoschizomyces
capitatus

Showed antifungal
activity

[47]

Mentha arvensis L Fusarium oxysporum and
Trichophyton
mentagrophytes

Completely inhibited the
growth

[50]

Ocimum tenuiflorum T. mentagrophytes,
M. gypseum, M. nanum

Maximum inhibition zone
of 37 mm against
T. mentagrophytes,
31.67 mm forM. gypseum
and 28.33 mm for
M. nanum

[61]

Ocimum
gratissimum L.

T. rubrum,
T. interdigitale,
T. erinaceum,
Microsporum canis and
T. soudanense

Recorded MICs (80 μl/1) [32]

Three species of
Pogostemon, viz.
P. vestitus,
P. purpurascens and
P. benghalensis

Candida albicans Significant microbicidal
activity

[69]
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Clinical survey was done out in northeastern Uttar Pradesh, India, during years
2010–2014. Two hundred samples of nail infections were taken which showed
presence of seven fungal species, viz. Trichophyton rubrum, Candida albicans,
Aspergillus flavus, A. fumigatus, A. niger, Fusarium oxysporum and
Epidermophyton floccosum. They were examined microscopically. There was dom-
inance of Trichophyton and Candida based on per cent occurrence in infected nails
in people of various age groups. These species were also present in sampling from
both unsterilized and sterilized infected nails. Essential oils extracted from 32 higher
plants separately were tested against Candida and Trichophyton species. The Ager-
atum houstonianum Mill (Asteraceae) essential oil was found to be the most
effective one against the test fungi (inhibiting mycelial growth at 500 ppm). The
minimum inhibitory concentration (MIC) of the oil was 400 ppm against Candida
albicans and Trichophyton rubrum. However, it was fungicidal at 500 ppm against
the test fungi. The oil was active on heavy doses of inoculums (ten discs 5 mm each)
at 400 ppm. The minimum killing time was 30 s against Candida albicans. It was
40 s against T. rubrum. The oil was thermostable up to 100�C. It was safe for
180 days during storage. There was no loss of fungitoxicity of oil after
autoclaving [33].

Oils of Thymus vulgaris and Carum copticum have been in use in ethnomedicine
against various fungal infections. Khan et al. [28] evaluated their effects of oils on
virulence and growth of drug-resistant strains of Trichophyton rubrum and Asper-
gillus spp. GC-MS investigation recorded thymol constituting 44.71% and 22.82%
of T. vulgaris and C. copticum, respectively. It showed mycelial inhibition in order
of thymol > T. vulgaris > C. copticum. Thymol showed high level of synergy when
in combination with fluconazole for Aspergillus fumigatus MTCC2550 (FICI value
0.187) and T. rubrum IOA9 (0.156). T. vulgaris essential oils and thymol were
equally effective against arthroconidia (MIC 72 μg/ml) and macroconidia. It showed
reduction of activity of elastase above 80% for A. fumigatus by C. copticum,
T. vulgaris oils and thymol. The power of oils against arthroconidia and synergistic
interaction of T. vulgaris and thymol with fluconazole may be used to potentiate
effects of fluconazole against drug-resistant strains of Aspergillus spp. and
T. rubrum [28].

Essential Oils Mechanism of Action on Dermatophytes

It is very essential to find the mode and action mechanism of essential oils mainly
due to the reason for use in various therapeutic applications. Although a lot of
investigations have been carried out on its antifungal nature, still their mechanism
of interaction is less explored. Mainly Aspergillus spp. and Candida spp. have been
studied [58]. Scanty information is available on the mode and mechanism of action
of essential oil on dermatophytes which are as follows:

Pinto et al. [54] studied ergosterol effect in T. rubrum reporting 0.08 μL/ml of
T. pulegioides oil reduced the ergosterol content. There was an impairment in
biosynthesis of ergosterol which also occurs in azole antifungal drugs [49]. Pereira

Preventive Potential and Action Mechanism of Essential Oils Against. . . 171



et al. [53] through scanning electron microscopy observed that essential oil damaged
cell wall and cell membrane in time and dose-dependent manner. Park et al. [51]
studied action mechanism of eugenol which is a major compound of Syzygium
aromaticum oil. There were alterations in T. mentagrophytes hyphal ultrastructure
including cell walls destructions and inner mitochondrial membranes. This showed
an expansion of endoplasmic reticulum near cell membranes. This suggests a
mechanism going through alterations at membrane level in fungal cell structure.
Bajpai et al. [6] conducted time-killing-dependent assay on T. rubrum IOA-9 for a
comparison of potential active compounds with fluconazole and potent essential oil.
It was observed through TEM that there were alterations, viz. leakage of cytoplasmic
contents; lysis of cell wall and plasma membranes; excessive vacuolization; disinte-
gration of cell walls, plasma membranes, nuclear and cytoplasmic contents, and
mitochondria; endoplasmic reticulum expansion near cell membrane; and even
abnormal distribution of polysaccharides (Fig. 1). It has been observed that the
most active antifungal components in the Carum copticum essential oil are phenolic

Fig 1 Action mechanism of plant essential oils on the dermatophytes. Many synthetic antifungal
drugs have been developed and mechanism of action and resistance of some drugs are presented
(Table 3)
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terpenes carvacrol and thymol. These compounds have the potential to attack
membranes and cell walls. This affects permeability and releases intracellular
constituents [70].

Table 3 Mode of action and mechanism of resistance of synthetic antifungal agents [39, 66]

SN Antifungal drug Mode of action Mechanism of resistance Reference

1. Allylamines Found fungicidal against
species of Candida inhibit
squalene epoxidase

Alteration in the gene
ERG1

[45]

(Checks ergosterol
biosynthesis)

The enzyme squalene
epoxidase

[27]

2. Azoles Broad-spectrum
fungistatic, antifungal
drug. It checks fungal
cytochrome P450
14α-lanosterol
demethylase

Drug efflux carried out
due to decreased affinity
in Erg11 protein by
mutations upregulation of
multidrug transporter
genes, alteration in
ergosterol biosynthetic
pathway

[48, 45,
25]

Inhibits ergosterol
biosynthesis through 14-α
demethylase and
cytochrome P450 enzyme

[27]

Alters integrity of fungal
membranes morphology
and inhibits growth

[27, 68]

3. Polyenes
(amphotericin
B)

Broad-spectrum
antifungal drug which is
used in liposomal form
having reduced toxicity. It
binds to ergosterol, the
major sterol of fungal
membrane

Due to binding ergosterol
content is decreased.
Absence of ergosterol
alters the specific steps in
biosynthetic pathway

[48, 45,
25]

4. Morpholines Inhibition of sterol
reductase and isomerase

Unknown [25]

5. 5-Flurocytosine Inhibition of nucleic acid
synthesis by formation of
fluorinated pyrimidine
metabolites

Lack of enzyme essential
in the metabolism of 5-Fc.
Deregulation of the
pyrimidine biosynthetic
pathway. Defects in
cytosine deaminase

[48, 45,
25]

6. Echinocandins Inhibition of cell wall
synthase enzyme β-1,
3 glucan synthase

Alters affinity of
echinocandins for β-1,3
glucan synthase

[48]

7. Acylhydrazones Targets the synthesis of
fungal sphingolipids

Highly effective in vitro
against 37 Cryptococcus
neoformans and on
mammalian cells had low
toxicity

[39]
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The herbal compounds have fungicidal activity against many fungal
dermatophytes. It may be mentioned that potential of essential oils is not due to a
single mechanism but complex effect of many components on several cell targets
through different modes [20, 44].

Conclusions

The essential oils have a promising antidermatophytic potential which has been
revealed through several in vitro assays. This is an alternative to conventional
antifungal agents which are based on azole groups useful in management of
dermatophytosis. The oils are obtained from ubiquitous plants that are environmen-
tally safe and reliable as well as non-hazardous for human beings.

It is a general observation that fungal resistance may occur due to multiple
mutations. Therefore it needs to study the mode of action of each component of
essential oils. It needs a study before launching it in field/market to work out the
safety parameters. Toxicity studies are also needed to find out mechanism of action
and possible side-effects and as well as connections with marketed antibiotics. More
formulations may also be developed for clinical applications.
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Malaria Parasite Biology
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Abstract
Malaria remains a global threat with millions of deaths annually. Emergence of
parasite strains resistant to widely used antimalarials, including the artemisinin
combination therapy (ACT), and the absence of an effective vaccine makes
treatment of malaria difficult than ever before. The need of the hour is to
re-evaluate the chemotherapeutic approach and to identify new drug targets and
develop new pharmacophores against the parasite. An important approach for
antimalarial drug discovery is to understand critical metabolic pathways in the
parasite which may help us to identify critical targets in the parasites and design
specific inhibitors for these targets. Here, we have discussed proteins and
pathways in different parasite organelles, i.e. apicoplast, mitochondrial and
food vacuole, which have been suggested as potential drug targets; these unique
parasite proteins can be targeted to develop new and novel antimalarials. In
addition, we have also discussed several antimalarial projects currently under
different stages of drug development pipeline. These promising antimalarial
compounds have the potential to overcome multidrug resistance. Ongoing global
efforts to develop new antimalarials and to identify drug targets suggest a
promising future on malaria elimination and eradication.
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Introduction

Malaria is one of the oldest infectious diseases responsible for socio-economic
burden on mankind. Malaria situation in India has undergone different phases
from high prevalence to controllable condition with the use of insecticide and control
measures, to resurgence in the era of insecticide and chloroquine resistance, to the
use of artemisinin combination therapies from 1953 to 2008 [1–3]. One of the
biggest challenges for malaria treatment is the rise of resistance against available
antimalarials in the last decade [4]. Discovered in the early 1930s, chloroquine
became the drug of choice for treatment against malaria [5]; however, the drug
faced trouble of resistance in the late 1950s when reports of its ineffectiveness started
to come from Colombia to Southeast Asia [6–8]. Later, discovery of artemisinin has
helped treatment of malaria very effectively, although recently in 2009,
P. falciparum resistant to artemisinin-based combination therapy (ACT) was
reported [9]. Therefore, there is a constant requirement for the development of
new lead molecules in the drug development pipeline. In this chapter, we have
discussed parasite’s metabolic pathways which could be novel key targets for drug
development, recent advances in drug development and promising lead molecules
which are in pipeline towards development of new antimalarials.

Antimalarials Targeting Haemoglobin Uptake, Degradation
and the Food Vacuole

During the life cycle of parasite in red blood cell, the parasite internalizes a huge
amount of haemoglobin for degradation, i.e. ring, trophozoite and schizont,
internalizes a huge amount of haemoglobin for degradation. Haemoglobin uptake
and its degradation has remained one of the most essential pathways for the survival
of parasite and thus has been targeted with small molecule inhibitors as antimalarials.
The haemoglobin uptake itself is being defined by four different processes including
“Big Gulp”, which is internalization of huge chunk of RBC cytoplasm with
haemoglobin by ring-stage parasite. Big Gulp involves a cuplike shape formation
by ring-stage parasite which does not involve actin polymerization. Another path-
way defined for the uptake is somewhat similar to the classical endocytosis having
cytostome, small vesicle-like structures marked with Rab5a, the early endosomal
regulatory protein [10, 11]. There are reports of thin long tube-like structures formed
through actin polymerization, termed as cytostomal tubes, which is considered as
third pathway for the uptake by the parasite. Fourth process is termed as
phagotrophic as it resembles phagocytosis-like process, but it lacks actin polymeri-
zation which is key event in the case of phagocytosis [12]. All of the defined four
pathways of haemoglobin uptake are good targets for antimalarial therapy as they
have some unique aspects with Plasmodium.

However, there are little efforts on development of new antimalarials targeting the
endocytosis pathways. Antimalarials, like chloroquine, mefloquine and artemisinin,
have been shown to have various effects on the endocytosis and endocytic pathways
of the different mammalian cells [13, 14]. Mefloquine and artemisinin have been
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shown to inhibit phagocytosis in immune cells [14, 15], whereas chloroquine is
shown to play role as lysosomotropic agents disrupting trafficking in the endocytic
pathways, along with secretory pathway in different mammalian cells [16–18]. -
Similarly, the 8-aminoquinoline primaquine is shown to disturb endocytic pathway in
hep-G2 cells [19]. Quinolones and artemisinin have been also shown to disrupt
haemoglobin uptake by inhibiting endocytosis mechanism in the parasite. Chloroquine
can inhibit endocytosis-based uptake on 12 h treatment to the ring-stage parasite and
leads to accumulation of small vesicles containing haemoglobin [20]. After the
ingestion of host cytoplasm with haemoglobin by parasite, cytosomal-like vesicles,
which are double membrane-bound structures, carry the ingested material to the food
vacuole. Subsequently, haemoglobin gets degraded in the food vacuole by the action
of several proteases under acidic conditions. Proteolytic digestion in the food vacuole
leads to accumulation of toxic amounts of ferriprotoporphyrin IX prosthetic group
of the protein (heme). Parasite crystallizes this heme into insoluble hemozoin crystals,
which are nontoxic to the parasite. A number of proteases are suggested to play a role
in haemoglobin degradation in food vacuole of Plasmodium; these include aspartic
proteases (plasmepsins), cysteine proteases (falcipains), histo-aspartic proteases and
some of diamino peptidyl aminopeptidases (DPAP1). As the haemoglobin degradation
is one of the most important pathways for survival of the parasite, these sets of
proteases have remained a target for development of various small molecule inhibitors
and drugs. A number of small molecule compounds based on different scaffolds
such as fluoromethyl ketones, leupeptin, vinyl sulfones and chalcones have been
developed against these proteases [21–26].

Plasmepsins, aspartic proteases, are good targets for development of antimalarials
as they have been associated with important metabolic functions during the parasite
life cycle. Plasmepsin V has been shown to play a role in export of parasite proteins to
the host cytoplasm and beyond and thus is an important molecule which can be
targeted [27, 28]. Plasmepsins I, II, III and IV have been shown to be present in
food vacuole and playing roles in the degradation of haemoglobin and thus poised as
drug targets [29, 30]. However, initial efforts to develop antimalarial against these
proteases have faced roadblocks due to redundant action of these proteases [29]. 2-
Aminoquinazolin-4(3H)-ones are a novel class of malaria digestive vacuole
plasmepsin inhibitors which are identified using NMR-based fragment screening
against PM II. These compounds show antiplasmodial activity targeting
plasmepsins I, II and IV although they show almost tenfold higher activity towards
cathepsin D [29]. Recently, non-peptidomimetic inhibitors are being designed based
on these scaffolds which specifically target plasmepsin IV [31]. Another approach
targeting plasmepsins includes development of compounds on the basis of “double-
drug” approach: primaquine, which has been linked to statine-based inhibitors of
plasmepsins (PMs) [32]. Retroviral aspartic proteases RS370 and RS367 demonstrated
inhibition against plasmepsin II at sub-micromolar concentrations. The 7-azabicyclo
[2.2.1]heptane-based inhibitors have been reported to show high potency against PM I
and IV. Recently, Dominique et al. showed multistage antimalarial activity of aspartic
protease inhibitor hydroxyl-ethyl-amine-based scaffold compound, 49c [33].

Falcipains, which is a family of four papain-family proteases, are another set
of cysteine proteases which are important for haemoglobin degradation [34–38].
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Falcipain-2 and 3 work in combination with other proteases to hydrolyse
haemoglobin in food vacuole. Falcipain-2 disruption has led to decrease in the rate
of haemoglobin degradation, whereas falcipain-3 deletion was not successful
pointing towards essential role of this protease for the parasite survival [38]. Due
to their important role and no known homologue in humans, falcipains are valid drug
targets, and constant efforts are going on to develop inhibitors against them. Small
inhibitors ranging from peptidyl fluoromethyl ketone [39, 40], vinyl sulfone [22, 24]
and aldehydic inhibitors are developed against falcipain and shown to have potent
inhibitory activity against the parasite [25]. Drug development against falcipains has
now been facilitated much with available structures of falcipains complexed with
small molecule inhibitors, which leads to more potent compounds being developed
[41]. Dihydroartemisinin derivative against Falcipain-2 has been developed and
shown to have potent activity against parasite [42]. Similarly, some
non-peptidomimetic inhibitors are also designed and used against falcipain-
2 which showed a potential activity against the parasite [43]. E-64 which is a
known cysteine protease inhibitor and has an important role in elucidating the role
of falcipains in haemoglobin degradation has also been derivatized, and epoxy
succinate E-64 compounds also have been developed [44].

Recently, the Plasmodium signal peptide peptidase (PfSPP), an aspartic protease,
which is a member of family of intramembrane cleaving proteases, has been shown
to be essential for parasite survival in both blood and liver stages [45]. In addition,
some of the HIV protease inhibitors, e.g. saquinavir and ritonavir, are also being
employed with chloroquine and mefloquine for the treatment [46].

Degradation of haemoglobin in the parasite food vacuole leads to generation of a
large amount of toxic by product, i.e. heme, which can damage membranes due to its
peroxidative properties. Parasite has devised a strategy of combating this toxic effect
by converting heme to hemozoin crystals. This process involves oxidation of heme
to hematin and then conversion to hemozoin. It has been shown recently that the
process is carried out in coordination with the haemoglobin degradation through a
protein complex, “degradosome” [47]. Chloroquine, one of the well-known
antimalarials, is known to disrupt the process of hemozoin development. The
heme-detoxification protein, HDP, and Histidine-rich protein (HRP-2) are the key
proteins involved in the process, and these are suggested to be potential drug targets
in the food vacuole linked pathways. In addition, interphase regions of protein-
protein interaction in the haemoglobin degradation and hemozoin development
complex can also be targeted to design new antimalarials.

Mitochondrial Metabolic Pathways as Targets for Anti-malarial
Development

Mitochondria, vividly called as “powerhouse of the cell”, are present in all eukary-
otic organisms from protists to mammals. The origin of these conserved organelles is
traced back to a single endosymbiotic event involving alpha proteobacteria, and all
the mitochondria of eukaryotes have evolved as divergence from these early
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mitochondria [48]. Major role of mitochondria in most eukaryotic cells from fungi to
mammals is the generation of ATPs by oxidative phosphorylation by complete
oxidation of pyruvate generated from glycolysis pathway. During the process of
glycolysis in cytosol, glucose is converted in to pyruvate, and two ATP equivalents
are generated. The mitochondria harbours metabolic pathways for energy
metabolisms including: TCA cycle for utilizing pyruvate to release CO2 and high-
energy electron carriers NADH or FADH2; and electron transport chain for
harnessing energy of NADH/FADH2 to create a electrochemical potential across
inner mitochondrial membrane and mitochondrial matrix called as mitochondrial
membrane potential; membrane potential is then used to synthesize ATP by ATP
synthase complex present in inner mitochondrial membrane. Along with energy
metabolism, mitochondria also perform various other functions including, synthesis
of mitochondrial proteins, replication of mitochondrial genome, provision of
precursors and metabolites for various cellular processes, maintaining redox balance
of the cell and making life or death decision by regulating PCD pathway and
synthesis of Fe-S cluster complexes [49].

Similar to all the apicomplexan organisms, Plasmodium species also harbour a
single tubular mitochondrion [50]. Although cristae are absent in plasmodial
mitochondria, sometimes a few tubular membrane whorls are reported [51]. The
mitochondrion of Plasmodium harbours multiple copies of ~6 Kb genome [52],
encoding only three proteins, cytochrome b, cytochrome c oxidase subunit II and
cytochrome c oxidase subunit III, all of which are components of electron transport
chain residing in inner mitochondrial membrane. It also contains genes for rRNAs as
fragments of 20–200 nucleotides distributed all over the mitochondrial genome
[52, 53]. However, it doesn’t encode for any tRNAs which are required for translation
in mitochondrion. All the other mitochondrial proteins are encoded by nuclear genome
of the parasite. During asexual erythrocytic cycle, the plasmodial mitochondria divides
in synchrony with nuclear division, thus transferring a single mitochondrion with each
nucleus to daughter cells (merozoites). Similar to all other eukaryotes, in Plasmodium
also, only the female gametocyte provides mitochondrion to the zygote during sexual
stages of parasite in mosquito vector [54]. Biochemical studies have revealed that
during asexual intraerythrocytic stages of Plasmodium, CO2 is not produced from
oxidation of glucose [55]. Further studies revealed that indeed asexual stages of
parasite derive its energy majorly from glycolysis which occurs in cytosol. This is in
contrast to the mitochondria of other eukaryotes where mitochondrial oxidative
phosphorylation is the main energy harnessing pathway. This reduces the role of
Plasmodium mitochondrion to functions other than energy generation. Plasmodium
mitochondria host whole repertoire of proteins and pathway components such as TCA
cycle, ETC, ATP synthase complex, pyrimidine biosynthesis, Fe-S cluster biosynthe-
sis, heme biosynthesis and protein turnover mechanisms. Some of these pathways/
mechanisms and their potential as drug targets for development of new antimalarials
are being discussed below.
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Electron Transport Chain (ETC)

Plasmodium mitochondria have functional ETC machinery in the inner mitochon-
drial membrane. Components of its ETC are complex II, complex III, complex IV
and a type II NADH:ubiquinone oxidoreductase as complex I instead of NADH
dehydrogenase [55]. ETC is proved to be indispensable for the parasite survival.
Hence, a number of compounds are targeted to the ETC of Plasmodium
mitochondria to contain malaria [56]. As NADH:ubiquinone oxidoreductase is
more bacteria like and different from host’s complex I, a number of compounds
specifically target this complex [55]):

(a) Atovaquone: A hydroxynaphthoquinone derivative targets cytochrome bc1 of
complex III in ETC and was the first mitochondria targeting drug for malaria
[57]. Atovaquone binds to Qo site of cytochrome b active site where it acts as
Ubiquinone analogue and ablates the binding of ubiquinone thus impairing the
ETC [58]. It proved to be a potent antimalarial drug. Later on, in clinical settings
resistant parasites appeared which limit the use of atovaquone alone as an
antimalarial drug. Lack of good DNA editing mechanism in mitochondria
together with drug pressure escalates the chances of resistance conferring
mutations in cytochrome b gene which is encoded by mitochondrial genome itself
and is the target of atovaquone [59, 60]. Although mutant cytochrome b is found
to be less active, these parasites are still able to thrive through asexual stages, as it
relies mostly on glycolysis for energy metabolism. However, in sexual stages of
Plasmodium, where the availability of nutrients is limited, mitochondrial ETC and
oxidative phosphorylation are of immense importance, and thus such mutant
parasites are unable to pass through these stages, thereby limiting their transfer
to another human host [61]. This restricts the resistance and does not allow it to
spread any further. This kind of containment is unique to mitochondrial genes
because it is only the female gametocyte, which transmits mitochondrion to the
zygote and thus ablating any chance of crossover with wild-type gene of another
gamete, which is common in nuclear-encoded genes [59]. Thus atovaquone also
helps uniquely in containment of malaria within a patient [62].

(b) Malarone: To overcome the problem of resistance and bring down the dose of
atovaquone, it is used in combination with a biguanide drug called proguanil
under the trade name of “Malarone”. Proguanil is a prodrug which in the liver is
converted to active DHFR inhibitor, cycloguanil. Proguanil in monotherapy is
not effective at all; however, in combination with atovaquone it significantly
reduces the effective dose of atovaquone. The exact mechanism of action of
proguanil is not yet known, but some studies point towards inhibition of reverse
ATP synthase activity where ATP synthase pump is operated in opposite
direction utilizing cytosolic ATPs to generate electrochemical potential, thereby
maintaining the MOMP. As, in absence of atovaquone, the ETC is quite
effective in maintaining the MOMP thus rendering the proguanil ineffective
against the Plasmodium [62].

(c) ELQ-300 (in combination with atovaquone), pyridones, quinolones, acridones
and acridinediones are other classes of compounds which target complex III of
mitochondrial ETC in Plasmodium [63].
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Components of TCA Cycle

Plasmodiummitochondria have most of the components of TCA cycle, but pyruvate
dehydrogenase is exclusively localized in apicoplast, thereby limiting its ability to
utilize pyruvate as precursor for acetyl-CoA [64]. Aconitase enzyme, along with its
function in TCA cycle, also acts as cytosolic iron-response element-binding protein
regulating mRNAs of iron homeostasis [65]. Isocitrate dehydrogenase is found to be
upregulated under oxidative stress condition in parasite indicating its involvement in
redox balance of the parasite [66]. However, some isolates of parasite from patients
are found to have higher levels of TCA cycle components, which point towards
nutrient limitation-induced expression of these proteins in parasite [67]. However,
no potent compound has so far been found to be targeting TCA cycle that could be
used as antimalarial.

Pyrimidine Biosynthesis Pathway

Plasmodium lacks salvage pathway for meeting its need for pyrimidine; hence, it
solely depends on in vivo pyrimidine biosynthesis pathway making it indispensable
for the parasite [68]. Mitochondria resident type II DHODH is needed to convert
dihydroorotate to orotate which is a precursor for pyrimidine biosynthesis. Plasmo-
dium DHODH transfers its electron to ubiquinone of mitochondrial ETC. Studies
have pointed out that to act as sink for these electrons from DHODH is the sole
essential purpose of Plasmodium mitochondrial ETC. This is further supported by
reducing the effectiveness of ETC inhibitors such as atovaquone on parasites
complemented with cytosolic type I DHODH from yeast, which uses fumarate
instead of ubiquinone and thus does not require mitochondrial ETC [69]. DSM1
was the first drug found to be active against Plasmodium DHODH and proven
antimalarial; however, resistance appeared quickly in DSM1 treated parasites as in
case of atovaquone. A derivative of it, DSM 268 is a more potent compound which
targets multiple stages and confers single-dose therapy [70, 71].

Protein Synthesis and Degradation Pathways in Mitochondria

The mitochondrial genome of Plasmodium encodes for three essential proteins of
ETC, which needs to be translated inside mitochondrion itself [53]. Mitochondrial
genome encodes for rRNAs which along with nuclear-encoded rRNAs form a
mitoribosome for protein translation in mitochondrion. Recent reports have
emphasized the role of ribosomal proteins in normal functioning of mitochondrion
in Plasmodium. One of the well-characterized proteins of Plasmodiummitochondria is
mitochondrial ribosomal protein L13 (PfMRPL13). PfMRPL13 is shown to be essen-
tial for parasite survival [72]. Its knockdown caused significant reduction in parasite
survival beyond three cycles in asexual erythrocytic stages. Although under knock-
down of PfMRPL13, the parasite shows increased sensitivity to proguanil similar to
atovaquone treatment, but the parasite growth under PfMRPL13 knockdown could not
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be rescued by providing either decylubiquinone or by ectopically expressing type I
yDHODH. The study suggested a domino effect of PfMRPL13 ablation in Plasmo-
dium: (1) reduced translation efficiency in mitochondrial ribosomes; (2) shortage of
cyt b, COXI and COXIII proteins; (3) failure to assemble functional mtETC
complexes; (4) significant reduction of mitochondrial membrane potential; (5) inability
to complete pyrimidine biosynthesis; and (6), ultimately, parasite death. This
PfMRPL13 or mitochondrial ribosomes of the Plasmodium are potential drug targets
for development of new, more potent antimalarials [72].

Mitochondria also maintain their proteostasis by utilizing a number of
mitochondria-resident proteases. Most of the proteases in mitochondria are of
prokaryotic-like including Lon protease FtsH and ClpQY protease systems. In Plas-
modium, FtsH was shown to be present in mitochondria and suggested to be involved
in mitochondrial division [73]. However, some recent studies suggested its role in
apicoplast maintenance too [74]. The Clp (caseinolytic protease) proteases are pro-
karyotic counterparts of eukaryotic 26S proteasome. In Plasmodium ClpQY machin-
ery is localized in mitochondrial matrix. PfClpQY is multimeric unit having six units
of ClpQ and six units of ClpY. ClpY acts as chaperone to unfold the substrate protein
by utilizing ATPs. This unfolded protein is then passed through the proteolytic barrel
formed by ClpQ hexamer where ClpQ cleaves the protein by its protease activity. In
Plasmodium falciparum, disruption of ClpQY activity is lethal for the parasite, while it
is refractory to ClpQ knockout. This suggests the essential nature of ClpQYmachinery
in the parasite [75]. Further, a 12-amino acid synthetic peptide of PfClpY C-terminus
specifically inhibits the interaction of PfClpQ with PfClpY and thus affects the overall
activity of PfClpQY system. Same peptide when added to in vitro culture of Plasmo-
dium falciparum asexual erythrocytic stages significantly abolishes the growth of
parasite with signs of mitochondrial dysregulation such as loss of mitochondrial
membrane potential and fragmentation of mitochondrion as a whole. PfClpQY system
is thus essential for the parasite survival in asexual erythrocytic cycle. PfClpQY
system poses as a good drug target for antimalarial development. One possible
approach is designing peptide mimetic compounds which could ablate association of
ClpQ with ClpY making it non-functional.

Fe-S Cluster Biosynthesis

The iron-sulphur cluster biosynthesis occurs in mitochondria. These are needed as
cofactor of ABC cassette RNase L inhibitor for the maturation and incorporation of
rRNAs into the ribosome. There are 18 putative proteins of Fe-S cluster synthesis
pathway identified in Plasmodium, which could be potential drug targets owing to
the essential nature of this pathway [50].

Metabolic Pathways in Apicoplast for Antimalarial Development

Apicoplast remains one of the most intriguing organelle of the parasite ever since it
was reported [76]. The four-membrane-bound organelle is a site of various important
pathways, which are essential for parasite survival. The prokaryotic nature of its
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genome and high homology of various apicoplast proteins to cyanobacteria has
made it excellent target site for various antimalarials. Further, high sequence simi-
larity between the plastid genomes of apicomplexan parasites P. falciparum and
Toxoplasma gondii strongly suggests that the apicoplast biology is strongly
conserved across all species of intracellular parasites and is inherited from a common
ancestor [77]. Reverse genetics approaches helped to ascertain the essential role of
this organelle in the parasite life cycle. It has been shown that blocking the apicoplast
development does not inhibit parasite division and production of viable daughter
merozoitese, which are able to invade fresh host cell; however, these parasites are no
longer able to divide; since the effect is transferred to next cell cycle, the phenome-
non has been termed as “delayed death” phenotype.

There are three key metabolic pathways which are functional in the apicoplast,
viz. synthesis of fatty acids, de novo heme biosynthesis and isoprenoids biosynthe-
sis. These are the three pathways which are majorly been targeted for drug develop-
ment against the parasite.

Apicoplast-Associated Fatty Acid Biosynthesis

Fatty acids are required for the various essential features of the parasite life cycle
including synthesis of lipids. Earlier it was believed that Plasmodium relies totally
on the uptake of fatty acids from the host [78, 79]. Identification of three important
nuclear-encoded apicoplast-targeted proteins, ACP, KAS III and β-hydroxyacyl-
ACP dehydratase, provided the first-time evidence for the presence of FAS path-
way in the apicoplast [77]. Fatty acid synthesis in Plasmodium apicoplast was
found to be type II fatty acid synthesis which is altogether different from the type
III fatty acid synthesis in eukaryotes or humans and thus has remained a good target
for development of antimalarials for long time. Fatty acid synthesis starts by the
carboxylation of acetyl-CoA to malonyl-CoA using bicarbonates as source of
carboxyl group. Acetyl coenzyme carboxylase (ACC) carries out this reaction
and initiates the fatty acid synthesis pathway. For a long time, Plasmodium ACC
has remained as promising drug target as it is a discrete multidomain enzyme as
compared to human ACC which is a part of multifunctional enzyme complex and
thus became a suitable target for the action of aryloxyphenoxypropionate-based
herbicides, e.g. fops and dims. Aryloxyphenoxypropionate-based herbicides are
potent inhibitors of Toxoplasma ACC which harbours the same multidomain ACC
as of Plasmodium [80]. As both fops and dims showed activity against blood-stage
Plasmodium, the compounds were assumed to target the multifunctional apicoplast
ACC [81]. However genetic manipulation studies highlighted the dispensability of
FASII pathway in blood stage of Plasmodium [82–85], which suggested both
herbicides have their effect on some other targets. Following the discovery that
FASII was required for liver stage development in the rodent models, interest in the
pathway then shifted towards its disruption for malaria prophylaxis. Several
compounds thought to target FASII were tested against Plasmodium liver stages
and showed promising activities in vitro [86–88]. FabD (malonyl-CoA:ACP
transacylase) has also been confirmed to be localized to apicoplast and proposed
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to be a good target [89]. FabH, which carries out the ACP condensation with
acetyl-CoA, was considered as target of thiolactomycin and its analogues
[90, 91]. FabZ (β-hydroxyacyl-ACP dehydratase) which carries out formation of
enoyl-ACP from β-hydroxyacyl-ACP are being targeted by synthesis NAS
compounds [92]. Enoyl-ACP reductase, the enzyme carrying out reduction of
enoyl-ACP to acyl-reductase, is also being targeted using compounds such as
pyrazoles [93], rhodamines [94] and flavonoids [95].

Isoprenoids Biosynthesis as Target and Use of Antibiotics

As apicoplast have evolved from blue-green algae, it is seen as analogous to bacteria,
and thus various important pathways of apicoplast are being targeted using
antibiotics. Plasmodium differs from humans in synthesizing isoprenoids via
1-deoxy-D-xylulose 5-phosphate (DOXP). This non-mevalonate pathway resembles
one form of bacteria and plants and thus has become an attractive target for
designing inhibitors against the apicoplast development. Fosmidomycin has been
shown to target DOXP reductoisomerase in isoprenoid biosynthesis pathway of
apicoplast [96]. FR900098, a synthetic derivative of fosmidomycin, is found to be
twice as active and is under clinical trials where it shows effective parasite clearance
in human subjects in Gabon and Thailand [97, 98].

Inhibitors of Transcription and Translation Machinery
in the Apicoplast

Families of antibiotics with antimalarial activity include tetracyclines, lincosamides,
macrolides and ketolides. Similarly, ciprofloxacin, a DNA gyrase inhibitor, can
specifically block plastid DNA synthesis of apicoplast by inhibiting the linearization
of 35-Kb circular DNA [99]. However, in the clinics norfloxacin and ciprofloxacin
have not shown any substantial effects during the trials [100, 101]. Some of the
fluoroquinolones, e.g. grepafloxacin and norfloxacin, are effective against the para-
site in vitro, and further development of the compounds based on these can be very
effective [102]. Similarly, antibiotics inhibiting the transcription, e.g. rifampicin, a
potent inhibitor of multisubunit RNA polymerase, show potential when used in
combination therapy [103]. However, rifampicin was found not to be very effective
in case of Plasmodium vivax infected patients [104]. Tetracycline-based antibiotic
minocycline has been shown to reduce the transcript levels of rpoB and rpoC from
plastid origin, while it imparts no effect on the nuclear-encoded rpoB/rpoC
[105]. Clindamycin is also been used successfully in combination with other
known antimalarials, e.g. quinine and atovaquone, to treat uncomplicated malaria
[106, 107]. The site of action for clindamycin is shown to be domain V of 23S
rRNA, in toxoplasma [108]. Another possible explanation for the antimalarial
activity of clindamycin is that interruption of protein synthesis in the plastid blocks
production of the Clp protein encoded on the plastid genome, which is required for
the development of apicoplast. Protein translation inhibitors are also been shown as
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effective antimalarials when used in combinations. Treatment with prokaryotic
translation inhibitor, doxycycline, targeted apicoplast [109, 110]. Doxycycline is
now been used worldwide in prophylactic and combination chemotherapy against
malaria [111]. Inhibitors targeting aminoacyl-tRNA synthetases, e.g. indolmycin
and mupirocin, are recently being shown to inhibit parasite growth [112].

Heme Biosynthesis

The heme biosynthesis is one of the important pathways for the parasite develop-
ment. Heme synthesis doesn’t seem to be essential in the blood stages, but it seems to
be important for the liver stages [113, 114]. Inhibitors targeting heme pathway
includes succinylacetone which inhibits aminolevulinic acid dehydratase (ALAD).
High concentration usage of succinylacetone (1–2 mM) points towards off-target
effect of this compound [114].

Iron-Sulphur (Fe-S) Biosynthesis

Iron-sulphur (Fe-S) complex is known to play a role in electron transport and acts as
a cofactor to enzymes in a variety of pathways, including fatty acid and isoprenoid
synthesis. Disruption of Fe-S synthetic pathways (iron-sulphur cluster) leads to
death of the parasite, which can be rescued by supplying isoprenoid by-product
[115]. Fe-S cluster synthesis is also very essential in the sexual stage development of
Plasmodium. Inhibition of SufS by D-cycloserine is the only known inhibitor of Suf
pathway against the parasite till now [116].

As majority of proteins in apicoplast are nuclear encoded, transport of these
proteins towards apicoplast can be a suitable target for antimalarials. A number of
autophagy-related proteins, including ATG3 and ATG8 complex, are also suggested
to be involved in protein trafficking and apicoplast maintenance. Thus protein import
machineries can also be utilized to develop apicoplast targeting drugs. Till date only
known inhibitor targeting the apicoplast protein transport machinery is
deoxyspergualin (DSG), which has been shown to inhibit the interaction between
transit peptide and HSP-70 [117, 118].

Apicoplast Proteases

Parasite proteases have remained as the front runner for the development of inhibitors
in various systems. Plasmodium proteases have also been targeted in various studies
for the development of antimalarials. Some of the important proteases playing role in
the development of the apicoplast are caseinolytic proteases (i.e. PfClpP, PfClpC and
PfClpA), Ftsh1 (mitochondria), ERAD(ER) and OTU. The ATP-dependent protease
systems of Clp family have been shown to have essential role in the development of
the parasite apicoplast. Disruption of PfClpP using chemical knockdown approach
with a lactone-based inhibitor highlights the essential role of the protease in the
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parasite life cycle [119]. Further, a novel pyrimidine series of compounds inhibiting
P. falciparum ClpP protease activity have been shown to be effective compounds
which can be further developed into lead antimalarials [120].

Another important protease shown to be essential for the development of
apicoplast is PfOTU. PfOTU is a cysteine protease which belongs to the family of
deubiquitinating enzyme (DUB) family. It is localized in vesicular-like structures,
which are found to be close to apicoplast. Downregulation of PfOTU has been
shown to inhibit apicoplast protein transport along with regulation of apicoplast-
bound PfATG8 [121]. The important role of PfOTU in apicoplast-directed protein
import highlights the suitability of this protein as drug target.

As malaria parasite is highly evolved eukaryote, a number of proteins have
different functions as is of their homologues in other systems. Endoplasmic reticu-
lum (ER)-associated protein degradation (ERAD) has been “rewired” to provide a
conduit for protein transport to the apicoplast [122]. LY-411575, an inhibitor
targeting signal peptide peptidase component of this ERAD system, has been
shown to be potent molecule for the parasite killing [123]. Further screening of
libraries based on LY-411575 scaffold, two more compounds, e.g. NITD731 and
NITD697, have been identified which are potent against P. falciparum at 17 nm and
65 nm, respectively. ERAD pathway in Plasmodium has also been targeted using
HIV protease inhibitors. These inhibitors are two general aspartyl protease inhibitors
and three AAA-p97 ATPase inhibitors which inhibit the zygote to ookinete transi-
tion of the Plasmodium parasite [124].

FtsH1 is an important metalloprotease in thylakoid membrane which plays a
crucial role in the maintenance of thylakoid membranes [125]. In Plasmodium
PfFtsH1 has been shown to be localized in mitochondria [73], but a recent report
targeting TgFtsh1 and PfFtsH1 using actinonin drug points out towards its role in the
development of apicoplast [74]. In addition, IPP-mediated “Chemical Rescue” of
actinonin-treated P. falciparum resulted in “apicoplast-minus parasites” [126, 127].

Lipid Metabolism in Plasmodium: Potential Targets for Drug
Development

During its development in the host cell, the parasite requires enormous amount of
lipids to develop organelle (e.g. nucleus, mitochondria, food vacuole, apicoplast),
tubulovesicular network (TVN) and also for subsequent replication. Additionally,
emergence of new membranous structures (Maurer’s cleft and transported vesicles)
that involves trafficking of proteins and other factors to RBC surface require lipids
[128]. Further, there is accumulation of lipid in form of lipid bodies in asexual stage
and osmophilic bodies in sexual stage. There is huge dynamic change in the lipid
content and composition in both parasite and in infected RBC. Phospholipids and
fatty acid synthesis are the major pathways in lipid metabolism of the parasite. So the
enzymes involved in these pathways are potential drug targets.

One of the key pathways of lipid homeostasis includes phospholipid metabolism
in the cell. Earlier phospholipids were recognized as structural components only, but
now phospholipids and their by-products are emerging as major signalling
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molecules [129] which control parasite development and differentiation in host cell.
During the schizogony, lipid metabolism gets dramatically increased because para-
site progeny requires huge amount of lipids for membrane synthesis and results in a
sixfold increase in phospholipids in iRBCs. P. falciparum is dependent on
phospholipids for multiplication, and there is some uniqueness in phospholipid
metabolism which creates opportunities for identification of novel drug targets for
the parasite. Parasite uses both exogenous source and also synthesizes phospholipids
de novo to acquire the necessary lipids. About 300 different lipid species were
identifies in asexual blood stages and gametocytes of Plasmodium falciparum
which are essential for its growth, proliferation, transmission and sexual reproduc-
tion [130]. The major membrane lipid components are phosphatidylcholine (PC),
phosphatidylethanolamine (PE) and phosphatidylserine (PS). In uninfected RBCs,
PC, PE and PS constitute 30–40%, 25–35% and 10–20% of the total phospholipids,
respectively [131], whereas in infected RBCs, these major phospholipids constitute
20–55%, 15–40% and 4–15% of the total phospholipids, respectively [132–134].

Plasmodium genome database and bioinformatic tools played an important role in
identifying the components of PC, PE and PS biosynthetic machineries. Phosphati-
dylcholine (PC) is the major phospholipid making the parasite membranes and
erythrocytes. Hydrolysis of PC by phospholipase leads to formation of signalling
molecules; Diacylglycerols (DAG) and phosphatidic acid (PA) etc. One of the
pathways for the PC synthesis is cytidine diphosphate- or CDP-choline branch of
the Kennedy pathway. Metabolic studies have shown that 89% PC is synthesized
from choline by using this pathway [135]. First, choline has to be transported to the
parasite by a yet unidentified transporter, and then it is converted into
phosphocholine after phosphorylation by choline kinase which is then used as a
precursor for CDP-choline and finally phosphatidylcholine, by the
1,2-diacylglycerol cholinephosphotransferase [136]. Inhibition of choline kinase
by hexadecyltrimethylammonium bromide (HDTAB) leads to decrease in PC syn-
thesis and ultimately leads to parasite death [135]. Remaining 11% PC is synthesized
via PMT pathway in which phosphoethanolamine (PE) is used as a substrate for the
synthesis of PC. This phosphoethanolamine methyltransferase (PfPMT) does three
sequential methylations of PE (via S-adenosyl methionine donors) to form PC
[137]. PfPMT is also essential for the parasite; deletion of PfPMT affects gameto-
genesis in erythrocytes, their transmission to mosquitoes and oocysts development in
mosquito gut. This essentiality of PfPMT for the parasite creates opportunities for
identification of the novel drug targets against Plasmodium falciparum. Screening of
more than 3000 molecules identified 28 lead compounds blocking the PfPMT
activity at micromolar range, and 11 of them also inhibit asexual replication of the
parasite. Out of these 11 compounds, NSC-158011 was found to be a competitive
inhibitor of PfPMT [138]. Another study showed that 4-aminoquinoline,
amodiaquine, was able to inhibit PfPMT activity [139].

Phosphatidylethanolamine (PE) and phosphatidylserine (PS) – PE is the second
major membrane phospholipid essential for the cytokinesis and for membrane fusion
and fission which increases the membrane curvature [140–142]. PE metabolism has
been altered in various human diseases such as Parkinson’s disease, Alzheimer’s
disease and non-alcoholic liver disease [143]. Mainly two pathways are responsible
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for PE biosynthesis. First is via Kennedy pathway in which parasite generates PE de
novo from ethanolamine [144] and another is by decarboxylation of PS [131, 145,
146]. Recently, a detailed study shows the mode of action of two choline kinase
inhibitors. Surprisingly these compounds inhibit the ethanolamine kinase activity of
choline kinase leading to decrease in PE level in P. falciparum [147].

Recent Developments in Antimalarial Discovery

Artemisinin combination therapy has been the mainstay of malaria treatment in
recent years; however, it has been threatened with the emergence and spread of
resistance against the available drugs [148, 149]. Development and innovation of
new, cheap, safe and effective drugs targeting various novel biochemical pathways
and better mechanism of action are need of the hour. Over the past few years,
vigorous effort in antimalarial drug discovery has generated several promising
antimalarials, which are active across different stages of the parasite life cycle,
offering hope for new treatments. Various organizations like Novartis, GSK and
MMV are involved with malaria drug discovery. The Medicines for Malaria Venture
(MMV) is one of the largest organizations which are involved in development of
new antimalarial drugs. Today, several leading antimalarial candidates are
compounds from Malaria Box and Pathogen Box of MMV [150, 151]. A number
of antimalarial candidates are discussed below.

DSM265 Several antimalarial drugs like pyrimethamine and atovaquone target
DNA synthesis by inhibiting the pyrimidine nucleotide biosynthesis. A vital step
of this pathway is catalyzed by dihydroorotate dehydrogenase (DHODH). DSM
265 is a triazolopyrimidine-based inhibitor of DHODH [152]. It is the first DHODH
inhibitor targeting Plasmodium DHODH to reach clinical development for treatment
of malaria. DSM265 is highly selective towards Plasmodium DHODH and shows
high efficacy against both blood and liver stage parasites [71, 153]. Pharmacokinetic
studies of DSM 265 shows it to have a lengthy half-life in humans, thus making it a
promising candidate for single-dose chemotherapy [154].

KAF 156 The KAF 156 or GNF156 is jointly developed by Novartis and STPHI
with support from the Bill and Melinda Gates Foundation (MMV) and is currently
undergoing phase IIb combination study with lumefantrine. It belongs to a novel
class of antimalarial agent, imidazolopiperazines. It has been found to be effective
against both asexual and liver-stage parasites and artemisinin-resistant parasites.
Some studies have showed it to be effective against the mature gametocytes too
[155–157]. The mode of action of the KAF156 is currently unknown because in vitro
resistance to KAF156 is associated with mutations in three P. falciparum genes,
acetyl-CoA transporters, UDP-galactose and CARL (cyclic amine resistance locus)
which are not thought to be the target of KAF156 [155, 158, 159]. First in human
pharmacokinetic data found it to be safe and well tolerated at even 1200 mg. Clinical
trials showedKAF 156 to have a cure rate of around 67%.Clearance of parasitemiawas
reported from patients with P. falciparum as well as those with P. vivax. Even patients
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suffering with infections from artemisinin-resistant parasites were cured. However,
many patients were reported to suffer from various adverse events like asymptomatic
sinus bradycardia, thrombocytopenia, anaemia and hyperbilirubinemia [160].

Tafenoquine The tafenoquine or WR238605 is a new antimalarial drug jointly
developed by the GlaxoSmithKline Pharmaceuticals (GSK) and Walter Reed Army
Institute of Research (WRAIR) in association with MMV [161]. Tafenoquine, an
8-aminoquinoline, was developed as a possible alternative for primaquine. In vivo
studies have shown it to be ten times more efficient and less toxic than primaquine
when used as a prophylactic. It is active against the liver and blood and also blocks
the sporozoite development in the mosquitoes [162–164]. It has completed phase III
clinical trials and has recently been approved by the US FDA for prevention of
relapse in the case of P. vivax malaria under the commercial name of Krintafel. PK
studies for tafenoquine show that it has rapid absorption and a prolonged half-life of
about 16 days, thus ideal for a single-dose regimen. The dose of tafenoquine has not
been established. In general, a “fire and forget” strategy suggests three doses of
200 mg are sufficient to provide protection for up to 11 weeks idea for short-term
travellers [165]. A single dose of 300 mg has been used for treatment of P. vivax
under global P. vivax radical cure programme [166]. However, like primaquine,
tafenoquine is reported to cause haemolysis in people with G6PD deficiency thus
suggesting that care should be taken while administering drug to such patients
[167]. Adverse effects include mild GI upset, headaches, nausea and myalgia.

Artefenomel OZ439 or artefenomel is a novel trioxolane being developed as a
partner drug with ferroquine jointly by MMV and Sanofi [71]. It is one of the
MMV’s front-runner compounds with single-dose cure potential and is currently
in phase IIb of clinical trials. Artefenomel is a synthetic ozonide which is based upon
the 1, 2, 4-trioxolane pharmacophore which are similar to artemisinin. The first
trioxolane, OZ277/arterolane, was developed by MMV and Ranbaxy India and was
marketed in combination with piperaquine under the brand name Synriam
[168]. Lately, it has now been licensed for clinical use in several African countries.
However, studies have shown loss of potency against artemisinin-resistant parasites.

Artefenomel is the second trioxolane after arterolane to advance the clinical trials.
Studies by Phyo et al. [9] showed artefenomel has high parasite clearance rate
against both P. falciparum and P. vivax and was active against artemisinin-resistant
parasites too. It offers a number of advantages like ease of synthesis, better ADME
properties and a prolonged half-life of around 46–62 h making it ideal for single-
dose therapy in combination with other drugs [169–172]. Combination studies with
ferroquine are in the patient exploratory [173].

MMV0048 The MMV0048 or MMV 390048 is another promising drug candidate
being developed by MMV in collaboration with H3D Cape Town. In 2014 it became
the first drug to enter phase I in Africa; by 2017 FPFV phase IIa was completed in
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Ethiopia. MMV0048 belongs to a novel class of inhibitors called 2-aminopyridine
which was developed on the basis of a series of hits identified from a high-
throughput screening of a commercially available BioFocus library [174].

Chibale et al., through various in vitro and in vivo studies, showed this compound
to be highly efficacious against multiple stages of the parasite in host and mosquitoes
(except liver hypnozoites) which not only provides protection against infection but
also has the potential for transmission-blocking activity [175]. In order to understand
the mechanism of action of MMV0048, Chibale et al. used various genomic and
chemo-proteomic approaches; PI4k (a membrane-associated kinase, involved in cell
signalling and trafficking, essential for parasite) was identified as the possible target
of MMV0048. PKPD studies showed it to have a long half-life and good absorption
which makes it a promising antimalarial which can further develop for single-dose
combination therapy.

UCT943 The UCT943 is the second preclinical candidate developed jointly by
H3D and Medicines for Malaria Venture (MMV). It was developed as a next-
generation PI4K inhibitor, to address the issues of low aqueous solubility and anti-
Plasmodium potency associated with MMV048 [176]. Modification of
2-aminopyridine to 2-aminopyrazine core along with incorporation of a
piperazinylamide group not only improved the physiochemical properties of the
compound but also significantly improved the efficacy across the parasite stages.
Pharmacokinetic studies found it to be slow-acting compound with long half-life
similar to mefloquine. Based on the studies by Chibale et al., UCT943 has potent
activity against all stages of the malaria parasite and thus has the potential to form
part of a single-exposure radical cure and prophylaxis treatment [177].

Spiroindolone/KAE609 (Cipargamin) The spiroindolone is a novel class of
antimalarials discovered in a whole-cell screen by Novartis and STPHI
[178]. KAE609 is a synthetic analogue of spiroindolone, which has shown to possess
better antimalarial activity against multiple stages of malaria parasite than artemisinin
[179]. The phase IIa trail of KAE609 has been completed, with a target set for next
milestone – completion of phase II in 2019/2020. The likely molecular target of
KAE609 has been identified as P-type Na+ATpase, PfATP4p due to emergence of
resistance mutations in the gene coding for the ATPase [180]. In vitro studies in
Plasmodium falciparum show it to be active in nanomolar ranges including
gametocytes stages [181]. Clinical trials data disclosed no safety concerns regarding
KAE609 as well as had favourable pharmacokinetic properties needed for single-dose
cure. Further studies showed it to have a fast parasite clearance time in patients with
uncomplicated Plasmodium falciparum and Plasmodium vivax malaria [182]. It was
also found to be highly effective in treatment of resistant malaria.

SJ733 The SJ733 is another clinical candidate identified through high-throughput
screening that acts upon pfATP4 [180]. It is a dihydroisoquinoline (DHIQ) and is
being developed as single-exposure radical cure and prophylaxis (SERCaP) drug by
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MMV in collaboration with St. Jude Children’s Research Hospital and Rutgers
University. In vitro and in vivo studies have shown it to be potent against both
asexual and sexual blood stages in nanomolar ranges, with a rapid clearance rate
[183]. Further studies showed it to be safe and highly orally bioavailable. Currently it
is in phase I trial of clinical development.

Fosmidomycin Fosmidomycin is an antibacterial compound which was developed
to treat urinary tract infections; however, it was later discontinued due to its lack of
effectiveness against recurrent infections [184, 185]. It is a potent inhibitor of
1-deoxy-D-xylulose 5-phosphate reductoisomerase, an essential enzyme of the
non-mevalonate pathway of isoprenoid pathway. The MEP pathway is shown to
be essential for malarial parasites [186]. As this pathway is absent in humans, MEP
pathway enzymes represent an attractive target for drug development [96, 187]. Clin-
ical studies have showed that the drug is well tolerated and is effective in the
treatment of clinical malaria. However, because of its highly charged nature, it has
a poor pharmacokinetics. It also has a short plasma half-life of 3.5 h which is likely
related to high rate of recrudescent malaria in children treated with the FSM
combinations [188]. Few episodes of mild gastrointestinal side effects have also
been reported. Currently the drug in phase IIb studies in combination with
piperaquine [189].

AQ-13 Chloroquine was one of the most widely used antimalarials, but the emer-
gence and spread of resistance against the drug has led to its abandonment. In recent
years, various chemical approaches have been followed to develop new
4-aminoquinolines that are having similar chloroquine antimalarial potency as well
as are active against CQ-resistant Plasmodium parasites. AQ-13 alternatively named
Ro47–0543 is a CQ analogue with a shortened diaminoalkane side chain and is in
development for treatment of resistant P. falciparum malaria. The molecule was
discovered simultaneous by two research groups one at Roche, Switzerland, and
other at Tulane University, USA [190, 191]. Because of the structural analogy,
antiplasmodial activity of AQ-13 is probably similar to CQ, i.e. interferes with
heme detoxification pathway [191]. Pk studies of AQ-13 showed it to have fast
absorption and a half-life of about 13 days. Maximal concentration (Cmax) was
achieved within 3–4 h. Phase 2 of clinical trial showed to it to be well tolerated and a
safe drug [192, 193]. Thus, it possess all the excellent properties of being an ideal
drug, namely, the prolonged coverage of protection provided by the long half-life
leading to sustained cure and a post-treatment prophylactic effect. It is currently
being considered for combination therapy.

Sevuparin Mortality due to severe malaria remains high. Death of severe malaria is
characterized by hyperparasitaemia and microcirculatory flow obstruction in vital
organs because of cytoadherence of infected RBCs and rosette formation
[194, 195]. Sevuparin is being developed as an alternate treatment in severe
P. falciparummalaria. It acts as a decoy receptor of heparan sulphate, during malaria
infection, affecting both merozoite invasion and sequestration of infected
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erythrocytes [196, 197]. It is an acidic, negatively charged, anti-adhesive polysac-
charide derived from heparin with eliminated antithrombin (AT) binding domain
[198, 199]. A phase I/II clinical study showed sevuparin to be safe and well tolerated
in the malaria patients. It is currently being tested for sickle cell disease.

SC83288 The SC83288 is an amicarbalide derivative which is being developed for
the treatment of severe malaria. Amicarbalide was used in veterinary medicine as an
antiprotozoal drug but was discontinued due to slow parasite clearance rates, high
relapse frequencies, poor oral bioavailability, undesirable mutagenic and toxic side
effects and manufacturing safety issues [200, 201]. Optimization of pharmacological
and antiparasitic properties of amicarbalide yielded compound SC83288, which is
fast-acting and is able to clear P. falciparum parasites at low nanomolar concentrations
in vitro (IC50 valueso10nM). Studies in humanized NOD/SCID mouse model system
showed it cured P. falciparum infection within 48 h following a dose of 2.5 mg/kg
once per day over a period of 3 days. Preclinical pharmacokinetic and toxicological
studies support the clinical development of SC83288. The compound is primarily
active against trophozoites blood stage but also target early stage (I–III) gametocytes
[202]. Considering its fast antiplasmodial activity and unique chemotype that does not
reveal cross resistance to currently used antimalarials, SC83288 could be used in
combination therapy against severe malaria.

Methylene Blue (Proveblue) The methylene blue is an old antimalarial introduced
in the late nineteenth century which was later replaced by mepacrine and chloro-
quine because of the presence of heavy metals in its preparation. Recently, Provence
Technologies have synthesized Proveblue which is a new methylene blue formula-
tion that complies with the European Pharmacopoeia and contains limited organic
impurities and heavy metals of recognized toxicity.

Methylene blue has an unusually high antimalarial potency (IC50 ¼ 4 nM) and
selectivity (with a cytotoxicity index of 450) [203]. Methylene blue is pleiotropic,
interferes with heme metabolism and also inhibits the activity of Pf glutathione
reductase leading into cytosolic depletion of glutathione which favours the activity
of chloroquine [204]. Thus, methylene blue might be able to sensitize the parasite for
chloroquine and even revert chloroquine resistance. Synergistic effects were
observed when Proveblue was used with mefloquine, quinine and
dihydroartemisinin [205]. Proveblue when combined with atorvastatin, showed
high efficacy in preventing cerebral malaria [206]. However, further studies are
needed to define its role in malaria treatment.
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Summary

Malaria is an important disease in the aspect of mortality and socio-economic
burden. Treatment strategies against malaria went through phases of success and
failure for long time, and thus a constant effort for antimalarial development has
remained a priority. Lack of effective vaccine for protection and the artemisinin and
its derivatives as the only option has made the situation rather dangerous. Increase in
drug resistance in recent times once again highlighted the utmost importance of
newer small molecule inhibitor identification and development. Although lower
success rates of lead molecules in the trials highlight the need for identification of
more drug targets and rational drug design. Different organelles in parasite harbour
some of the important pathways which are required for the survival of the parasite
and thus pose as suitable drug targets. With advent of new technologies in genomics,
proteomics, structure biology and medicinal chemistry, identification of such targets
gained pace and the field of antimalarials development has progressed significantly
in recent past. In recent past, a number of novel compounds targeting pathways
related to haemoglobin degradation, lipid synthesis, fatty acid synthesis and pyrimi-
dine synthesis have been developed as potential antimalarial. Development of these
new candidates and designing of combination therapy will help to combat the drug
resistance in malaria (Fig. 1 and Table 1).
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Cellular Homoeostasis and Cell Signalling
in Malaria Parasite: Role of Autophagy

Azhar Muneer, Shweta Singh, Monika Narwal, Pawan Malhotra,
Asif Mohmmed, and Sumit Rathore

Abstract
Autophagy has a direct and indirect role in health and disease. By definition, it is
an exceedingly complex process which degrades and modifies damaged and
surplus macromolecules in the cell. Autophagy has also been defined as a process
which plays a role in dynamics of organelles using enzymes in lysosomes.
Malaria parasite, i.e. Plasmodium, is a deadly parasite which encounters various
conditions during its life cycle, ranging from temperature fluctuations to drug
pressures. Role of autophagy in coping with these changes in Plasmodium is not
well defined; however, there is growing evidence for role of this mechanism in
life cycle of the parasite. This chapter highlights the link between different
homologues of ATG protein present in Plasmodium and explores the mechanisms
underlying these connections and their implications for cell physiology and
survival of the parasite.

Keywords
Autophagy · Malaria · Plasmodium · ATG proteins · Programmed cell death ·
Stress

Introduction

Last decade has seen tremendous gains in knowledge regarding autophagy
pathways. Autophagy plays a role in a variety of processes, which range from its
cellular role of degrading unwanted material to more sophisticated phenomenon of
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organellar homoeostasis. Autophagy now represents an emerging role in various
human diseases including infectious disease and cancer. Autophagy also plays
crosstalk and overlapping function with a number of cellular processes such as
apoptosis and senescence. A lot of information is available about autophagy events;
however, a constant effort to understand process of autophagy is ongoing. Cellular
homoeostasis in malaria pathogen, i.e. Plasmodium, is not a much explored area, but
it gives a challenging opportunity for researchers to understand this complex phe-
nomenon in this highly evolved parasite. In this chapter, we review three main
aspects: autophagy in the Plasmodium; autophagy in cellular homoeostasis in
Plasmodium; and autophagy of host affecting the parasite life cycle. Plasmodium
autophagy is an upcoming area of research; thus, we have tried to compile all the
information regarding homologues of autophagy pathways and proteins in Plasmo-
dium. Finally, we describe the role of host autophagy in limiting the spread of
Plasmodium infection and crosstalk between host and pathogen autophagy
mechanisms.

Autophagy and Signalling in Plasmodium

Plasmodium falciparum is a deadly pathogen which causes malaria in millions of
people globally, leading to death of thousands annually. It also causes a socio-
economic impact on the well-being of the human society as it leads to poverty and
neurological sequelae for an undetermined number [1]. There have been extensive
studies defining cellular signalling during the life cycle of the parasite, which clearly
defines its mechanism for survival and pathogenesis under normal conditions.
However, little is been studied to understand the mechanism parasite follows to
cope with the stress conditions it faces during the life cycle, which can include
“Crisis form” morphology of the parasite. In crisis form morphology, parasite
appears as punctuated and condensed parasite [2, 3]. This crisis form is attributed
to the immunological response of human system against the parasite. Later the crisis
form morphology was also observed in chloroquine-treated parasites, which subse-
quently died after the treatment [4]. Similarly, different cellular stress on the parasite
led to induction of specific sequence of cellular events which ultimately caused
apoptosis-like cell death [5–7]. This apoptosis-like death of the parasite opened a big
debate about regulated cell death mechanism of the parasite. Regulated cell death is a
balance between different mechanisms involving survival strategies, e.g. autophagy,
and those involved in cell death process. Autophagy-like events have been observed
both during the cell adaptation to stress and during the regulated cell death process,
and it could be playing role in cell adaptation to stress [8]. Interestingly, the cellular
stress-induced effects on parasite are reversible for a particular period till the
apoptosis pathways are induced, suggesting an anti-apoptotic survival mechanism
in the parasite during initial phase of stress [5–7]. It will be crucial to understand the
metabolic pathways induced for survival mechanism which may guide towards key
proteins involved in cellular homoeostasis in the parasite.
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Another important aspect which needs investigation is about cellular
homoeostasis in the parasite during various stages of its life cycle. Plasmodium
enters a human when an Anopheles mosquito bites and releases sporozoite in the
bloodstream from where it travels to the hepatocyte. After rounds of inter-hepatic
cycle, the merozoites get released in the blood and invade erythrocytes. During this
life cycle, the parasites transit between various stages, ring, trophozoites and
schizonts, which also involve changes at the organellar level. Mechanism involved
in this transition is not known, but autophagy can be speculated as one of the
possible pathways which can govern this phenomenon. One such example comes
from the observation that post-invasion of hepatocytes, P. berghei ATG8-decorated
micronemes (an invasion-related organelle) are expelled from the parasite and
degraded by enzymes present in the parasitophorous vacuole (PV) lumen [9]. There-
fore, formation of the “crisis form” and degradation of specific organelles during
parasite differentiation need exploration of a mechanism which can explain these
phenomena. Autophagy is one of such mechanism which is suggested to play similar
roles in other organisms [8, 10]. Autophagy is a catabolic pathway conserved among
eukaryotes that allows cells to rapidly eliminate large unwanted structures such as
aberrant protein aggregates, superfluous or damaged organelles and invading
pathogens. Autophagy is considered to be a survival mechanism and an important
pathway in the maintenance of the cell homoeostasis. Disruption in the normal
autophagy machinery leads cells towards non-apoptotic pathways. Autophagy can
be both specific and non-specific towards elimination of damaged organelles or
aggregates of unfolded proteins.

Autophagy was described for the first time almost five decades back. Various
studies based on lysosomal, biochemical and morphological changes provided the
role of such a mechanism. Further research in the field of yeast biology allowed a
better understanding of the phenomenon at molecular and genetic level. Identifica-
tion, isolation and characterization of 27 genes related to the autophagy mechanism,
which now have been termed as autophagy-related genes (ATGs), have paved the
path for better understanding of the phenomenon [11]. Identification of autophagy
started with acid phosphatase-stained electron microscopy images showing presence
of lysosomes in rat liver [12]. Purification of these lysosomes leads to identification
of other structures termed as dense bodies which have almost the same properties of
lysosomes including presence of hydrolases [13]. Later these dense bodies were
named as autophagosome vacuoles or AVs, which are distinct from lysosomes. The
presence of whole organelles like mitochondria in these autophagosome vacuoles
from newborn mouse kidney cells highlighted the organelle degradative role of these
structures [14]. It is becoming highly evident that autophagy is highly selective
quality control mechanism whose basal levels are important to maintain cellular
homoeostasis [15]. A number of organelles have been found to be selectively turned
over by autophagy, and cargo-specific names have been given to distinguish the
various selective pathways including the ER (reticulophagy or ER-phagy),
peroxisomes (pexophagy), mitochondria (mitophagy), lipid droplets (lipophagy),
secretory granules (zymophagy) and even parts of the nucleus (nucleophagy) [16–
18]. In addition, it has been proposed for a long time that, although generally a
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cytoprotective mechanism, autophagy can initiate or execute cell death under certain
conditions such as cellular stress or starvation [19].

The basic feature of autophagy is generation of autophagosome, which is the site
where degradation of macromolecules to their native constituents takes place.
Different stages for the autophagosome generation have been listed as induction,
nucleation, expansion, fusion and cargo recycling. All of these stages involve
different autophagy proteins along with different signalling molecules. Out of ~30
autophagy-related genes (ATGs) which were identified in yeast, the Plasmodium
genome contains 15 homologues of autophagy-related genes (ATGs). Here we have
discussed role of different ATGs in various steps of the autophagy process, their
homologue in Plasmodium and their possible role in cellular homoeostasis of
parasite life cycle.

Induction and Nucleation of Autophagosome Vacuoles

The induction of autophagy vacuoles and the source of membranes for their forma-
tion has remained a phenomenon which has been investigated and has remained
complex for long time. Endoplasmic reticulum and Golgi bodies were pointed out as
the source for the generation of membranes for these autophagosome vacuoles,
although no confirmatory source of AVs are suggested till now [20–22]. Once
these AVs are formed, irrespective of their source of generations, morphologic
studies showed that these structures acquire degradative enzymes through fusion
with mature lysosomes [23]. Different steps and various ATG proteins are involved
in the generation of mature autophagolysosome [24, 25].

Change in the environment, i.e. nutritional starvation or temperature changes, are
sensed by the cells using different receptors on their surfaces, which is further
relayed to the downstream effector molecules using different signalling mechanisms.
Autophagy initiation occurs with development of single site called the
pre-autophagosomal structure (PAS; also called phagophore assembly site). Under
a fluorescence microscope, the PAS is detected as a single, dot-like accumulation of
Atg proteins next to the vacuole. In Mammal’s PAS is missing, but small sites where
assembly starts are found to be associated initially with ER membrane [26, 27],
Golgi membranes [28, 29] and nuclear membranes [30]. Nutrition starvation is one
of the triggers which can throw a cell into the mechanism of autophagy. In depriva-
tion of some amino acids or proteins, autophagy has been induced in the cell through
target of rapamycin complex 1 (TORC1) which can sense changes in the extracellu-
lar environment of cell. TORC1 induction further leads to activation of ATG1 kinase
complex. Plasmodium lacks homologue of TORC1 complex; PfTOR has very poor
homology or even extensive variations that set it apart from other conserved
sequences, which may suggest that PfTOR is regulated differently or its activity
may be variable. Interestingly, phosphorylation of PfeIF2α by PfeIKI in response to
starvation is described by Fennell et al. [31], which suggest that this system
(downstream of TOR) regulates response to amino acid starvation. Similarly,
Williams et al. [32] described an autophagy pathway independent of mTOR that is
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induced in a Ca2+-dependent fashion in neuronal precursor cells. This precedent
suggests that it is possible for autophagy to operate independently of TOR. In
Plasmodium, generation of autophagosomes has remained a very intriguing mecha-
nism. As in other systems, source of phagophore membranes is not very clear and
has remained a question of investigation.

Atg1 Kinase Complex

In yeast, which is a metazoan, autophagy has been inhibited by the TOR kinase,
which phosphorylates components of Atg1 kinase complex. The ATG1 complex is
composed of ATG1 and ATG13, along with a scaffold made up of ATG17-ATG31
and ATG29. This whole complex acts a nucleation site to bring all the ATG proteins
required for complex functioning. ATG1 kinase activity in complex with ATG13-
Atg17 is required for the phagophore formation. Further the activity of ATG1 has
been regulated by TOR kinase which prevents interaction of ATG13 with ATG1 by
phosphorylating the ATG13 [33]. TOR kinase is energy-sensing kinase and thus acts
as a regulator for the initiation of autophagy sensitive to nutrient and growth factor
availability. Similar function is carried out by ULK1 which is a homologue of Atg1
in reticulocytes [34]. In mammals, the complex comprises of ULK1, ATG13,
ATG101 and FIP200. Out of the described Atg1 kinase complex defined in
mammals, Atg1 and its mammalian binding partner FIP200 and Atg101 are present
in the Plasmodium genome. ULK1 is the mammalian orthologue of Atg1, while
FLIP200 is the mammalian counterpart of Atg17. Atg13 is an important partner of
Atg1 complex; however it is not present in the Plasmodium genome [35].

PfAtg1 also differs from Atg1 from other organisms; it lacks C-terminal domain,
which is required for interaction with ATG13. Another interesting observation about
PfAtg1 is presence of Atg8-interacting domains, which points towards presence of
Atg13-independent pathway of autophagy in Plasmodium, as has been shown in
yeast [36].

ATG9 and Its Cycling System

Apart from the start point of phagosome formation, another important question about
autophagy is the source of lipid used for formation of autophagosomes and their
cycling to the site of initiation. Atg9 is an integral membrane protein which acts as a
carrier of membrane during the assembly process [37]. Atg9 is little different from
most of other Atg proteins, as most of Atg proteins has single localization on PAS,
whereas ATG9 localizes to multiple puncta structures [38]. Plasmodium genome
shows absence of PfAtg9, which points towards presence of other important protein
compensating for the role of this important protein in the generation of
autophagosomes.

Cycling of ATG9 between PAS and structure other than PAS is thought to be
potential source of lipid for the formation of PAS. Anterograde movement of Atg9 to
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PAS involves several other Atg proteins in mammals including PfATG23 and
PfAtg27. Plasmodium genome also lacks presence of PfAtg23 and pfAtg27
homologues. Retrieval of Atg9 from PAS to peripheral locations depends on
Atg1-Atg13 kinase complex and Atg2, Atg18 and PtdIns3K complex I [38]. Atg2
and Atg8 is a set of important interacting peripheral membrane proteins which can
interact with Atg9 [39]. Interaction of Atg18 requires both Atg2 and Atg8
[40, 41]. Atg18 has been shown to interact with two phosphoinositides, PtdIns(3)P
and PtdIns[3, 5]P2; however Atg18 interacting with PtdIns(3)P is required for
autophagy [42]. In yeast, Atg1-Atg13 complex promotes interaction of Atg9 with
Atg2 and Atg18, and formation of the ternary complex leads to release of Atg9 [43].

PfAtg18 also shows interaction with PtdIns(3)P and gets localized to vesicles
near apicoplast and food vacuole [44]. PfAtg18 disruption leads to increase in the
number of PfATG18-positive vesicles with P. falciparum maturation, which
corroborated well with increases in PfATG18 expression in mature trophozoites
and schizonts. The PfATG18 vesicles were observed in close vicinity of the food
vacuole and there was no apparent colocalization of PfATG18 with the apicoplast;
some PfATG18-labeled vesicles were detected near the branching apicoplast and in
proximity of vesicles containing downstream autophagy protein PfATG8. PfATG18
interact with 30-PIPs via the FRRG motif, and mutation of this motif resulted in a
significant loss of its vesicular localization. PfATG18 having FRRG domain and
binding potential towards PI3PK have speculated role in binding of Atg2 and lead to
attachment of PfAtg18-PfAtg2 to PAS.

In other systems ATG18 interaction with PtdIns(3)P leads to attachment of ATG8
to phagophore and its elongation [45]. In Plasmodium, no direct interaction has been
shown between PfATG8 and PfATG18. However, downregulation of PfATG18
leads to decrease in the number of PfATG8-positive vesicles under normal
conditions [44]. A putative homologue of PfAtg2 has also been identified in the
genome.

Atg8 and Atg12 Ubiquitin Conjugation System

Another important pathway for autophagy mechanism in yeast is ATG5-ATG12
pathway, which involves ubiquitin-like enzymes for its implication. Plasmodium
contains homologues for Atg8, Atg3 and Atg7 from this branch of autophagy [46–
48]. PfAtg8 remains the choice of molecule that has been targeted in Plasmodium to
understand the autophagy and its role in the life cycle of parasite. Atg8 orthologues
from most organisms require proteolytic processing of one or several amino acids to
expose a C-terminal glycine. PfAtg8 differs from its mammalian homologue, in
having a C-terminal glycine. This exposed C-terminal glycine is required for
attaching Atg8 to its E1 ubiquitin enzyme Atg7. In mammals ATG4-based
processing is required for making the C-terminal glycine for conjugation of ATG8
towards phosphatidylethanolamine (PE). Lipidated form of Atg8 has been suggested
to be a marker of autophagy in mammalian system, as ATG8-PE remains conjugated
with autophagosome during fusion to the lysosome [49]. In Plasmodium various

218 A. Muneer et al.



studies tried to decipher the localization of PfAtg8. PfAtg8 has been targeted in
Plasmodium to understand the autophagy and its role in the life cycle of parasite [43–
48, 50, 51]. C-terminal glycine of PfAtg8 has an important role in the association of
PfAtg8 with these punctate structures and apicoplast as removal of this C-terminal
glycine leads to diffuse localization of this protein in the cytoplasm in liver stage
[47]. Recently structure of PfAtg8-PfAtg3 has been solved, which suggest that
Plasmodium Atg8 contains an insertion of nine residues only conserved within
Apicomplexa that comprise β3 and the turn in the loop [35].

In yeast, lipidation of Atg8 requires E1-type ligase Atg7, E2-type ligase Atg3 and
a cysteine protease Atg4. Plasmodium genome has all of these three ATG proteins,
Atg3, Atg4 and Atg7, which are shown to be transcribed in blood stages of the
parasite life cycle [52]. Processing of C-terminus of Atg8 by Atg4, followed by
activation using ATP, allows it to interact with Atg7. Atg8 is further transferred to
Atg3, an E2-like conjugating enzyme, leading to formation of second thioester bond
followed by conjugation to nitrogen of PE. This process also requires noncovalent
interaction between Atg8 and Atg3 through a well-characterized Atg8-interacting
motif (AIM) in Atg3 and two hydrophobic pockets, termed the W- and L-site, in
Atg8. In Plasmodium Atg3 also contains Atg8-interacting motif along with the
WLLP residues which are responsible for the interaction of Atg3-Atg8 [35]. Atg3-
Atg8 interaction has been targeted well in Plasmodium as possible site for the action
of small molecule inhibitors [53].

Deconjugation of PfAtg8 from its binding sites for recycling has been carried out
by other cysteine proteases, i.e. PfOTU [55]. Depletion of PfOTU levels also affects
PfAtg8 conjugated forms and thus affects transport of apicoplast proteins. PfAtg8
localization to the punctate structure during normal conditions and relocalization
during nutritional starvation conditions or during drug treatment point towards
important role in autophagy mechanism in the Plasmodium [56]. PfAtg8-associated
double-membrane vesicular structures are also shown to contain PfRab7 [57]. During
nutritional starvation conditions, these double-membrane vesicular structures are
shown to be near to the food vacuole, which points towards food vacuole as the final
site of their localization [57].

Atg7 Protein Complex

The PfAtg7 shows low identity (14.7%) and similarity (32.2%) to yeast Atg7;
however, it shows conservation of key residues, including the catalytic cysteine
and ATP-binding domain [54]. Atg7 is an E1-type activating enzyme, which is a
ubiquitin-related modifier. It follows the mechanism of protein ubiquitination in
order to lipidate Atg8. During the process, a thioester intermediate is formed
between the E1 (Atg7) and ubiquitin (Atg8). Ubiquitin (Atg8) is then transferred
to the catalytic cysteine residue of the ubiquitin-conjugating enzyme or E2 (Atg3).
The final step includes transfer of ubiquitin (Atg8) to its target protein (PE) forming a
covalent bond through an isopeptide linkage. This can occur directly by the E2 or
through a third ubiquitin-protein ligase or E3 (Atg5-Atg12). Putative homologue of
ATG12 and Atg5 has also been identified in the host.
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PtdIns3K Complex

Another signallingmechanismwhich plays a role in the initiation process of autophagy
is class III PI-kinase-based pathway. Vesicular protein sorting 34 or vps34 is a class III
PI-kinase which carries out initiation of autophagy in yeast in complex with Atg6 and
Beclin1 [58]. Interaction of Beclin1 and Vps34 promotes activity of Vps34, which
leads to higher production of phosphatidylinositol-3-phosphate (PtdIns3p) required for
phagophore formation and elongation. Beclin1-Vps34 complex has further been
joined by various different regulatory molecules which leads to either promotion of
autophagy or its inhibition. UVRAG, ATG14L, BIF-1 and AMBRA are shown to
promote autophagy when they interact with beclin1-vps34 complex [22, 59], whereas
Rubicon and Bcl-2 lead to inhibition of autophagy [60, 61]. Interaction of Bcl-2 with
Beclin leads to disruption of beclin1-vps34 complex and leads to inhibition of
autophagy [61, 62]. Class III PtdIns3K complex is comprised of five distinct proteins:
Vps34, the regulatory kinase Vps15, Vps30/Atg6, Atg14 and Atg38 [63, 64]. This
complex is responsible for the production of PtdIns3p, which plays a very important
role for the correct localization of other ATG proteins including Atg18 and Atg2
enabling the recruitment of Atg8, Atg9 andAtg12 of the pre-autophagosomal site [65].

Plasmodium genome harbours homologue of vps34, which is also termed as
PfPI3K (ref). PfPI3K has been identified and found to be localized at various places
ranging from digestive vacuole (DV), the parasite membrane and vesicles in host
erythrocytes [66]. PfPI3K is mainly shown to be involved in haemoglobin uptake
and degradation pathways, as inhibition of pfPI3K with wortmannin causes accu-
mulation of unutilized haemoglobin [66]. Pfvps34 do not contain pleckstrin homol-
ogy domains and Ras binding sites that are usual features of class I and class II
PI3Ks. PfVps34 is an essential protein for the survival of the parasite [67]. The
Pfvps34, along with process of haemoglobin uptake and degradation, had been
hypothesized to be a key regulatory checkpoint in the autophagy-like cascade of
P. falciparum [35, 51]. As cellular material is likely to be digested within the
digestive in parasite, Pfvps34 appears to be key component of Plasmodium
falciparum autophagy cascade in absence of TOR kinase activity [35].

Phagophore Expansion

Ubiquitin-like systems also play key role in the autophagy phagophore expansion
process. Two major key ubiquitin pathways are Ag5-Atg12 complex and the LC3
processing pathway. ATG12 and ATG8 are the most important ubiquitin-like
proteins in the process of autophagy. They have high similarity to the ubiquitin at
the structural level, but they are not the real homologues. ATG5-ATG12 pathway
starts with ATG7 binding to the carboxyl terminal of ATG12 activating the later one
in an ATP-dependent manner. This activated ATG12 then has been transferred to
ATG10. ATG10 acts like an E2-ubiquitin-like enzyme which carries out attachment
of ATG12 to residue 130 lysine of ATG5 leading to formation of ATG12-Atg5
complex. This conjugated ATG5-ATG12 pairs with ATG16L dimers to form bigger
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multimers of ATG5-ATG12-ATG16L which leads to the extension of phagophore
membrane. This growing multimer complex then further has been joined with
LC3B-II, the product of second important ubiquitin system playing a role in
autophagy in mammals. Microtubule-associated protein light chain 3 (LC3B) is
full-length cytosolic protein, which has been acted upon by ATG4 which is a
cysteine protease, leading to formation of LC3B-I, which contains a C-terminally
exposed glycine residue. This exposed glycine residue has then been activated by
ATG7 in an ATP-dependent manner. Activated LC3B-I is then transferred to Atg3; a
different E2-like carrier protein before phosphatidylethanolamine (PE) is conjugated
to the carboxyl glycine to generate processed LC3B-II.

PfAtg5 is a recently characterized ATG protein in Plasmodium [52]; it has been
found to be associated with punctuate structures throughout the parasite cytosol,
which may point towards presence of autophagosome-like structures near the
mitochondria and ER as observed in mammalian systems [52]. The putative
PfAtg5 is a much longer protein due to insertions as compared to its counterparts.
The lysine amino acid residues present at position 479 are involved in conjugation
with PfAtg12; in addition, a lysine residue is present at position 480.

Roles of Autophagy in Plasmodium

After being released in the blood after mosquito bites, sporozoite moves to the
hepatic cells and tries to establish liver stage development of the parasite. During
this process, sporozoite gets converted into metabolically active trophozoites. This
whole metamorphosis involves lot of activity at the cellular level and involves
changes in the shape of the parasite. Along with this shape changes, they start losing
some of the organelles [68], and at the end of this metamorphosis, parasite is only left
with organelles required for replication. The mechanism that underlies this process
was speculated to be autophagy at the time, although much of ATGs identified in
yeast have not been recognized in the parasite. Plasmodium cellular homoeostasis is
a very important but complex mechanism in the life cycle of the parasite. Plasmo-
dium sporozoites treated with 3-methyladenine (3-MA), which targets Vps34,
needed for PI(3)P production and phagophore formation, delay conversion into
trophozoites [69].

Autophagy in Protein Secretion and Trafficking

Protein secretion in Plasmodium is an important process which is required for its
survival and pathogenesis. Parasite remodels the host and exports a number of
proteins to the host cytoplasm and to the surface [70]. Plasmodium stays in the
host encapsulated in the parasitophorous vacuole, from which parasite proteins have
to travel across the PV and plasma membrane, which require novel pathways for
secretion. Exophagy is one of the mechanisms through which these kinds of protein
secretion are been observed in secretion of Acb1 protein in yeast, which utilizes
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autophagy mechanism involving GRASP65, t-SNARE and sso1 [71]. Plasmodium
genome contains homologue of GRASP65 and t-SNARE [72], which points towards
possibility of exophagy as part of transport mechanism in the parasite.

Another example regarding the role of autophagy in protein secretion comes from
type III PI3K, e.g. vps34, a lipid kinase at the ER that produce PI(3)P on the outer
leaflet, and recruit proteins to the phagophore and formation of autophagosome.
Plasmodium homologue of the Vps34, PfVps34, from lysate has also been shown to
have PI3K activity and can be inhibited by wortmannin class III PI3K. PfVps34
localizes to the food vacuole and different vesicular structures near the food vacuole
and the plasma membrane in the blood stage [73]. Further, Vps34 inhibition in
sporozoites delays its development to trophozoite [73]. The electron microscopy
studies of liver stage parasite showed presence of double-membrane structures
resembling autophagosomes having microneme point towards role of exophagy in
protein secretion in the parasite.

PfAtg8 role in protein trafficking has also been highlighted in early-mid tropho-
zoite, where it is suggested to be linked to haemoglobin uptake [57]. Chloroquine
treatment to the early-mid trophozoite leads to increase in vesicles, which are
assumed to be autophagosomic vesicles. Prolonged starvation or high cytocidal
concentration of chloroquine (CQ) leads to relocalization of PfAtg8-containing
vesicles from the parasite to host cytoplasm [51]. However, Cytostatic concentration
of chloroquine (100 μm and 300 μM) and shorter treatment duration doesn’t show
any relocalization of PfAtg8 to host cytoplasm [74]. PfAtg8-containing vesicles are
also shown to harbour Rab7 molecule on their surfaces, which also points towards
the role of PfAtg8 in protein trafficking [57].

Autophagy in Programmed Cell Death

In the early 2000s, studies about effect of drugs on the development on the parasite
pointed out towards probable role of programmed cell death in the Plasmodium.
Treatment of the parasite with chloroquine, S-nitroso-N-acetylpenicillamine (SNAP)
or staurosporine showed presence of apoptosis-like features during the death of the
parasite [75]. In absence of canonical apoptosis pathway in the parasite, these
features of death lead to investigate the role of other mechanisms in the parasite
life cycle. Programmed cell death in unicellular organisms has not been supported
earlier as the apoptotic pathway machinery is lacking as has been shown in yeast
[76, 77]. Although presence of metacaspases in some of the unicellular eukaryotes
including Plasmodium suggested a primordial form of apoptosis to exist, the
cannonical pathway of apoptosis remains missing [78].

It is suggested that Plasmodium berghei invasion of hepatocytes involves death
of a lot of parasites through autophagic mechanism [79]. This phenomenon was
observed in mice model and thus seems to be a physiological mechanism of host
defence. This phenomenon is seen to be associated with development of later stages
of parasite in which double-membrane structures have been observed which are
termed as “membranous whorls” [80]. PbAtg8 does not localize with these structures
and remains associated with apicoplast with no changes in localization [9]. Another
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interesting observation is that treatment with rapamycin, a known TOR kinase
inhibitor which has been used to induce autophagy in yeast, leads to decrease in
parasite size and morphological changes in apicoplast in Plasmodium.

Host Autophagy Machinery During Plasmodium Life Cycle

During the life cycle, parasite transits between two hosts, mosquito and human. In
human host the erythrocyte doesn’t play any role in the control of the parasite
infection in blood stage; however, liver cells employ its host cell autophagy machin-
ery to stop the infection [87]. During its stay in the liver cell, Plasmodium parasite is
protected from its host by parasite vacuole membrane (PVM). PVM has been
generated from host cell membrane during invasion but has been modified by
parasite using its own protein [81–83]. Some of these proteins, e.g. UIS3 and
UIS4, have been shown to be important in the survival of the parasite in the liver
cell. Disruption of UIS3 and UIS4 showed to cause growth arrest of the parasite
[84]. For a long time, liver stage infection of the malaria parasite has been considered
as “silent stage”. It is becoming clear now that host cell can sense the parasite and
take care of it very effectively using autophagy [79]. Induction of canonical nonse-
lective autophagy with rapamycin or starvation enhances the development of para-
site in hepatocytes and leads to increase in the number of liver stage parasite [85]. In
addition, if host autophagy machinery is disrupted genetically, the parasite develop-
ment is affected in liver stage [85]; however, there are contradictory reports as well,
which may have arisen due to different cell types used in the experiment [79]. These
different opinions on the role of host autophagy in Plasmodium led to intense
discussion whether it is an advantage or disadvantage regarding the malaria infection
[87]. Recent views on liver stage development could represent a non-canonical form
of autophagy, termed as Plasmodium Associated Autophagic-like Response
(PAAR) [85–87].

The process and the proteins involved in host autophagy during the hepatic stages
of Plasmodium are well elucidated. One of the signature processes of parasite liver
stage development is the rapid acquisition of host LC3 and other interacting proteins
such as P62, NBR1, NDP52 and ubiquitin on the PVM [79]. The process of LC3
acquisition is so rapid that it suggests that either the parasite hijacks the host
autophagy machinery or it is readily sensed by the host. Association of LC3 with
the PVM itself has some striking aspects, such as LC3 decoration on the PVM does
not involve the formation of new canonical double-membrane autophagosome, as it
has been observed in other systems, rather LC3 associates with the existing PVM.
This is also different from LC3-associated phagocytosis phenomenon as sporozoite
invasion to the liver cells is an active process which is different from conventional
phagocytosis. Another aspect which is different from canonical xerophagy pathway
is the association of the LC3-binding proteins, including ubiquitin, to the PVM that
is to a large extent directly mediated by LC3 [79]. Recruitment of LC3-binding
proteins to the PVM appears to be in reverse order leading to the idea of an
“inverted” recruitment of LC3-associated proteins on the PVM [76]. Further LC3
association with the PVM is temporary [85], and it gets dissociated in later stages,
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which is shown to be important for the proper development of the parasite [85]. LC3
recruitment to the PVM is governed by lipidation suggesting the role of conjugation
machinery involving upstream ATGs such as ATG5. However, initiation complexes
of autophagy such as FIP200 are not required [83].

The pathway and the factors that initiate the conjugation of LC3 to the PVM due
to Plasmodium infection are not known in detail. UIS3 binds directly to and retains
LC3 on the PVM as evident by uis3(�) parasite, which are arrested in development
in wild-type hepatocytes. These uis3(�) parasite develop normally in ATG5�/-
MEFs, pointing towards central role of UIS3 in interaction with host autophagy
machinery (Table 1).

Table 1 Homologues of autophagy proteins and their putative functions

Saccharomyces
cerevisiae

Plasmodium
falciparum

Homo
sapiens Probable functions

Atgl PF3D7_1450000 Ulk1/2 Protein kinase

Atg2 PF3D7_1428300 Atg2A/B Interacts with WIPI4

Atg3 PF3D7_0905700.2 Atg3 E2-like enzyme

Atg4 PF3D7_1417300 Atg4A/
B/C/D

Cysteine protease processing of Atg8

Atg5 PF3D7_1430400 Atg5 E3-like enzyme for Atg5-Atg12
complex

Atg7 PF3D7_1126100 Atg7 E2-like enzyme

Atg8 PF3D7_1019900 LC3A/
B/B2/C

Ubiquitin-like protein required for
autophagosomal structure

Atg9 – Atg9A/B Transmembrane protein

Atgl0 – Atg10 Ubiquitin-like ligase

Atgll PF3D7_0216700 –

Atg12 PF3D7_1470000 Atg12 Ubiquitin-like

Atg13 PF3D7_1201400 Atg13 Protein kinase binding

Atgl4 – Atg14
(L)

Protein binding

Atg17 PF3D7_0203000 FIP200 Protein kinase binding

Atg101

Atg29 – PAS formation

Atg3l – Autophagy induction in complex with
Atg17-Atg31-Atg29

Atg18 PF3D7_1012900 WIPI
1/2/3/4

PIP2 binding

Atg19 PF3D7_0502000 – Receptor-mediated selective autophagy

Atg22 PF3D7_0511300 – Receptor-mediated selective autophagy

Vps15 PF3D7_0823000 Vps15 PI3-kinase regulator

Vps34 PF3D7_0515300 Vps34 Endosome trafficking

Vps30/Atg6 – Beclin1 Endocytic retrograde transport
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Hepatitis C Virus and Innate Interferon
Response: Pathogen Biology, Drug
Resistance, Novel Drug Targets,
and Therapeutic Strategies
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Abstract
Innate immune response is a front line of defense against viral infection that
depends on the production of interferon and other cytokines, which act by binding
to their respective receptors and bring an antiviral effect in the cells. Hepatitis C
virus (HCV) is a single-stranded (ss), positive (+ve)-sense RNA virus that infects
hepatocytes and can lead chronic infection to hepatocellular carcinoma if left
undiagnosed at earlier stage. HCV genome is recognized as nonself by different
pathogen recognition receptors like RLRs and TLRs. After sensing of viral
genome, innate immune response starts clearing the virus by producing
interferons that in turn stimulate interferon stimulatory genes (ISGs) which
actually block the virus at various stages of life cycle. HCV has evolved in
such a way that it can block interferon response by using different strategies.
HCV NS3/4A is a well-known protease that cleaves a mitochondrial antiviral
signaling protein (MAVS) and abrogates innate IFN-β signaling. Similarly, some
other viral proteins are also involved in inhibiting antiviral signaling pathways
that have been discussed in this chapter. This chapter will provide an update on
HCV pathogenesis, crosstalk between different sensing pathways, interferon
response, current therapeutic strategies, and resistant mutations. It also focuses
on the different strategies of the virus to evade innate interferon response.
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Introduction

Interferons are the kind of natural defense against the invasion of pathogenic
organisms like viruses, microbes, and tumor cells. Interferons belong to a large
class of proteins called cytokines. On the basis of different types of receptors, human
interferons are grouped in I, II, and III classes. Type I consists of interferon-α and
interferon-β; however interferon-Υ belongs to type II interferon class, whereas
interferon-λ belongs to type III class of interferons [1]. Rapid induction of
interferons and cytokines is a hallmark of innate immune response against viral
pathogens, in mammalian hosts. Interferons neutralize the viral infection by
inhibiting the viral replication and also develop an antiviral state in the neighboring
cells by activating interferon stimulatory genes. Various immune effector cells are
also activated by interferons which connect the adaptive arm of immune system to
innate immune system [1].

Interferons play a central role by activating an antiviral effect in the cells and
stimulate cellular components of the innate immune response [2]. There are mainly
two pathways such as Toll-like receptor (TLR) pathway and cytosolic pathway by
which viral infections are sensed and triggered due to the binding of viral RNA to
retinoic inducible gene-1 (RIG-I), an RNA helicase, and to melanoma differentiation
antigen-5 (MDA5) [3]. These two pathways congregate on activation of important
TF (transcription factors), NF-κB, and interferon regulatory factors (IRF) 3 and
7. Activated transcription factors in turn activate interferon type I and III genes by
binding to their corresponding promoter sites. Moreover, double-stranded DNA
viruses are sensed by TLR9 in endosomes, where there is no requirement of either
sequence-specific motif or viral replication to sense the dsDNA by TLR9. TLR9 also
senses genome of single-stranded DNA (ssDNA) viruses like adeno-associated
viruses [4]. TLR7 recognizes ssRNA viral genome in endosomes. In humans,
myeloid dendritic cells expressed TLR8 which has been shown to be responsible
for recognition of ssRNA viral genome in endosomes [5]. TLR3 senses the dsRNA
that is either the genome of certain viruses or a replication intermediate of ssRNA
viruses [6].

During HCV infection, the host cell senses the viral RNA by pattern recognition
receptors (PRRs). PRRs mediate the recruitment of adaptor proteins to activate the
downstream signaling that in turn the production of interferons [7]. Interferons bind
to their interferon-α/β receptor (IFNAR), and this binding induces JAK (Janus
kinase)-STAT (signal transducer and activator of transcription) pathway to impel
the synthesis of >300 ISGs (interferon-stimulated genes) that help the host cell to
block the replication of the virus at various stages of its life cycle [8, 9]. Antiviral
resistance is an important topic of discussion in the modern healthcare system. HCV
antiviral drug resistance gained its clinical relevance from 2011 onward, when
direct-acting antivirals (DAAs) got first approval. High rate of HCV replication
and high production of virus in chronic hepatitis correspond to the error-prone RNA
polymerase of HCV that provides an encouraging setting for emergence of
resistance-associated substitutions (RAS). Current approval of pangenotypic drugs
that show an efficient genetic barrier may change the topic of antiviral resistance
against HCV drugs in the future [10].
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HCV Biology and Pathogenesis

HCV is an enveloped, +ssRNA virus which belongs to the Flaviviridae family and
infects only hepatic cells. It has a genome of 9.6 kb that is translated into a single
polyprotein which is around 3000 amino acids long [11]. The polyprotein is further
processed either posttranslationally or co-translationally by the assistance of viral
and host proteases to form ten different mature proteins [12], in which core (C),
envelope glycoproteins (E1 & E2) are the structural proteins (SP), P7 is a viroporin
that behaves as an ion channel protein [13], whereas NS2 to NS5B are the nonstruc-
tural proteins (NS) [11]. Flanking regions of two polyprotein termini are the 50 and 30

NTRs (nontranslated regions). 50 NTR contains IRES (internal ribosome entry site)
that is important for translation of HCV genome through cap-independent mecha-
nism [14]. HCV core protein, E1, and E2 are involved directly in the virus matura-
tion. Core protein is important for the development of viral capsid, and the envelope
glycoproteins E1 and E2 are involved in the entry of virus into the hepatocytes
(Fig. 1) [15]. Nonstructural proteins are important for other lifecycle aspects of HCV
including replication and assembly of new virion particles (Fig. 2) [15]. P7 is an ion
channel protein that mediates the release of virion particles. NS2 protein is believed
to be a cysteine autoprotease that cleaves in between NS2 and NS3 in a polyprotein.
Proteins like NS3, NS4A, NS4B, NS5A, and NS5B are the major components of
replication complex where they help in replication of the viral genome at membra-
nous web, a specialized site of ER in the cytoplasm of host cell [15].

C NS4BE1 E2 P7 NS2 NS3 NS4A NS5A NS5B

5’NTR (IRES) 3’ NTR
~9600 base pairs

Polyprotein coding region

Capsid protein

Envelope glycoprotein

Ion channel protein

Viral assembly

Protease/helicase

RNA-dependent 
RNA-polymeraseMembranous web 

formation

Phosphoprotein
NS3 cofactor

Structural Protein Non Structural Protein

Fig. 1 Genome organization and translation: HCV genome codes for a polyprotein of 3000 amino
acid (aa) length with a single ORF (open reading frame). After translation, polyprotein is processed
with the help of viral and host proteases into ten different structural and nonstructural proteins.
Different proteins with their respective function have been described
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HCV, a blood-borne virus, transmits through the infected blood. This virus
infection is commonly assessed by the combination of molecular and serological
methods. RT-PCR is used for the exact determination of viral loads. Antibody
screening against viral proteins may indicate the exposure of virus, but this method
is not potent to detect the active HCV infection [16]. The adequate method to
confirm the presence of virus is to detect the viral RNA in the blood sample, and
sequencing remains the precise method to detect the actual genotype of HCV virus.
Till now, six genotypes of HCV have been reported (1–6) which differ in the
pathogenicity, replication and translation efficiency, and antiviral drug
responsiveness [16].

Among the six reported genotypes, genotypes 1, 2, and 3 have been documented
to be the major genotypes observed in Japan, North America, and Western Europe.
Central Africa, Northern Africa, and the Middle East witness mostly genotype

Fig. 2 Schematic representation of HCV life cycle [1]. HCV E1 and E2 bind to receptors on
hepatocyte membrane and assist in virion entry via endosomes [2]. Polyprotein translation: After
releasing the genome from endosome to cytoplasm, HCV RNA moves to rough ER (RER) and
starts translation of a single polyprotein of around 3000 aa [3]. Viral replication: NS5B, an RdRp
(RNA-dependent RNA polymerase), synthesizes a -ve strand RNA from the +ve strand of HCV
genome. Negative (-ve) sRNA acts as a template to synthesize lots of +ve sRNA that is used for the
virion particle development [4]. HCV assembly: New virion particle forms [5]. Virion combines
with lipid molecules and passes through Golgi apparatus and forms mature lipoviroparticles (LVPs)
which are further released in the cytoplasm [6]. Eventually, mature virion particles are released out
of the cells
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4. Genotype 5 and genotype 6 have been observed in Southeast Asia and
South Africa [16]. India accounts for 1–1.5% total HCV-infected population. The
predominant HCV genotype unlike other countries is genotype 3 which is followed
by genotype 1 [17]. HCV infection leads to the stepwise deterioration of liver cells
that ultimately result in hepatocellular carcinoma (HCC) if not diagnosed at early
stage of disease progression. The different phases after infection are characterized as
acute phase, steatosis, fibrosis, cirrhosis, and hepatocellular carcinoma [18]. After
HCV infection, acute infection period lasts for about 6 months. Most of the acute
infected patients show no symptoms, and 20–30% of them may show clinical
symptoms within 3–12 weeks. Symptoms at this stage may consist of jaundice,
weakness, as well as anorexia. Serum ALT (alanine aminotransferase) levels start
rising in 2–8 weeks after the HCV exposure [19].

After crossing the acute period, HCV leads to chronic infection which is notice-
able by the persistence of viral load in the blood for a longer time. Chronic infection
usually develops in 75–85% of the patients which encounter the virus infection and
are unable to clear it within the 6-month period. This stage is characterized by
activation of inflammatory cells; these cells bring a persistent inflammatory state
in the liver tissue leading to liver fibrosis [20]. Liver fibrosis results from the
unbalanced production of extracellular matrix and its degradation [21]. There are
much possibilities of progression from fibrosis to cirrhosis. Approximately 10–15%
of individuals having chronic HCV infection will progress to cirrhosis. Cirrhosis is
the end stage of liver fibrosis where a liver develops lots of scar tissues that are not
repaired by the host innate response. The most important consequence of untreated
chronic infection causes the development of liver fibrosis followed by cirrhosis and
ultimately HCC [18].

HCV Genome Sensing and Innate Immune System

HCV genome is recognized as PAMP (pathogen-associated molecular pattern)
molecule by different PRRs including RLRs, TLRs, and MDA5 [22]. After the
endocytosis of the viral particle, its genome can be sensed either in endosomal
membrane or in the cytoplasm by different PRRs. Moreover, during HCV replica-
tion, double-stranded RNA intermediates are produced that also act as special
PAMPs for its sensing [23]. After recognition of viral genome as nonself, innate
response starts a cascade of reactions that mediate the interferons and cytokines,
bringing an antiviral effect in the cells infected by virus. Both type I and III
interferons are induced as a result of the downstream signaling of different pathways
like MDA5, TLR, and RIG-I pathways [1].

HCV Genome Recognition by Retinoic Inducible Gene-I

RIG-I-like receptor for dsRNA is an RNA helicase enzyme that is encoded by
DDX58 gene in humans. It is one of the family members of RIG-I-like receptors
(RLRs) that also include LGP2 and MDA5 and function as PRRs during virion
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replication process [24]. During replication of HCV, double-stranded RNA is
recognized within few hours of infection. It induces downstream signaling before
synthesis of viral proteins in large extents. Initiation of RIG-I signaling occurs with
its binding with HCV PAMP RNA that has a 50triphosphate and polyU/UC tract at
30end, which provides a nonself signature to HCV RNA [24]. This binding brings a
conformational change in the structure of RIG-I receptor which induces its oligo-
merization and transportation from cytoplasm to intracellular membranes [25]. To
ease the association of RIG-I with MAVS (mitochondrial antiviral signaling pro-
tein), a translocon is made by the interaction of e3 ubiquitin ligase (TRIM2) with
14 � 3 � 3ε a chaperon together with RIG-I. Association of MAVS with RIG-I
promotes the formation of MAVS signalosome that mediates induction of various
downstream effector molecules, including NF-κB and IRF-3 and variety of
proinflammatory cytokines (Fig. 3) [26].

HCV Genome Recognition by MDA5

MDA5 is another class of RLRs that sense the cytoplasmic dsRNA. In humans,
MDA5 is encoded by IFIH1 gene. MDA5 binds to intracellular or cytoplasmic long
double-stranded RNA (>1000 bp) with no end specificity [24, 27]; in contrast, RIG-I
specifically binds to the short dsRNA which has 50triphosphate in it. MDA5 and
RIG-I have in common the presence of a tandem N-terminal caspase recruitment
domain with death domain folds, a DExD/H box helicase, and a C-terminal domain
(CTD). As discussed earlier, when RIG-I binds with dsRNA through helicase and
CTD domain, it releases its CARDs which then recruit and bind with MAVS. In
contrast, MDA5 does not withdraw its CARDs but cooperatively assembles in the
ATP-sensitive filaments present on dsRNA [28]. Further, it has been hypothesized
that MDA5 CTD is necessary for supportive filament binding and not for RNA
binding [29]. CARDS of MDA5 have been projected to nucleate MAVS assembly
into its active polymeric form in a process that is stimulated by K63 polyubiquitin
chains. After MAVS is activated, all other downstream signaling happens in the
same way as RIG-I signaling pathway.

HCV Genome Recognition by TLRs

TLRs, being innate immune recognition receptors, sense some specific PAMPs
expressed by various pathogenic organisms [30]. TLRs are the TM (transmembrane)
glycoprotein receptors having an extracellular N-terminal binding domain with
PAMP and an intracellular C-terminal domain. C-terminal domain is called Toll/
IL-1R homology domain because of its resemblance with intracellular domain of the
inteleukin-1 receptor [31]. Upon activation of the receptor, Toll/Interleukin-I recep-
tor (TIR) domain mediates the downstream signaling events [31]. Family of Toll-like
receptors can sense diverse kind of pathogens where TLR 3, 7, 8, and 9 sense viral
nucleotides. TLR9 senses viral cPG-DNA motif containing genome of DNA viruses
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like MCMV (murine cytomegalovirus), HSV-1 (herpes simplex virus-1), and
HSV-2. TLR 7 and TLR 8 are the dsRNA-sensing TLRs. They show high homology
with each other at genomic level. Both of these TLR genes are located on X
chromosomes [5]. Endosomal membranes of a cell express TLR7 and TLR8 that
gives an insight that ssRNA access to the endomembrane is necessary for their

Fig. 3 Downstream signaling of different pathogen recognition receptors (PRRS). (I)During HCV
entry into the hepatocytes, virion is endocytosed by an endocytic vesicle and recognized by TLR7/
8 located in the endosomal membrane. HCV genome binding with TLR7/8 activates TLR7/8 and
recruits an adaptor protein MyD88 that binds to TLR from its C-terminal end and to IRAK via its
N-terminal domain. Stimulation of IRAK4 leads to phosphorylation of IRAK 1 which binds to
TRAF6. Activated TRAF6 leads to polyubiquitination of TAK1 and IκB kinase-Υ. Subsequent
association of IKKα/β/Υ leads to the phosphorylation of IκB that permits NF-κB to transport into
the nucleus. TAK-1 in association with TAK-1 binding proteins trigger MAPK pathway that
activates activator protein-1 (AP-1) which also translocate to nucleus. AP-1 and NF-κB both
activate the proinflammatory cytokine genes. (II) TLR3 recruits an adaptor TRIF, which after
activation binds to receptor- interacting protein-1 (RIP) that leads to the induction of NF-κB and
IRF3 dimerization and phosphorylation. Activated NF-κB and IRF3 translocate to nucleus and
activate IFN-α/β genes. (III) HCV synthesizes dsRNA intermediate during its replication process
that may be responsible for the activation of STING followed by TBK1 which in turn IRF3
phosphorylation thereafter translocation into the nucleus to induce IFN-β. Similarly, dsRNA sensed
by RIG-I brings a conformational change in CARD domains of RIG-I which binds to CARD-
containing mitochondrial protein MAVS. This association leads to recruitment of TBK1 and IKKє
which in turn activate IFN gene transcription through phosphorylation and nuclear transfer of IRF3.
MEKK1, TRAF3, and TRAF6 are also recruited to MAVS for activation of NF-κB. Activated
NF-κB translocates to the nucleus for IFN gene transcription
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activation. Many enveloped viruses traffic to the endosomes that constitute the acidic
environment and a lot of degradation enzymes that expose the viral genome by
degrading all other stuff of the virus. Unlike self-RNA molecules that are degraded
by RNases, viral RNA is sheltered by envelope proteins and is degraded only when
reaching the endosomes. After the release of RNA in endosomes, it is sensed by
TLR7/8 located in the endosomal membranes [32]. TLR3 is responsible for the
recognition of dsRNA and its potent synthetic analogue polyinosinedeoxycytidylic
acid (PolyI:C). Since TLR3 is expressed in late endosomes in different cell types
including hepatocytes, it is not yet understood how does it sense HCV dsRNA which
lies adjacent to ER membrane [33]. One possibility is that the dsRNA intermediate is
secreted to the extracellular milieu and from there it is trafficked via different
receptors (oxidized low-density lipoprotein receptor) to the late endosomes [34].

Downstream Signaling from TLR3, TLR7, and TLR8

Double-stranded RNA can either be a genome of a virus or a replication intermediate
of HCV. TLR3 is mainly expressed in conventional DCs (dendritic cells) that
phagocytose the dying cells [35]. There are varieties of epithelial cells that also
express TLR3 which include corneal, intestinal, cervical, airway, and vaginal epi-
thelial cells. TLR3, unlike TLR7/8, recruit an adaptor protein called TIR-domain-
containing adaptor-inducing interferon-β (TRIF) to the TIR domain of the receptor
[36]. After activation, TRIF interacts with RIP-1, a receptor-interacting protein-1,
and leads to the activation of NF-κB and further activation of IFN-β promoter inside
the nucleus. When TLR7 and TLR8 get stimulated, they recruit an adaptor protein
MyD88 to the receptor’s TIR domain in the cytoplasm. The C-terminal domain of
MyD88 binds to TLR, and N-terminal domain makes a complex with IL-1R-
associated kinases (IRAKs) IRAK-4 and IRAK-1 [36, 37]. Stimulation of IRAK-4
phosphorylates IRAK-1that binds to the CTD of tumor necrosis factor receptor-
associated factor 6 (TRAF6). Activated TRAF6 leads to the polyubiquitination of
TGF-β-activated kinase 1 (TAK1) and IκB kinase-Υ (IKKΥ); then there is
subsequent association of IKKα and IKKβ with IKKΥ. TAK1 associated with its
corresponding TAK1 binding proteins TAB1,TAB2, and TAB3 phosphorylate
IKKβ which in turn result in IKK-mediated phosphorylation and degradation of
IκB [38]. NFκB is bound to the unphosphorylated form of I-κB that is a key factor
for its retention in the cytoplasm. Once IκB gets phosphorylated, it leaves NF-κB
free to transport to the nucleus for induction of gene expression. Association of
TAK-1 with TAB1, TAB2, and TAB3 triggers the MAPK signaling pathway which
in turn leads to the formation of activator protein-1 (AP-1), whereas Ap-1 also
translocate to nucleus and induce inflammatory gene expression along with NF-κB
[38] (Fig. 3).
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HCV Infection and Induction of Interferons

Regardless of interference created by HCV proteins, HCV-infected cells manage to
produce interferons endogenously. According to the currently available literature,
there are three types of interferons, among which type III interferons (IFN-λs) are the
recently discovered interferons, and it has been elucidated that their mode of action is
overlapping with that of type I interferons [39]. Once bound to their respective
receptors, type I and III interferons start a signal through JAK-STAT pathway. This
pathway further proceeds to the stimulation of cellular processes through the induc-
tion of interferon stimulatory genes (ISGs) and bring an immunomodulatory or
antiviral effect in the cells (Fig. 4). Despite the interference created by HCV in
interferon induction, there is a continuous ISG upregulation observed in
HCV-infected liver of chimpanzee model [39] as well as HCV patient liver [40]
that gives an insight that HCV infection stimulates the interferon production in
infected hepatocytes. ISGs that are induced by interferons I and III are upregulated
in HCV-infected liver [40]. Interferon stimulatory genes that are highly expressed in
HCV infection include MX1, ISG15, IFI44, OAS-1, and IFI27 [40–42].

Fig. 4 Effect of interferon signaling during HCV infection. IFN produced by the HCV genome
recognition by RIG-I in cytoplasm and TLRs in endosomes which further lead to product of
interferon stimulatory genes (ISGs). IFN-α/β binds to interferon-α/β receptors (IFNAR1/2), while
IFN-λ binds to IL-28RA and IL-10R2 which further direct JAK-STAT-mediated ISG transcription
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Viral Proteins Known to Block Interferon Response

NS3/4A, a protease encoded by HCV genome, has been found to be potent inhibitor
of interferon signaling in in vivo Study. NS34/A cleaves MAVS that is an adaptor
protein in RIG-I signaling as discussed earlier. Except NS34/A, some other HCV
proteins have also been documented to inhibit innate response. One of the structural
proteins of HCV called core protein (C) can inhibit IFN response by interfering with
STAT-1. This core protein is also involved in inducing expression of certain proteins
called suppressor of cytokine signaling 1 (SOCS-1) and SOCS-3, which leads to the
blockage of JAK-STAT signaling [43, 44]. Sayuri Nitta et al. (2013) observed that
HCV protein, NS4B, blocks the IFN production by binding specifically to STING as
the association of NS4B with STING abrogates the association between STING and
MAVS that is critically important for robust activation of IFN-β [45]. Further
interaction of NS4B with STING on ER membrane prevents its interaction with
TBK, leading to the inhibition of interferon signaling [46]. Moreover, NS5A is
another HCV nonstructural protein that helps in virus replication by modulating the
host cell environment [47]. This protein binds to the important adaptor protein of
TLR signaling called MyD88 resulting in the inhibition and recruitment of IRAK-1
to MyD88 thus abrogating the TLR signaling and diminishing the cytokine produc-
tion [48]. Other structural protein of HCV envelop glycoprotein (E2) modulates the
host innate immune system by a molecular mimicking strategy, in which viral
genome encodes a protein similar to the host defense proteins to block interferon
signaling. One of such proteins includes E2 glycoprotein that possesses a 12-amino-
acid (aa) sequence which is similar to the eukaryotic initiation factor-2α (eIF2α) and
protein kinase-R (PKR). PKR is a dsRNA-activated protein kinase, which abrogates
synthesis of protein by phosphorylating eIF2-α. E2 glycoprotein binds with PKR to
block its binding sites that usually bind to eIF2-α; thus virus opens a window to
synthesize its proteins without any hurdle caused by PKR [49].

Role of Other Sensing Molecules in Interferon Response
Against HCV

Except RLR and TLR signaling, other signaling molecules have also been identified
to play important role in HCV infection. PKR (protein kinase-R) is a dsRNA sensor
that has a role in antiviral response by impeding the host cell gene translation and
synthesis of proteins by phosphorylating the eukaryotic initiation factor 2 (eIF2α)
[50]. PKR gets dimerized and autophosphorylated in presence of low concentrations
of dsRNA normally, but excess concentration of dsRNA doesn’t allow PKR to
dimerize properly that leads to its inactivation [51]. It has been documented that
inhibition of PKR in vitro can enhance the viral replication by manifolds which
highlights the importance of PKR in antiviral response [52].

Of course there are different sensing pathways for RNA and DNA viruses, as they
depend on different receptors and adaptor proteins, but the crosstalk during the
course of sensing and signaling pathway is also an undeniable fact. As highlighted
by Brunette R.L. et al. (2012) in the reduction of IFN response to poly(dA:dT) was
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observed by >99% in MAVS and STING-deficient phagocytes and not in
phagocytes deficient in STING alone [53]. Further, lots of different mechanisms
that demonstrate the interplay between RNA and DNA sensing pathways have been
found in which STING plays a pivotal role. It has also been demonstrated that the
permissiveness to RNA viruses in primary cell cultures, cell lines, and mouse models
can be enhanced by STING deficiency [54, 55]. For triggering of antiviral response,
STING interacts with RIG-I and MAVS in a complex that is stabilized by RNA viral
infection [56].

Novel Drugs and Therapeutic Strategies

Since the discovery of HCV, treatment strategies for chronic hepatitis C have
evolved from using interferon to the use of direct-acting antivirals (DAAs). Inter-
feron monotherapy was the first strategy used to cure chronic hepatitis C, but it was
modified in the 1990s by adding ribavirin that is a nucleoside analogue. This
modification leads to the increase in the sustained virological response (SVR) by
20% when compared with the interferon monotherapy [57]. After this pegylated
interferon therapy was established as an effective drug than nonpegylated
interferons, where SVR has increased from 10% to 15% [43, 58]. Until recently
the standard of care for hepatitis C was the use of pegIFN-α with ribavirin for the
period of 6–12 months. The SVR rates have been increased from 15% to 20% by the
use of interferon monotherapy to over 90% by treatment of DAAs during this
evolution of treatment strategies. DAAs are the medications that target different
stages of virion life cycle and have shown promising SVR rates and low genetic
barriers, as compared to other therapeutic approaches [59].

Boceprevir (Merck) and telaprevir (Vertex) were the first two DAAs approved by
FDA in 2011 to be used against chronic hepatitis C; both of these drugs were NS3
protease inhibitors [60]. These two drugs are considered as the first-generation
DAAs. Due to the development of resistant mutations, these drugs were given as a
triple therapy with two other drugs including ribavirin and pegIFN-α. This strategy
led to the improved SVR rates despite some toxicity issues [61, 62]. Many other
DAAs have got approval, and others are still in clinical trials, since their use as
protease inhibitors to treat chronic HCV. Currently the major targets of DAAs are the
three viral proteins NS5A, NS3, and NS5B. These inhibitors against NS5B, NS3/4A,
and NS5A are the second-generation inhibitors which have the advantage of being
all oral regimens and are interferon-free. They are thought to be the standard care for
chronic hepatitis C replacing interferon monotherapy which has a deprived tolera-
bility and severe side effects [63]. Dual- or triple-DAA therapy is the current regime
of drugs against chronic hepatitis C that is thought to be a smart strategy to increase
SVR rates and decrease the chances of resistant mutations. There is the addition of
new DAAs in the clinical practice every year. Currently available DAAs are given in
Table 1, and few of them have been voluntarily withdrawn from the market places,
which include simeprevir that was withdrawn in May 2018 as well as Technivie and
Viekira Pak, both of which were considered for discontinuation on 1 January
2019 [64].
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Antiviral Drug Resistance

Resistance to antiviral drugs has emerged as the important challenge in the field of
HCV research. Modern therapeutic strategies like DAAs are at present the standard
care for the treatment of chronic hepatitis C. Resistance to therapeutics against HCV
got clinical relevance in 2011 when DAAs got first approval for clinical use; since
then the management of RAVs and treatment optimization against HCV have been a
matter of discussion [50]. Profiles of different resistant mutations against DAA
treatment are already well documented. NS proteins (NS3, NS5A, and NS5B) are
the major targets of DAAs that are currently in use.

DAAs targeting NS3 protease are the protease inhibitors, so their mechanism of
action will be the inhibition of proteolytic cleavage of viral proteins from the newly
made polyprotein. First DAAs against NS3 approved for clinical use were
boceprevir and telaprevir, followed by asunaprevir, simeprevir, paritaprevir, and
others. Besides the use of these inhibitors, several resistant mutations were observed
in case of NS3 protein which are given in Table 2. NS5A, a nonstructural protein
important for HCV replication and virion assembly, is also a frequent target of
DAAs. Daclatasvir was the first NS5A-targeting DAA discovered [67]. It has an
outstanding inhibitory potency, but virus has developed various resistant mutations
against this protein as well.

HCV NS5B is an RdRp which is critical for virus replication process and also a
vital therapeutic target. This protein lacks the proofreading capacity, which makes it
vulnerable for genetic changes. Different NS5B inhibitors have been developed so
far that differ in the mode of inhibition. They are classified as either nucleotide
analogue (sofosbuvir) or nucleoside analogue (beclabuvir and dasabuvir). Among all
of these inhibitors, sofosbuvir has shown an excellent profile of SVRs in various

Table 1 Currently available direct-acting antivirals (DAAs) [65, 66]

S/
No Generic name Tradename Genotype

01 Daclatasvir Daklinza 1, 3

02 Simeprevir Olysio 1, 4

03 Sofosbuvir Sovaldi 1, 2, 3, and
4

04 Paritaprevir/ombitasvir/ritonavir and dasabuvir Viekira
Pak

1

05 Ledipasvir/sofosbuvir Harvoni 5, 6

06 Extended-release tablet (ombitasvir/dasabuvir/ritonavir/
paritaprevir)

Viekira
XR

1

07 Velpatasvir/sofosbuvir Epclusa 5, 6

08 Pibrentasvir/glecaprevir Mavyret 5, 6

09 Paritaprevir/ombitasvir/ritonavir Technive 4

10 Voxilaprevir/sofosbuvir/velpatasvir Vosevi 5, 6

11 Grazoprevir/elbasvir Zepatier 1 and 4
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Table 2 Commonly observed NS3-, NS5A-, and NS5B-resistant mutations [15]

S/
No Protein Inhibitors Genotype 1a

Genotype
1b

Other
genotype
(mutation) References

01 NS3 Boceprevir T54S, R155K,
V36M

V55A,
V170A,
T54A/S,
A156S

[15]

Simeprevir D168E/V, R155K D168E/V,
Q80R

[15]

Paritaprevir D168A/V/Y D168V,
Y56H

[15]

Telaprevir R155K, V36M T54A,
V36A,
A156S

[15]

Vaniprevir D168T/V/Y,
R155K

D168H/
T/V

[15]

Asunaprevir D168E, R155K D168E/
Y/V

[15]

Glecaprevir V36M, Y56H/N,
Q80K/R, R155T,
A156G/T/V, and
Q168A/K/L/R

[59]

Grazoprevir V36L/M,V158A,
R155I/L/K/S,
Q80K/L, Y56F/H,
A156G/M/T/V,
and D168A/C/E/
G/K/N/V/Y

[68]

Voxilaprevir A156T/V A156T/V [50]

02 NS5A Ombitasvir Q30R, M28T Y93H [15]

Daclatasvir L31M, Y93H/N,
H58D, M28T,
Q30E/H/R

Y93H,
L31M/V

[15]

Ledipasvir L31M,Q30E/R,
Y93C/H/N

Y93H [15]

Elbasvir M28/G/T/S,L31F/
I/M/V, Q30H/K/R/
Y,H58D, and
Y93C/H/N/S

L31F/M/
V and
Y93H

GT-3
(S24F,
A30G/K,
P58T,
L31F/I/M,
M28G/K
and Y93H)

[68, 69]

Pibrentasvir K24R, L31M,
Q30KR, M28A/G,
Y93H, and H58D

GT-2
(L31I/M/
V,Y93H)

[70]

Velpatasvir Q30E/H/K/L/R,
M28T/V, Y93H/N/
R/S/W, and L31I/
M/V

Y93C/H/
N/S/T and
L31M/V

GT-3
(A30K/V,
E92K,
L31 M/P/V

[50]

(continued)
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clinical trials. Further, it has also shown a high genetic barrier to the progress of
resistant mutations. For the treatment of chronic hepatitis C, sofosbuvir has rendered
it for the first choice of DAA due to its excellent profile. In spite of its outstanding
antiviral profile, cost is still an important issue in many countries. Table 2
summarizes some commonly observed resistant mutations.

Conclusion

Interferon plays a key role in the innate response against different DNA and RNA
viruses. In case of HCV infection, all the sensing pathways that include RLR (RIG-I
and MDA5) and TLR signaling pathways ultimately lead to the production of
interferons and cytokines. Interferons further stimulate the interferon stimulatory
gene (MX1, ISG15, IF144, OAS-1, and IFI27) that brings an antiviral state in the
cells and surrounding tissues. Despite the strong immunological processes that lead
to virus clearance in the acute phase of HCV infection, virus still finds a way to enter
into the chronic phase causing a persistent liver damage. There is a critical need for
understanding these viral strategies due to which virus is able to hijack the innate
response. Lots of literature is available in the context of strategies followed by HCV
to evade the innate response of the host, which have led to the production of different
antiviral drugs against this particular virus, but due to different reasons like high
cost, ineffectiveness, and cytotoxicity, we are still trailing behind in developing a
standard therapy against HCV that can eradicate this disease from its roots. Antiviral
drug resistance is also an important issue to address because HCV being a positive-
stranded RNA virus is very prone to mutations because of having an
RNA-dependent RNA polymerase with less proofreading capacity. Modern thera-
peutic approaches like DAAs have been documented with various resistant
mutations, but the current strategy of using dual or triple therapies has shown a
good increase in SVR rate and low resistant mutations. There is the utter need to
develop a pangenotypic inhibitor with high genetic barrier and low cost.

Acknowledgements The support of Ramalingaswami Fellowship grant (No. BT/RLF/Re-entry/
09/2015), Government of India, Ministry of Science and Technology, Department of Biotechnol-
ogy (DBT) is highly acknowledged.

Table 2 (continued)

S/
No Protein Inhibitors Genotype 1a

Genotype
1b

Other
genotype
(mutation) References

and Y93H/
N/R)

03 NS5B Beclabuvir P495L/S, A421V None [15]

Dasabuvir S556G, M414T S556G [15]

Sofosbuvir S282T S282T S282T (all
GTs)

[71]
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Epidemiological Trends and Current
Challenges in Ebola: Pathogen Biology,
Drug Targets, and Therapeutic Strategies

Sandeep Sharma and Jeena Gupta

Abstract
Ebola virus (EV) is a highly contagious infectious agent that causes hemorrhagic
fever and bleeding in human and nonhuman primates. Ebola contains a single,
non-segmented, single-stranded RNA and thus belongs to the order
Mononegavirales. EVD is a highly transmittable and zoonotic disease, i.e.,
transmitted from animal to human and human to human through blood and
body secretions. During replication of Ebola genome, it is highly prone to
occurrence of mutations as RDRP (L protein) makes errors during replication
and a proofreading mechanism is lacking in Ebola. At present, there is no
FDA-approved drug or vaccine available agai5nst Ebola virus, although some
promising drug candidates against Ebola virus are in clinical trial (favipiravir
(T-705, AVI-7537)). The current book chapter will provide a general understand-
ing to the researchers about the physiology, molecular genetics, its virulence,
therapeutic options, and putative drug targets, repurposing the existing drugs for
better prevention and understanding about the Ebola virus.

In addition to viral diseases like dengue, swine flu, chikungunya, and zika,
Ebola virus disease (EVD) is emerging as a potential health threat to the public.
Ebola virus is categorized as A category biothreat pathogen as its patients possess
high fatality rates. It is a highly contagious virus on account of its easy human
transmission via patient exudates and its continued presence in animal host at
endemic areas and absence of therapeutics for the treatment and licensed vaccines
for protection against EVD. At least 26 EVD outbreaks had been reported in
several regions of Western and Central Africa since its first describable in 1976.
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An infected animal/person can spread the infection to crowded locations such as
travelers and evacuates have carried the disease from Africa to Europe and North
America during its 2014 outbreak in Congo and West Africa (WHO 2014).
Intense research efforts on various aspects of EVD have been progressively
growing against the fear of its increasing outbreak severity and emergence as a
potent bioweapon in recent years.

Keywords
Ebola virus · Hemorrhagic disease · Favipiravir · VP35 · ZMapp · Ebola virus
disease (EVD)

Ebola Virus Characteristics Taxonomy, Morphology,
and Structure

Ebola contains a single, non-segmented, single-stranded RNA and thus belongs to
the order Mononegavirales [1–3]. The order Mononegavirales contains four
families: Rhabdoviridae (e.g., rabies virus), Paramyxoviridae (e.g., mumps and
measles viruses), Bornaviridae (cause disease in mammalian animals), and
Filoviridae (e.g., ebola virus) which share a common ancestor. The family
Filoviridae also contains other genera like Cueva virus and Marburg virus of
which Marburg virus causes hemorrhagic disease in infected humans which is
different from EVD. The origin of these filoviruses coincides with the origin of
great apes, around 16–23 million years ago [4]. Both Ebola and Marburg viral
infections can cause infected human death in 6–16 days of infection and are thus
considered as highly virulent pathogens [5–8]. However, the EVD patients unlike
Marburg virus develop bleeding rarely and mostly in terminal phases [9]. Evidence
suggests that these viruses are ever-changing, and new strains emerge during their
passage in humans and animals [10].

The shape of Ebola virions is tubular with dimensions around 800 nM in length
and 80 nM in diameter. They show the property of concatemerization which project
the size of some Ebola virions to be as long as 14,000 nM. They show pleomorphic
characteristic and adopt shapes like linear, branched, or V-shaped [11, 12]. The RNA
genome (linear and negative sense) is enclosed in a nucleocapsid, further enveloped
by another capsid followed by a lipid membrane on the outer side. The viral surface
contains knob-shaped 10-nM-long projections which are placed 10 nM apart and
appear as peplomes embedded in the outer lipid bilayer (Fig. 1).

The species of Ebola genus demonstrate sequence divergence in 3–41% of their
genome and possess different geographical origins. These species are also identified
by their geographical origin in their names [10, 13]. Based on their pathogenicity and
virulence, they can be arranged in the following order: Reston ebolavirus (RESTV,
nonpathogenic on humans) < Sudan ebolavirus (SUDV) < Tai Forest virus (TAFV)
< Bundibugyo virus (BDBV, Bundibugyo ebolavirus) < Zaire ebolavirus (ZEBOV)
[14, 15]. ZEBOV is regarded as type species and is generally referred as EBOV.
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EVD is a highly transmittable and zoonotic disease. All the outbreaks of EVD have
been started through transmission of Ebola virus from vertebrate animals to humans.
Human to human transmission of Ebola virus only causes secondary infections. The
direct contact with the blood or body fluids of infected animals or eating infected
meat is responsible for transmitting the disease to humans. Factors like deforestation
and population increase have increased the chances of contact between infected wild
life and humans [16, 17].

Bats have been considered as the natural reservoir of Ebola virus in African
countries, but they survive and lack overt disease [18–25]. Screening of African bats
was found to possess Ebola-specific RNA and antibodies. Substantial amounts of
Ebola antibodies were also detected in bat populations from China, the Philippines,
and Bangladesh [26]. The coinhabiting vertebrates in the forest containing Ebola-
infected bats were also thought to catch Ebola infection by coming in direct contact
with Ebola diseased animals or eating food drooled or defecated with droppings of
infected animals. Non-bat vertebrates like monkeys, foxes, cats, antelopes, hogs,
rodents, and nonhuman primates were also found to possess Ebola RNA and
antibodies. They can also be a source of spreading Ebola infection other than bats.
The titer of Ebola virus is also high in lungs of pigs, transmitting the disease via air;
however, this route of airborne transmission is less effective as lung virus titers are
lower than in blood [27]. Out of five identified Ebola virus species, four species are

Fig. 1 Structure of Ebola virus
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known to infect and cause disease in humans, i.e., EBOV (ZEBOV, Zaire
ebolavirus), Bundibugyo virus (BDBV, Bundibugyo ebolavirus), Sudan virus
(SUDV, Sudan ebolavirus), and Tai Forest virus (TAFV, Tai Forest ebolavirus,
formerly Côte d’Ivoire ebolavirus) while one is nonhuman pathogen, i.e., Reston
virus (RESTV; Reston ebolavirus).

Being primarily an animal-specific virus, Ebola gained high virulence when
shifted to humans (new host). Human populations in African Ebola-affected as
well as African Ebola-unaffected villages were also found to carry Ebola antibodies
(1.8–21.3%) [28]. Humans can also possibly transmit the disease through air but
only over a short distance [29].

Transmission Among Humans

The entrance route of Ebola in humans is through direct contact with the body fluids
of the infected persons or via eyes, nose, mouth, ears, cuts, and open wounds. Dead
bodies of the infected persons can also be a source of spreading EVD as Ebola virus
is present on the skin and touching them can cause infection. The transmission of the
virus has been recorded 7 days postmortem by touching the diseased body [30]. The
negative-sense RNA of the virus remains for months in cadavers, but native RNA is
not infective. Saliva exposure during coughing or reusing contaminated needles/
medical equipment without sterilization can result in Ebola infection. Ebola virus
can survive for several weeks on inanimate objects like bedding, clothing, eating
utensils, furniture, door knobs, or electrical switches and also in water bodies where
body fluids are drained or washed [31]. Ebola virus also remains for many months in
the bodies of survivor human beings mostly in organs like testicles and eyes which
are immunologically protected even after the subsidence of the disease. Active
viruses were found in the aqueous humor of uveitis eye after the disappearance of
Ebola viruses from the patient’s blood [32]. The presence of Ebola in the semen of
recovering men has been recorded even after 26 weeks [33–35]. The single intro-
duction of Ebola virus was enough for causing an epidemic by human to human
transmission [36].

Genetics Genome, Gene Functions, Transcription, and Replication

The genome of Ebolavirus contains a single-stranded negative-sense RNA molecule
of size 19 kb. It encodes for seven genes which when lie in the order are 30-Leader-
NP-VP35- VP40-GP/sGP-VP30-VP24-L-Trailer-50.These genes not only code for
viral structural proteins but also regulate various processes required by virus to enter
and multiply in the host cells like attachment of virion on host cells, entry of virion
into cytoplasm of host cell, multiplication of virus, arresting antiviral responses of
host cell, apoptosis of host cell, and spreading of infection by regulating pathophysi-
ological changes in host cell. All these seven genes have their own initiation and
termination signal flanking them. The coding region of each gene is flanked by some
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non-translated sequences of unknown function [37–39]. The cis-sequences present
in Leader/Trailer regions are essential for regulating transcription, replication, and
packaging of the viral genome into virus particles [40] (Fig. 2).

The transcription of Ebola genome transcription happens in the cytoplasm of host
cell after partial uncoating of viral nucleocapsid. The RNA genome in nucleocapsid
forms a ribonucleoprotein (RNP) complex with products of VP35, VP30, NP, and L
genes. The RNA-dependent-RNA polymerase (RDRP) begins the transcription from
L gene to a 50-triphosphate Leader RNA and stops. The transcription then restarts by
RDRP from NP gene start signal forming a capped NP-mRNA and terminating at the
NP-gene transcription termination site. Before the release of NP-mRNA, the RDRP
stutters at poly U stretch and add a polyadenylated tail on NP-mRNA. RDRP then
moves on to start transcription of VP35-gene. All the seven genes on Ebola genome
are transcribed sequentially according to their arrangement. Interestingly, the tran-
scription of GP gene produces three different gene products, i.e., small GP
(Pre-sGP), Pre-GP, and small secretary GP (Pre-ssGP), which gets translated into
sGP, GP1/GP2, and ssGP. The primary product of GP gene is Pre-sGP, which is
produced in bulk (>70%). Transcriptional editing by RDRP during which it causes a
base addition by reading the template base more than once produces mRNAs for
PreGP (<25%) and ssGP (~5%). The addition of an A residue at editing prone site
generates mRNA for Pre-GP protein, whereas addition of two A residues generates
ssGP-mRNA [41–47]. Genes which are located near the Leader sequence are more
transcribed, whereas those near Trailer sequence are least transcribed.

The most expressed protein product is NP, and its concentration determines gene
transcription to genome replication switching. During genome replication, RDRP
binds to the 30 leader region moving toward 50 trailer end. This replication results in
the formation of full-length positive strand called antigenomes. RDRP then again
binds to the 50 trailer of this antigenome accomplishing the production of negative-
strand RNA genome copies. These genome copies are then encapsidated to produce

Fig. 2 Genetic makeup of Ebola virus with their translational roles
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packed virion progeny which are then released from the plasma membrane of host
cells [48–50]. The replication of Ebola virus is also dependent on several host factors
like eukaryotic initiation factor 5A (eIF5A), a polyamine spermidine, and control on
the VP30 (a component of polymerase) availability in sufficient quantity [51]. The
egress of Ebola virions is counteracted by interaction of VP40 with BCL2
Associated- Athanogene 3 (BAG3), an autophagy regulator-chaperone protein
which throw them away from the plasma membrane [52]. These host-viral
interactions are the targets for developing antiviral therapy.

Evolution

The Ebola genus has been assumed to diverge as early as 20 million years ago from
other single negative-strand viruses’ lineages. The insertion of filovirus genes into
the genomes of old-world clades as well as new-world rodents, bats, and insectivo-
rous mammals was evidenced around 25–18 million years ago [28]. Ebola genes
like L, NP, and VP35 have been detected in several species of rodents, bats, and
marsupials. The syntenous position of Ebola genes in fossils of the related species
indicates the repeated interaction between Ebola and mammals [4, 53]. These Ebola
genes may be present in their wild-type or mutant state in Ebola-sensitive species.
The bat’s Ebola-tolerant phenotype is thought to be because of the negative comple-
mentation between Ebola gene products from already present Ebola genes in animal
genome and infecting Ebola virus specified proteins [28, 54].

During replication of Ebola genome, it is highly prone to occurrence of mutations
as RDRP (L protein) makes errors during replication and proofreading mechanism is
lacking in Ebola [55]. The frequency of mutation in the Ebola GP gene is estimated
to be 3.6� 10–5 nonsynonymous substitutions/site/year [56]. However, the muta-
tion rates for the whole genome vary in different Ebola species (0.45� 10�4

–

1.25� 10�3 nucleotide substitutions/site/year) [36]. Therefore, the Ebola genus
possesses 3.5 × 104 times higher mutation rate than human genome [36, 57]. Thus
the course of its passages between hosts, improves its contagiousness and extends its
host range.. The induction of mutation by mutagens like ribavirin may cause bulk
mutations of neutral or nonpositive type which may have a negative impact on virus
multiplication and thus can be used as a therapeutic mechanism [58]. Three hundred
and forty-one new mutations were revealed in Ebola genome in the 81 sequences
originated from the Ebola 2014 outbreak in West Africa (Sierra Leone), and most of
these mutations were localized in VP24, L, and NP genes [59].

The substitution mutations of nonsynonymous type in GP gene of Ebola genome
had been shown to increase its tropism in human cells and decrease its tropism in bat
cells with achievement of greater adaptability for human cells [60]. For example, GP
gene mutation A82V significantly increases the infectivity of Ebola toward human
cells [61]. Mutations in Ebola genome are reported not only during human-human or
animal-human transmission but also during animal-animal transmission. The infec-
tion of Ebola virus is asymptomatic in guinea pigs where virus undergoes multipli-
cation in infected animals without clinical symptoms; the clinical symptoms only
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occur after five to seven time passaging of Ebola virus in guinea pigs. The increase in
Ebola virulence in guinea pigs was only observed by mutations in L, NP, GP, VP35,
and VP24 genes but not in VP30 and VP40 genes. Mutation in VP24 (position 26)
and increased GP editing was associated with significant increase in Ebola virulence
[62, 63]. However, researchers are of the opinion that even if the treatments against
Ebola may be available in future, the virus may survive by mutating and increasing
its contagiousness.

Biology of Virus Entry and Multiplication in Host Cells

The Ebola virus entry into the human host mainly occurs through injured skin and
mucosal surfaces like nostrils, ears, eyelids, lips, anus, and genitals of men and
women from secretions of infected individuals and animals. The initial targets of
Ebola virus are mononuclear phagocytic cells like macrophages, dendritic cells, and
monocytes. These infected cells then migrate and make the infection systemic by
releasing the virions into the bloodstream and lymphatic system. In the course other
cell types like epithelial, endothelial, fibroblasts, adrenal cortical cells, and
hepatocytes also get infected, and the necrosis of these infected cells makes the
condition fatal [5, 49, 64–66].

To enter into the host cell, at first the virus envelope glycoprotein GP1 binds to
the specific receptors on the susceptible host cell surface. This process is facilitated
by the interaction of host cell membrane’s phosphatidylserine with Ebola virus.
Different host cells demonstrate different spectrum of Ebola receptors on their
surface like folate receptor-á, G protein-coupled receptors, C-type lectin family
proteins, integrin β, T-cell immunoglobulin mucin domain (TIM-1) protein, Tyro3/
Axl/Mer (TAM) family proteins, etc [41, 67–75]. This single-molecule force spec-
troscopy demonstrated that TIM-EBOV interactions are mechanically strong
(40–100 pN) and are comparable to adhesion molecule-ligand interactions
[76]. After attachment, the formation of macropinosome by host cell’s plasma
membrane encloses the virus and internalizes it by macropinocytosis [72], which
are then shuttled into endolysosomal pathway [77–81].

The endosomes possess acidic environment which activates certain proteases like
cathespin-B and –L (cysteine proteases). These proteases cleave viral GP1 to expose
its amino-terminal domain, which acts as a ligand for host intracellular receptor
Niemann-Pick type C1 (NPC1 ¼ cholesterol transporter). This interaction between
NPC1 and GP1 is essential for the fusion of host and viral plasma membrane
[78, 81–84]. GP2, a class 1 viral fusion protein, then undergoes a conformational
change which unmasks a 45 amino acid loop near N terminus also called as
fusogenic domain. GP2 was hypothesized to form a prehairpin conformation
where N- and C-terminus heptad repeats of GP2 extended, comes closer to each
other, forms a six-helix bundle, and completes the fusion process by forming a
fusion pore [78, 85–87]. These events led to the release of viral ribonucleocapsid
into host cell cytoplasm.
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The virus genome is now free in the host cell cytoplasm where it serves as a
template to get transcribed into a monocistronic mRNAs (sequentially transcribed
seven viral genes). The mRNA is processed by capping and polyadenylation and
then translated to produce different viral proteins. The production of enough NP viral
starts genome replication. Viral VP35 protein acts as a chaperone for NP and helps it
to coil around negative RNA strand to form a nucleocapsid shell [88, 89]. This
makes RNA helicoidal and increases its interaction with L, VP30, and VP35 proteins
by allowing self-assembly and encapsidation of viral particles [90–92]. VP24
controls the replication phase termination and virion assembly onset followed by
their egress from host cell.

Viral proteins GP, VP40, and VP24 and host cell’s endosomal-sorting-complex
required for transport (ESCRT) are involved in the budding and egress of virus from
host cell [38, 91, 93, 94]. The constitution of virions occurs with the arrival of
nucleocapsids at multivacuolar bodies which contains VP40 and GP at the plasma
membrane [39, 95, 96]. Phosphatidylserine aids in formation of viral particles at the
plasma membrane [97, 98]. Virus particles acquire GP-studded plasma membrane
lipid bilayer of host cell which links to ribonucleocapsid through matrix proteins
VP24 and VP40 during egress [37, 49, 70, 71, 85, 96, 99–101].

The virus inoculum (both route and size) and genetic factors of host determine the
asymptomatic viral incubation period (which varies from 2 to 21 days) for the
development of Ebola disease and the success of mounting an innate/adaptive
response in host against virus multiplication. The viral titer was found to be
100–1000 times lower in the survivors of Ebola virus disease as compared to
non-survivors. Ten billion virus particles may be present in the body of EVD patients
nearing death. The replicating viral RNAs were found in the upper and the lower
respiratory tracts for many days in EVD patients under recovery even when viral
RNA is not detectable in plasma [102]. Therefore, although all host tissues get
affected, lung tissues play a major role in transmitting the disease through
exhaled air.

Drug Targets and Therapeutics

Ebola virus infection in humans causes severe illness with a very high mortality rate.
At present, there is no FDA-approved drug or vaccine available against Ebola virus.
The severity of West African epidemic of 2014 marks our negligence and lack of
understanding against pathogenesis and infection of Ebola virus. It also creates the
urgency of drug discovery and development to combat this pathogen. The activities
of scientific community then picked up to identify anti-Ebola therapeutics. The
following section will cover the advancements in Ebola therapeutics identifying
different drug targets (summarized in Table 1).
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Inhibitors of Ebola Virus Entry

After cell entry of Ebola through macropinocytosis, it is processed by endosomal
proteases and transport to endolysosomes containing NPC1 (Niemann–Pick C1:
internal receptor for EBOV). The maturation of endosome requires
phosphatidylinositol-3-phosphate 5-kinase which is a critical step for EBOV infec-
tion [103]. The phosphatidylinositol-3-phosphate 5-kinase antagonist, apilimod, was
found to block the trafficking of viral particles to endolysosomes [104]. The screen-
ing of a library of small molecules identified a derivative of benzylpiperazine
adamantane diamide which targets endosomal NPC1 and inhibits infection by
vesicular stomatitis virus (VSV) Ebola pseudovirions [82].

After understanding that Ebola virus uses two-pore channels to enter into host
cells, a calcium channel blocker, tetrandrine, a bis-benzylisoquinoline alkaloid, was
evaluated to potentially inhibit the entry of Ebola virus into the cells [105]. Another
ion channel blocker, amiodarone, was also found to inhibit Ebola entry into host
cells [106, 107]. Selective estrogen receptor modulators (SERMs), like clomiphene
and toremifene, were found to be the potent inhibitors of Ebola infection. These two
estrogen receptors were found to interfere in late steps of viral entry, most likely to
affect the triggering of viral fusion with host cells [108]. The compounds with
unique symmetry and 3D globular structure like dendrimers and fullerene act as a
biocompatible carbon platform with multivalent carbohydrate presentation.
Fullerenes having 12–36 mannoses were found to possess antiviral activity against
Ebola pseudotyped infection model but in low micromolar range. However,
12 sugar-containing fullerene units when attached to a central alkyne scaffold
which is also known as tridecafullerenes (containing total 120 mannoses) were
found to possess excellent antiviral activity in sub-nanomolar range and were
found to effectively inhibit Ebola entry in vitro [109]. Antibiotics like clarithromycin
and posaconazole (antifungal agent) exhibit anti-Ebola activity by inhibiting the
calcium release from lysosomes, NPC1 protein functions, and acid
sphingomyelinase activity which ultimately inhibit Ebola virus entry into host cell
[110]. The drug macropinocytosis of Ebola was found to be blocked by a drug
5-(N-ethyl-N-isopropyl) amiloride, and synthetic compounds (MLS000394177 and
MLS000733230) also inhibit the entry of Ebola into cells [111].

Derivatives of phytomolecules like Q3G (Quercetin 3-β-O-d-glucoside) had been
demonstrated to target entry of Ebola virus into host cell and showed protective
effects in Ebola-challenged mice [112]. A Chinese herb Prunella vulgaris was also
found to inhibit entry of Ebola virus into cells [113]. Pseudovirions which contain
Ebola virus-GP are emerging as an excellent model system to identify anti-Ebola
drugs. In a study, these pseudovirions were used to screen a chemical library
(Prestwick Chemical Library) to identify potential inhibitors of viral entry into
cells. Out of screened 1200 FDA-approved drugs, 20 were found to 80% inhibit
the entry of virus into cells of which 16 were identified as antagonists of G protein-
coupled receptor (GPCR). The study highlights that GPCRs play an important role in
Ebola virus entry into host cell and GPCR antagonists can be effectively used as anti-
Ebola therapy. It was suggested by microscopic studies and time-of-addition
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experiment that GPCR antagonists block the viral entry after the initial attachment
step but before viral/cell membrane fusion [74]. The 3-hydroxyphthalic anhydride-
modified human serum albumin (HP-HSA) was found to effectively inhibit
(nanomolar concentrations are 50% effective) the entry of Ebola virus (both Zaire
pseudovirus and Sudan pseudovirus) and was found to be more potent than MIL77-
2, EBOV-neutralizing antibody which is a ZMapp drug cocktail component anti-
body. In fact, the synergistic effect was seen between the combination of MIL77-
2 and HP-HSA with no obvious toxic effects in vitro or in vivo. Furthermore, the
inhibitory activity of HP-HSA remains intact for 8 weeks even when storing at 45 �C
and thus has potential to be used worldwide including African tropical regions [114].

Replication of EBOV

During replication of Ebola virus, several proteases like cathepsin B led to the
proteolytic cleavage of Ebola’s surface GPs in the endosomes [115]. Therefore,
proteases can prove a good target for inhibiting replication of Ebola virus. A
synthetic inhibitor of serine proteases, nafamostat mesilate (NM), had been shown
to reduce the release of CatB from rat pancreases. Furthermore, NM also possesses
anticoagulant properties and thus can be effectively used to prevent disseminated
intravascular coagulation caused during Ebola virus infections [114]. While screen-
ing of genes which are essential for Ebola infection, a gene GNPTAB encoding α
and β subunits of N-acetylglucosamine-1-phosphate transferase was identified.
Knockdown of GNPTAB expression was found to inhibit Ebola infection. Its
activity is dependent on its proteolytic cleavage by protease SKI-1/S1P, and the
inhibition of this protease by a small-molecule PF-429242 prevents entry and
infection of Ebola virus [116]. Silvestrol, an organic-heterotricyclic compound
enriched in Aglaia foveolata, had been demonstrated to treat acute infections of
Ebola by inhibiting its replication [117]. A single siRNA molecule was found by
employing a web-based identification approach for therapeutic agents to inhibit the
transcription of three Ebola species mRNA. Ebola VCR, a web server which
contains the details for identification of suitable therapeutic agents, has been
developed [118].

Interferons

Ebola infection results in increased production/release of pro-inflammatory proteins,
coagulation factors, and vasoactive molecules with dysregulation of antigen-
presenting cells like dendritic cells and macrophages which plays an important
role in sustained virus replication [119–122]. The release of pro-inflammatory
molecules then attracts other target cells of the immune system which provides
additional cells to the virus for spreading infection and also increases the circulation
of these cells. The dysregulated inflammatory response thus led to uncontrolled
amplification of viral infection with excessive cytokine accumulation, viral systemic
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spread, and even circulatory collapse in acute cases with fatal hemorrhagic fever
[123]. These events are further contributed by sustained replication of Ebola virus in
dendritic cells and macrophages which inhibit early innate immune responses and
decreased T-cell numbers and also led to poor adaptive immune responses to viral
infection [124, 125]. A recent study has demonstrated that macrophage activation
but not T-cell activation contributes to EVD pathogenesis [126].

The disruption of Ebola infection in macrophages by eliciting an early immune
response can help to control viral replication. The triggering of these responses prior
to disruption of immune system by virus can potentiate the systemic control of Ebola
replication. Studies have highlighted the potential of type I interferons (IFNs) in
decreasing the mortality and morbidity of Ebola virus [127–129]. IFN treatment had
been demonstrated to enhance host cell defenses, stimulate the expression of various
interferon-stimulated genes (ISGs) with antiviral activity, and generate Ebola-
resistant macrophages [130–133]. IFN-β was found to be more competent as com-
pared to IFN-alpha2b against Ebola infection in cynomolgus macaques and
prolonged the survival of rhesus macaques [127, 128]. Furthermore, type I IFN in
combination with monoclonal antibodies against Ebola GP was found to be highly
efficacious and provide robust protection against Ebola’s lethal challenge [129].The
administration of IFN-γ either before or after Ebola infection was found to reduce the
mortality rate in mice and thus it as a promising therapeutic drug [134]. IFN-γ had
already been approved by FDA for treating certain chronic medical conditions and
thus can be readily adapted for controlling Ebola infections.

EBOV Gene Expression Inhibitors

Virus replication is critically dependent on the expression of viral genes by viral
RNA polymerase using host cell machinery. A nucleoside analogue BCX4430 was
found to inhibit viral RNA polymerase and protect mice against Ebola’s lethal
challenge [135–137]. VP35 which functions as a viral RNA polymerase cofactor
is also responsible for inhibiting the production of IFN-α/β. Double-stranded
RNA-binding protein 76 (DRBP76/NFAR-1/NF90), a cellular factor responsible
for protein synthesis and host cell defense, can associate with the C-terminal
interferon inhibitory domain of viral VP35. Reports have shown that overexpression
of DRBP76 impairs the transcription/replication of Ebola genome in host cells
without interfering in the inhibition of IFN production by VP35 and thus can be
used as anti-Ebola agent [138]. A cationic porphyrin TmPyP4 had been reported to
inhibit the expression of L gene [139]. The cellular polyamines were found critical
for Ebola replication, and small molecular polyamine synthesis inhibitors were
found to shut down gene expression by viral RNA polymerase. The knockdown of
spermidine, a polyamine pathway enzyme by short hairpin RNA (shRNA), also
reduced the replication of Ebola virus. Spermidine was found essential for the
hypusination of eIF5A (eukaryotic initiation factor 5A), and hypusinated eIF5A is
important for VP30 accumulation which is an essential component of viral RNA
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polymerase. The blocking of polyamine synthesis or hypusination of eIF5A can
therefore be strategically used to inhibit Ebola gene expression by RNA
polymerase [51].

Other Therapeutic Strategy: Transfusion of Convalescent Blood/
Serum

The World Health Organization (WHO) had approved the transfusion of convales-
cent serum/ whole blood during critical Ebola infections [140, 141]. Convalescent
serum is taken from diseased survivors and is devoid of clotting factors and red
blood cells but contains immunoglobulins like IgM and IgG against Ebola virus
whose transfusion had been found to reduce the viral load [142, 143]. However, the
plasma has to be screened to exclude the residual Ebola RNA and other pathogens
(especially blood-borne) like HIV, hepatitis B, and C virus. The postexposure
antibody therapy using either polyclonal or monoclonal antibodies was also found
to confer the protection and is also approved by FDA (Food and Drug
Administration) [144].

The passive immunization using neutralizing antibodies by sera transfusion (from
Ebola recovering individuals) emerges as valuable emergency therapeutics during
Ebola [145, 146]. It is although not 100% protective when transfusion occurs 3 days
after exposure to Ebola virus, e.g., Zaire ebolavirus Makona [147]. Using equine
serum which contains precise immunoglobulins against Ebola virus was found to be
effective and safe in non-allergic patients [148]. The different mAb-cocktails had
been developed recently for the treatment of Ebola viral disease like ZMapp, ZMAb,
mAb114 and MB-003, and MIL-77E [149]. The administration of ZMAb which
consist of three murine mAbs, i.e., 2G4, 4G7, and 1H3, (dose 25 mg/kg 3 times
daily), was found to completely protect cynomolgus macaques from EVD, while
ZMAb administration with IFN-α-vectored adenovirus resulted in increased survival
of cynomolgus (75%) and rhesus macaques (100%) against EVD [150]. The mAbs
which can bind to the GP base like 4G7 and 2G4 are neutralizing antibodies, while
the ones which can bind the glycan cap like mAb114, 1H3, and 13C6 are
non-neutralizing antibodies. Furthermore, 13C6 and 6D8 are chimeric antibodies
possessing mice variable region and human Fc region which can neutralize Ebola
virus during the presence of complement proteins [151]. mAb114, a single-
monoclonal antibody, targets the Ebola GP receptor-binding domain. It prevents
mortality in rhesus macaques from lethal challenge of Zaire ebolavirus and was
found well tolerated in clinical trials [152].

The repeated immunization with filovirus glycoproteins in mice led to the
generation of pan-Ebola-specific mAbs which were found effective against viruses
like RESTV and SUDV [153]. ZMapp components include chimeric mAbs like
c13C6 from MB-003 (already known antibody cocktail) and two mAbs (c2G4 and
c4G7) from ZMab cocktail. ZMapp is approved by WHO for EVD treatment and
was found to reverse the clinical signs of EVD in rhesus macaques (100%), even
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after late administration (5 days after viral exposure) [154]. Another mAb cocktail
MB-003 was also found effective against Ebola virus in ZMapp resistant individuals
[155]. Furthermore, there is a scope to exploring the synergistic effect of different
mAbs (combination pairs of neutralizing and non-neutralizing mAbs) for designing
anti-Ebola immunotherapeutics/vaccines [156].

These mAbs mechanistically bind the inter-protomer epitope present on GP
fusion loop and thus inhibit the membrane fusion of virus and also neutralize its
entry into host cell [157]. However, the potential limitation of using mAb-based
therapies is that their high doses are required, viral epitope mutations reduce the
effectiveness of these therapeutic mAbs, and these mAb mixtures are generally
outbreak specific since the virus is constantly evolving becoming more furious
with every outbreak. For example, ZMapp is only effective against Zaire ebolavirus;
however, replacing a component of ZMapp with FVM04, a mAb with cross-
neutralizing activity for SUDV (Sudan virus), increases the activity range of
ZMapp against SUDV [158].

Ebola virus GP is cleaved by cathepsins which then fuses with host cell mem-
brane and forms a fusion pore through which Ebola genome enters the host cell
cytoplasm for replication. Human mAb KZ52 binds to a 23-residue
non-glycosylated epitope at GP base of which 15 residues are in direct contact
through Van der Waals interactions and 8 by hydrogen bonding [159]. KZ52 thus
inhibit the GP cleavage by cathepsin and show 50% neutralization at dose 0.4 μg/ml
(23). The FabKZ52 was originally derived from an Ebola disease survivor’s bone
marrow and was found to exhibit 50% neutralization at 8 nM concentrations [160]. It
was found to protect guinea pigs from the lethal challenge of Zaire ebolavirus failed
in rhesus macaques [161].

Human single-chain antibody variable fragments (HuscFvs) also known as
transbodies or superantibodies (by Kohler and Paul (1921)) are cell-penetrable
bodies which can cross cell membrane and get accumulated intracellularly only at
the site of target antigen. HuscFvs, produced by phage display technology which can
bind VP40 protein of Ebola virus, can potentially inhibit the egress of virus from
hepatic cells [162]. These transbodies bind to C-terminal domain at several cationic
patches of VP40 which a matrix protein is and plays a pivotal role in the assembly
and budding of virus. They also show binding to WW binding motifs in L-domain
peptide and thus can act directly as anti-Ebola agents [162]. HuscFvs against
interferon-inhibitory domain (IID) of Ebola’s VP35 was also found to inhibit both
polymerase cofactor activity of VP35 and its antagonistic activity against host IFNs
by forming contact with basic residues in its first/central patch, end cap, and the
residues important for the formation of multimeric IID for binding dsRNA
[163]. However, since these super antibodies accumulate intracellularly, their disap-
pearance from blood circulation does not confirm their elimination from the body.
Therefore, further evaluation in various animal models of EVD using authentic
Ebola virus and clinical studies is required before considering them as a promising
therapeutic alternative for the treatment of EVD. The bispecific Trojan horse
antibodies which can neutralize other filoviruses were also found to be effective
against multiple Ebola infections in mice [164].
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Edible vaccines produced in plants are now emerging for easy access to vaccines.
A recent study has highlighted the production of three mAbs targeting Ebola GP in
tobacco plants which were tested and were found effective in humans [165]. The
identification of cross-protective antibodies which are effective against multiple
Ebola species can help in developing effective therapeutic strategies for treatment
of EVD [166]. A mAbs isolated from survived patients of Uganda outbreak (2007)
against BDBV-GP was found to neutralize multiple Ebola species [167]. Since the
Ebola GPs are conserved across different species, four mABs – S3, S12, S17, and
S33 as revealed by ELISA – were found to possess cross-reactivity against GPs of
five different Ebola species [168]. Recently a pan-ebolavirus therapeutic
MBP134AF, which comprise two broadly neutralizing human antibodies (bNAbs),
had been developed whose single dose (25 mg/kg) was sufficient to protect ferrets
against lethal challenges of EBOV, SUDV, and BDBV infection [169].

Another study has demonstrated the isolation of 349 EBOV GP mAbs from Zaire
Ebola outbreak survivors of which 77% of mAbs were found effective in
neutralizing Ebola virus [170]. Three mAbs isolates (Q206, Q314, and Q411)
from West African Ebola outbreak against Ebola GP were found to recognize
novel epitopes and of which Q206 and Q411 were found to protect mice from
Ebola infection [171]. A mAbs-based therapeutic vaccine had been developed to
inhibit replication of invasive EBOV, even when administered 4 days post-infection
as a single dose [172]. Adeno-associated virus (AAV) expressing non-neutralizing
mAb (5D2 or 7C9) was found to be 100% protective in mice by consistently
releasing these anti-Ebola mAbs in the body. However, a neutralizing mAb 2G4
was found to be 83% protective alone, but antibody cocktail containing these two
mAbs was 100% protective when provided 7 days pre-infection and provides
sustained protection after challenging with Ebola 5 months post AAV-mAb immu-
nization [173]. Prediction algorithm and molecular docking help to identify different
peptides which contain overlapping T-cell epitopes with ability to interact with
multiple HLA alleles. A peptide LANETTQALQLF (P5) was found to be 100%
conserved in Bundibugyo, Sudan, Zaire, and Tai Forest species and is capable of
inducing T- and B-cell response against EVD [174].

Small Molecules as Inhibitors of Ebola Virus Infection

Approaches of medicinal chemistry and biological screening using both in silico and
in vitro experiments have identified small molecules to be used against infection of
Ebola virus [175].Viral RNA inhibitor (combination of three siRNAs) packed in
lipid nanoparticle called TKM-Ebola was formulated with Tekmira’s lipid nanopar-
ticle technology and targets L polymerase, VP24the membrane-associated protein,
and VP35, polymerase-complex protein of ZEBOV. New drug discovery researchers
are facing a global challenge of emergence of drug-resistant viral strains which
hampered the development of novel therapeutic interventions adapted for emerging
Ebola virus strains. So different strategies were employed of which the most popular
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is forming nanoconjugates which were found to provide 100% protection in rhesus
monkeys against Ebola’s lethal challenge when treatment starts postexposure at third
day [176]. However, these approaches need to be further validated by in vivo studies
for their efficacy and safety in human lethal EVD. Another experimental antiviral
agent that was found effective against Ebola viral infection in animal models is
AVI-7537 [177, 178]. AVI-7537 was found to act on gene silencing and also having
some pharmacokinetic and safety data in humans [179]. However, these gene-
silencing drugs are cumbersome to synthesize, and the scaling up of their industrial
production to meet the public demands at the time of emergency is a
challenging task.

Repurposed Drugs

The development of new therapeutic agents against this ever-changing infectious
virus is a time-taking task. An important option till the time for development of new
therapies is to depend upon “drug repurposing.” Drug repurposing involves investi-
gation of already approved drugs for new therapeutic indications. The lack of
approved therapies for EVD and screening of efficacious approved drugs revealed
that these drugs which have already proven safe can be potentially repurposed for
combating EVD [180]. The drugs used for arrhythmias, tachycardia, and high blood
pressure like dronedarone, amiodarone, and verapamil were found effective to
inhibit filoviruses entry into cells in in vitro models [106]. Since the virus used the
host cell for multiplication, drugs targeting host response like angiotensin receptor
blockers, angiotensin-converting enzyme inhibitors, statins, phosphoinositide
3-kinases inhibitor (LY294002), and calcium/calmodulin kinase (CAMK2) inhibitor
(KN-93) were reported to attenuate Ebola infection in in vitro conditions [181]. The
virus-mediated increase in cytokine production was reduced by SB202190, a p38
mitogen-activated protein kinase (MAPK) inhibitor in human monocytes [182]. Clo-
miphene and toremifene, which are estrogen reuptake modulators, were found to
inhibit virus entry but are loaded with side effects when administered at higher doses
like clomiphene causes ocular adverse reaction and toremifene causes serious
electrolytes derangements, therefore combination therapy is suggested for using
them [180]. An analogue of cidofovir with lipid conjugation, brincidofovir, had
been demonstrated to inhibit Ebola replication but needs to be evaluated using
in vivo models [183]. Anti-protozoal agents emetine and cephaeline and its
desmethyl analogue cephaeline are also potent inhibitors of Ebola replication with
cephaeline that is more tolerable than emetine in patients [184].

Inflammatory inhibitors like atorvastatin, rosuvastatin, and pravastatin which
reduce TNFα levels and C-reactive protein have been reported to hamper
cholesterol-supported membrane biosynthesis in Ebola virus [185]. Ebola infection
results in coagulation imbalance by overexpression of procoagulant tissue factor in
monocytes/macrophages. An anticoagulant protein c2 from recombinant nematode
was found to inhibit blood coagulation (tissue factor mediated) and improve
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macaque’s survival from Ebola-hemorrhagic fever [186]. The lysomotropic agents
which prevent acidification of endosomes/lysosomes were also reported to limit viral
infections. These include antimalarial drugs like chloroquine-hydroxychloroquine,
primaquine, pamaquine, and plasmoquine [187]. However, there are conflicting
reports as chloroquine was found effective in in vitro models to inhibit virus
replication but showed no protection in guinea pigs, hamsters, and mice against
Ebola infection [188, 189]. Proton-pump inhibitors like esomeprazole and omepra-
zole inhibit entry of Ebola viral in vitro studies but required higher concentrations
when used in vivo [190]. The mass administration of antimalaria drugs were found
effective in reducing fever during Liberia outbreak of Ebola in 2014 [185].

Toyama Chemicals introduced a selective inhibitor of influenza virus replication,
favipiravir (T-705), which shows minimum cell toxicity [191, 192]. It was found to
induce level of lethal RNA mutations by interfering with viral RNA-dependent RNA
polymerase activity [191, 193]. Recently, a study has highlighted the in vitro
effectiveness of T-705 in inhibiting the replication of Ebola virus (IC-5067 μM)
without showing any cytotoxicity under the set experimental conditions
[194, 195]. Oral administration of T-705 twice daily, to type-I IFN-α/β-receptor
knockout mice, was found to prevent mortality in all the animals. Favipiravir was
found to prevent mortality in Ebola-infected mice even if the treatment starts post-
infection of 1 week [194]. Favipiravir possesses various advantages for using during
Ebola outbreak as it has already been under extensive use for its antiviral activity
against influenza in Japan, easily available and effective via oral administration.

An antitrypanosomal agent, suramin, possesses anti-heparin potential and was
demonstrated to interfere with the entry and replication of virus into host cells
[196]. An antiflu medicine, the low concentrations (48–140 nM) of microtubule
inhibitor drugs like vincristine, vinblastine, and vinorelbine/navelbine which are
known for their anticancer activity were found effective by inhibiting the entry of
Ebola virus into HeLa cells. Another microtubule modulator, colchicine, already in
use for gout, also showed anti-Ebola activity [197, 198]. The RNA-directed RNA
polymerase of Ebola virus had been reported to get inhibited by different antiviral
drugs like cidofovir, maraviroc, abacavir, and telbivudine which target the MTase-
domain of Ebola virus [199].

An HIV protease inhibitor, indinavir, was found effective in reducing Ebola
severity while screening of 1766 FDA-approved drugs and 259 experimental
drugs [199]. Recently, a Computational Analysis of Novel Drug Opportunities
platform had been developed for screening of drugs already approved by FDA
with which the drugs like vancomycin, enfuvirtide, bleomycin, somatostatin,
octreotide, lanreotide, and ubidecarenone (CoQ10) were found significantly effec-
tive against Ebola virus [200]. Through virtual screening of many thousands of Drug
Bank molecules (repurposed drugs), ibuprofen was identified for its inhibitory
potential on Ebola-induced infection. The antiviral activity of ibuprofen had been
validated by cell culture studies, and thus it can be used as molecular template for
developing anti-Ebola drugs [201].
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Challenges and Prospects

Latest outbreak of Ebola virus which occurs between 2014 and 2016 arises an
international public health emergency. Due to high mortality rate of Ebola virus
disease (EVD), it becomes highly significant to develop vaccines and treatment
strategies against this serious disease. Recent years have seen the emergence of
several therapies to tackle lethal Ebola infections. The formulation of “ZMapp” a
plant-derived humanized mAbs to treat EVD patients although shows promising
results but its short supply warrants the need to develop and evaluate new mAbs.
Repurposed drugs are emerging as an alternative approach as those drugs which
have already proven safe can be potentially repurposed for combating EVD. Numer-
ous active repurposed compounds had been evaluated against EVD, and their
mechanism of action may be variable which include EV inhibitors, ion channel
blockers, microtubule inhibitors, kinase inhibitors, estrogen receptors, reuptake
modulators, and histamine antagonists. However, high throughput screening is
required to prove the potency and efficacy of these repurposed drugs for EVD
treatment. The need is to develop effective as well as economic antiviral agents
against Ebola virus which should be easily approachable even for poor countries,
and drug repurposing is the best solution for that. Reports have also analyzed the
effectiveness of engineered nucleic acid molecules and nucleotide analogues like
antisense phosphorodiamidate morpholino oligomers (PMOs) siRNA and miRNA
against Ebola challenge. Computational approaches emerge as promising technol-
ogy to screen large number of molecules for their inhibitory effects on Ebola virus
and promoting human health. However, instead of these developments, more
research efforts are required to develop potent anti-Ebola therapeutic/prophylactic
agents and appropriate preventive measures to limit viral spread and prevent future
outbreaks. Strict biosecurity principles should also be developed against the risk of
using it as a bioweapon. The cross-reactive mAbs that can neutralize all five species
of Ebola need to be developed and evaluated for their therapeutic effects and can be
further engineered for developing human homogenous antibodies.
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Prion Diseases: A Concern for Mankind
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Abstract
Abnormal prion proteins are known to cause slowly progressive, invariably fatal
neurodegenerative diseases in animals and humans. They are characterized by
having prolonged incubation period and a clinically silent phase during which the
normal cellular prion protein (PrPc) is misfolded into an abnormal form (PrPsc).
This can occur sporadically, genetically or can be acquired by either oral or
iatrogenic routes of transmission. Majority of human prion diseases are sporadic
in occurrence and are termed as sporadic Creutzfeldt-Jakob disease (sCJD),
whereas familial forms include familial or genetic CJD, fatal familial insomnia
(FFI) and Gerstmann-Straussler-Scheinker syndrome (GSSS). About 5% of cases
of human prion disease are infectious in origin, variant CJD (vCJD), iatrogenic
CJD (iCJD) and a now extinct form “Kuru”, being the manifestations. Though
Prion diseases are rare in humans, being invariably fatal and difficult to diagnose
especially in ageing population, they have become an area of active interest. This
chapter will focus on various aspects of human prion diseases including epidemi-
ology, clinical features, pathogenesis, treatment and prevention.
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Introduction

Prions are unique mysterious pathogens responsible for causing fatal neurodegener-
ative diseases by completely unique mechanisms in humans and animals. Prions
seem to behave like other infectious prokaryotic organisms; however, they don’t
have any of fundamental characteristics and lack (deoxyribonucleic acid) DNA or
(ribonucleic acid) RNA as genetic material [1].

During the course of time, the understanding of Prions was proposed as “protein-
aceous infectious particles” which causes an abundant normal cellular protein (PrPc,
prion-related protein, in which C stands for the cellular form of the protein) in brain
to change its shape to the misfolded, abnormal form (PrPsc, in which SC stands for
Scrapie, a prion disease of sheep and goats) of proteins with β-pleated sheet structure
[2]. Prion diseases manifest as transmissible spongiform encephalopathies (TSEs),
which are distinguished by variable incubation periods, typical spongiform changes
in the Scrapie related with neuronal loss and a failure to persuade inflammatory
response. Prion diseases are relatively sporadic and difficult to transmit; however,
the nature of diseases for being progressive with no cure or treatment makes it
alarming and concerning for mankind [3].

Discovery of Prions

Description of proteins as discrete biological molecules and their role in cellular
processes were documented in the eighteenth century [4]. It was then a century later
that other descriptions related to protein were brought explaining protein structure,
protein folding and its significance of primary importance [5]. In 1920, Hans Gerhard
Creutzfeldt and Alfons Maria Jakob first time explicated human neurological disorder
of unknown origin aggravating scientific community and this condition was known as
Creutzfeldt-Jakob disease (CJD) [6, 7]. Moreover, in 1938 after shepherds described
irrelevant reflections affecting sheep Merino, Cuille and Chelle hypothesized “slow
virus” as a causative agent of sheep disease due to its longer incubation period. In
1959, another human neurological disorder among the fore tribe in Papua New Guinea
named as Kuru that presented symptoms closely related to CJD was identified
[8]. Moreover, inoculation of cerebral spinal fluid (CSF) from Scrapie-infected
sheep into healthy revealed the fact that disease is transmissible and diseases Kuru,
Scrapie as well as CJD were distinct forms of the same neuropathy [8, 9]. Inactivation
of the causative agent of Scrapie by formalin increased the curiosity among the
scientific community further to scrutinize the firmness of the “slow virus” [10]. Further,
the inactivation of the disease agent was failed using several stringent experiments like
using extreme heat, high pressure, isolation from formalin-fixed tissue and high
aggregates of ultraviolet radiation (UV) that concluded that the agent might be
replicating without the presence of any form of nucleic acid [1]. In 1967, in an open
debate the central dogma was challenged by explanation of J.S. Griffith by three
different mechanisms which explained how a protein could be infectious and how its
spontaneous occurrence can be controlled genetically [11]. The unusual and
fascinating concept of protein particles as infectious agents increased curiosity of
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several research scientists that continued to suggest the infectious nature of protein
particles in Scrapie disease [12]. It was in 1982, Prusiner et al. strengthened the
“protein as infectious agent” hypothesis by segregating the proteinaceous infectious
agents and devastating them by same methods used for protein inactivation [13].

For the discovery of human disease Kuru and showing its similarity to sheep
disease Scrapie, in 1976, Carleton Gajdusek shared the Nobel Prize for his contribu-
tion. For developing a prion model, in 1997 Stanley Prusiner was awarded Nobel
Prize. After the discovery of prion model source of the prion protein was
investigated at genetic level to understand which gene codes the messages that is
responsible for its translation into proteins which led to the identification of mRNA
transcript from the protein sequence than encoded prion protein (PrP) [14, 15].

Prion Proteins

The human PRNP (PRioN) gene stipulates directions for production of protein called
prion protein (PrPc), which is functional in the brain and several other tissues. Prion
protein has been suggested to have a role in transportation of copper into cells,
neuroprotection and synapses from cell-to-cell communication [16]. Human PRNP
gene is positioned on the short arm of chromosome 20, approximately 20 kbp
upstream of a gene, which encodes a biochemically and structurally similar protein
to the one encoded by this gene [17]. The protein coded by this gene is a membrane
glycosyl phosphatidyl inositol-anchored glycoprotein that inclines to aggregate into
rod-like structures. The encoded protein contains a highly unstable region of five
tandem octapeptide repeats. Mutations present in this gene region as well as else-
where in this gene have been associated with Creutzfeldt-Jakob disease, fatal
familial insomnia (FFI), Gerstmann-Straussler disease (GSS), Huntington disease-
like 1, and Kuru.

In all incidents, the pathogenic protein is the host-encoded PrPC protein with a
reformed conformation, called PrPsc. In contrast, propagation of prions, and, more
specifically, of PrPsc prions, involves reproduction not of their primary, but of their
secondary, tertiary and quaternary arrangements [18] (Fig. 1).

Normal structure of PrPC protein has large alpha-helical with slight beta-strand
content. However, it has been revealed that the PrPsc protein contains more beta-
strand content than the normal protein and is underglycosylated. Differences
between glycosylation patterns of the PrPc and PrPsc have been observed, and this
variability is believed to contribute to the pathogenesis of prion disease [19]. Both
PrPc and PrPsc have the same group of >50 bi-antennary, tri-antennary and tetra-
antennary N-linked oligosaccharides; however, PrPsc exhibits fewer glycans with
bisecting GlcNAc residues and more tri-antennary and tetra-antennary
oligosaccharides. It is hypothesized that glycosylation increases the stability of
proteins, thereby preventing the pathological conformational transition to PrPsc

[20]. A glycoform-selective prion formation pathway causing variably protease-
sensitive prionopathy (VPSPr) has been reported highlighting the importance of
glycosylation in the development, assortment and strain characterization of prions
[21]. PrPsc protein structure discloses that it consists of two tangled fibrils, which
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have a series of repeated beta-strands (beta-solenoid). The upper and lower steps of
beta-solenoids are assumed as start outlets for hydrogen bonding through newfan-
gled PrPC molecules in many proteins with beta-solenoids; they are blocked to
prevent propagation of beta-sheets. Once they are added to the fibrils, these ends
would function to enlist additional proteins resulting in increasing length of the
chain, and this explains little about the biology of unusual pathogen [22] (Fig. 2).

Pathogenesis of Human Prion Diseases

Pathogenesis of prions is significantly related due to the resistance to protease
digestion, which supports the infectious agent to survive its way through the
digestive tract and finally reaching to the central nervous system (CNS). Passage
of prions from the intestinal mucosa is not yet clear; however, M cells, which are
antigen-transporting epithelial cells, are somehow responsible for facilitating prion
passage [23]. Thus, entry of the infectious protein particle through oral route
penetrates across M cells and Peyer’s patches from the mucosa. Dependent on
host, prions can also replicate and accumulate in lymph nodes, spleen where they
reach through lymphoreticular system (LRS) and has been observed as vCJD in man
[24]. However, B cells play an important role for maturation of follicular dendritic
cells for amplification and PrPsc accumulation. Other cell types from the periphery
are also reported for neuroinvasion in place of follicular dendritic cells in which
amplification of prion and PrPsc occur. Prion proteins reach the brain through the
vagus nerve or spinal cord either along the peripheral nervous system through LRS
and other sites (Fig. 3). There are very low evidences that prions were detected in

Fig. 1 Showing normal (PrP) and abnormal forms (PrPsc) of prion protein. Normal prion protein
has alpha-helix in majority and beta-helix in less than 5% content; however, when the misfolding of
prion proteins takes place, more than 50% of alpha-helix structure is converted into beta-helix
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blood of Scrapie-infected hamsters and 1 of 19 sheep that were experimentally used
for transfusion of blood developed prion disease [24].

Cell-to-Cell Spread of Prion Proteins

Exact mechanism of cell-to-cell spread of prions within central nervous system
(CNS) has remained elusive to delineate. However, experiments involving permis-
sive cell lines have shown it to be mediated by cell-to-cell contact through trans-
synaptic spread or tunnelling nanotubes (TNTs) and/or through extracellular com-
partment involving extracellular vesicles (EVs) [25].

Several studies have shown that prion seeds are actively transported intra-
axonally in neurons [26]; however, studies where axonal transport was impaired
in vivo suggest that PrPsc can also spread in the brain independent of this route
[27]. Current evidence points towards spread of prions through this route though
other mechanisms are also involved. Trans-synaptic spread of prions is a plausible
mechanism as there is sequential development of pathology in brain in prion
diseases. Tunnelling nanotubes (TNTs) are transient cytoplasmic extensions that
bridge two distant cells together and have been shown to have a role in the spread of
multiple pathogens including bacteria and viruses [28, 29]. These are open-ended
channels, composed of F-actin and typically 50–200 nm in diameter, through which
transfer of small molecules as well as whole organelles such as mitochondria,
lysosomes and different types of vesicles can take place [30]. Both PrPc and PrPsc

Fig. 2 Mechanism of protein folding in prion diseases
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have been shown to be transferred through vesicles using TNTs [31]. Furthermore,
co-culture experiments involving simultaneous culture of prion-infected cells and
non-infected cells have shown that neurons co-cultured with infected bone marrow-
derived dendritic cells are infected through TNTs.

Extracellular vesicles (EVs) could represent an important mechanism for extra-
cellular spread of infective prions. Furthermore, the authors isolated 50–90 nm
vesicles in the extracellular compartment containing prion proteins and subsequently
showed them transmitting prion disease upon inoculation into mice, if they
contained infective prion proteins [32]. Even though there is no direct evidence
that prions detected in the culture media of both astrocytes and brain cortical neurons
are also associated with EVs, both cell lines have been shown to propagate prions as
well as release EVs separately [33].

Fig. 3 Probable paths of circulation of ingested prions, from oral route it may penetrate through M
cell and reach the enteric nervous system. Moreover, different routes may also be taken by prions
depending on the host, which may be through transportation by dendritic cells to the LRS and
finally to the brain
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Toxicity of Prion Protein Aggregates

Considerably less is known about the cellular pathways by which prion aggregates
cause neurotoxicity. Insight in this aspect will be key to develop therapeutic targets
not only against prionopathies but also against other neurodegenerative disorders
such as Parkinson’s disease, Alzheimer’s disease and many others. A core
synaptotoxic signalling pathway involving the activation of NMDA and AMPA
receptors leading to stimulation of p38 MAPK phosphorylation and collapse of the
actin cytoskeleton in dendritic spines has been suggested as a key pathway in
causation of neurotoxicity due to prion aggregates [34].

Transmission of Prion Proteins

“Natural” Transmissions

Although prion diseases are not transmitted through air and are thus non-contagious,
i.e. doesn’t spread through direct contact, transmission through parenteral and oral
route has been reported [23]. The skin normally acts as an obstruction against
transmission of prions; however, certain research studies have shown that skin
lesions characterize a proficient route by which prion infection can be proven
[35]. Similarly, lesions of oral and nasal mucosa are known to enhance prion disease
susceptibility and increase the efficiency of prion uptake across epithelial surfaces.
Kuru disease transmission is recognized to Fore cannibalistic practiced rituals of
mourning in which the brain of the dead was eaten, especially by women and
children, and is believed to have originated from a case of sCJD [36]. Contaminated
foodstuff through injuries in oral cavity from teething and loss of tooth in adoles-
cence has been observed as a cause of vCJD. No evidence of vertical transmission of
human prion disease from mother to child has yet been elucidated unlike animal
prion diseases [37]. Studies have proven that colostrum and milk from Scrapie-
affected ewes have similarly been shown to contain infectious prions, which
demonstrates the possible risk of prion; BSE may also be transmitted to humans
through consumption of cattle milk or milk products [37]. Several studies have
shown natural and man-made materials that are more frequently found in the
environments of wild and imprisoned animals can fix prions and may act as vectors
for disease transmission. Previous findings indicated that prions could bind various
types of soils and remain infectious even after many years attached to soil
[36]. Route of transmission of human prion diseases is shown in Table 1.

Iatrogenic/Accidental Transmission (iCJD)

Iatrogenic form of CJD arises from contagious tissue from an infected person
generally as a result of a medical procedure and contaminated neurological devices.
These invasive procedures include brain biopsy and neurosurgery for the removal of
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meningioma or cortical undercut, implantation of inefficiently sterilized electrodes in
the brain, grafts of dura mater and infected pituitary hormones from prion-infected
patient, and unknowingly through corneal transplantation [17].

Geographical Distribution of Human Prion Disease

Typical CJD has been reported from most parts of the world since 1920. The most
usual form, sporadic Creutzfeldt-Jakob disease (sCJD), has a global mortality rate of
approximately 1 case per million people each year and is accountable for about 85%
of all CJD cases globally. The cause of sporadic CJD remains unknown. Familial
Creutzfeldt-Jakob disease (fCJD) is known as a consequence of inherited mutations
and calculates for 10–15% of the cases from the countries from where it has been
reported [38]. The remaining cases are iatrogenic and variant Creutzfeldt-Jakob
disease (vCJD). Around 90% of the patients are known to die within the 1st year
of symptom onset.

CJD has been reported from the United States at 0.5–1 per million populations
with mean age group of 55–75 years. Approximately 90% of cases were of sCJD,
followed by 10–15% cases of vCJD and 5% iatrogenic CJD. CJD surveillance
studies from the United Kingdom (January 1990–2017) have reported 2359 cases
of sCJD, of which 21 cases were alive till December 2017, and 123 definite cases of
vCJD with mortality rates of 1.46 from Wales, 1.19 from Scotland, 1.16 from
England and 0.85 from Northern Ireland (per million per year) [39]. Japan has also
reported CJD cases from year 1998 to 2019 which includes overall 1685 suspected
cases, of which 1222 are definite prion cases [40]. Canada reported a total of
974 sCJD cases during the previous decade 1998–2019, whereas China has shown
estimates for 1585 cases during the year 2010–2015. With strengthening of the prion
surveillance systems in various numbers of countries, reports of CJD cases are
updated in database, which is essential for future research and understanding trans-
mission of the unusual disease. Sporadic CJD cases (definite as well as probable)
from surveillance reports of different countries have been statistically shown from
1993 to 2013 in Fig. 4.

Occurrence of iCJD has been noted after transplantation of infected cornea [41],
dura mater grafts [42], after the use of dura mater material in radiographic emboli-
zation procedures [43], use of contaminated neurosurgical instruments [44], use of

Table 1 Route of prion disease transmission in humans

Prion disease Transmission route

Iatrogenic Creutzfeldt-Jakob
disease (CJD

Accidental medical exposure to CJD-contaminated tissues or
tissue products

Sporadic Creutzfeldt-Jakob
disease

Unknown. Theories include somatic mutation or spontaneous
conversion of PrPc to PrPsc

Variant Creutzfeldt-Jakob
disease

Ingestion of BSE-contaminated food or transfusion of blood or
blood products from variant CJD-donor

Kuru Ritualistic cannibalism
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stereotactic depth electrodes, use of pituitary growth hormones [45] and
gonadotropins as well as after transfusion of whole blood and plasma concentrates
[21]. Till date, more than 200 cases each of iCJD have been reported after transplan-
tation of dura mater graft and administration of cadaveric human pituitary hormone.
Cases due to dura mater graft have been reported mainly from Japan, France and
Germany whereas due to growth hormone are from France, the United Kingdom and
the United States. Only few cases (�5) are reported, till date, which are due to
corneal transplantation, administration of gonadotrophins, neurosurgical instruments
and blood transfusion [46]. The neurodegenerative disease Kuru is thought to have
originated in the initial part of this century from remote linguistic tribal groups of
Eastern Highlands population of Papua New Guinea populated by 35,000 persons in
169 villages. The total population affected was 17,000 (Fore plus the neighbouring
tribes), of which 11,000 were the Fore. After imposing restrictions on cannibalism,
decline in Kuru-related disease was observed. Only two Kuru-related deaths were
reported from 2003 to 2008, indicating that the epidemic is approaching its end [47].

Prion Diseases: Clinical Features and Molecular Diagnosis

Human prion diseases are differentiated clinically on the basis of age of onset,
clinical symptoms, rapidity of their development and duration of symptoms. A
definitive diagnosis is made on pathological findings in brain tissue by
haematoxylin-eosin (HE) staining and immunohistochemistry that detects pattern

Fig. 4 Total number of sCJD cases from surveillance report (1993–2013). Estimates from
Creutzfeldt-Jakob Disease International Surveillance Network formerly known as Euro CJD
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of PrPsc deposition. Classic pathological findings of prionopathies on HE staining
are vacuolation or spongiform changes in the upper layers of cortex and neuronal
loss without inflammation and astrogliosis [48]. Various patterns in which PrPsc can
be deposited are synaptic, plaque-like, perivacuolar, punctate or perineuronal. Types
of prion deposits are indicative for the type of prion disease. These changes are most
evident in the cerebral cortex and cerebellum [49]. The prominent cerebellar
involvement is typical for prion diseases and differentiates them from other
dementing illnesses such as Alzheimer’s disease or diffuse Lewy body disease [31].

sCJD

sCJD is characterized by a rapidly progressive dementia, usually leading to death
within 6 months of disease onset. The age range varies from 12 to 96 years, but peak
age of onset is in the sixth decade. There is no gender predilection. Another
characteristic feature is the prominent involvement of multiple brain systems,
which leads to development of motor impairment, such as ataxia, bradykinesia or
spasticity, myoclonus and extrapyramidal symptoms along with cognitive deficits
and visual loss. The mean survival in sCJD cases is around 6 months, and most
patients die within the 1st year from onset. As it affects many areas of the brain, its
presentations are protean with a wide variety of symptoms, and in early stages it can
mimic many other neurologic or psychiatric conditions [3].

Molecular classification of sCJD is on the basis of genetic polymorphism at
codon 129 in the host’s PRNP gene and the electrophoretic mobility of PrPsc

extracted from the affected brain, after cleavage by protease K and run on a Western
blot. Codon 129 can code for either methionine (M) or valine (V). Cleavage of type
1 prions generates a 21-kDA fragment whereas of type 2, generates a 19-kDa
fragment. Thus, six molecular subtypes of sJCD can occur: MM1, MV1, VV1,
MM2, MV2 and VV2. Each subtype has different clinical and pathologic
presentations with varying sensitivity to diagnostic tests. MM1 and MV1 are very
similar clinically and pathologically and thus grouped together as a single subtype
MM1/MV1. This molecular type is the commonest type found in sCJD, in around
40% cases. Other types are VV2 (15%) presenting as a rapidly progressive ataxia;
MV2 (8%), which is slowly progressive than the prior two; and the MM2, which has
cortical and thalamic subtypes. The MM2-thalamic subtype has overlapping features
with familial fatal insomnia and is referred as “sporadic fatal insomnia”. About 6%
of sJCD cases have both prion types (1 and 2) and present along a spectrum, the
phenotype of which depends on their relative ratio [50].

Establishing diagnosis of sCJD is challenging and is based on a combination of
neuropathologic findings and ancillary tests, namely, electroencephalogram (EEG),
CSF protein profiling, brain magnetic resonance imaging (MRI) and a new assay
which measures the activity of PrPsc aggregates triggered by PrPsc seeds in the
presence of recombinant PrP [45]. Characteristic EEG finding is the presence of
periodic sharp-wave (often biphasic or triphasic) complexes. They are found in
about two-thirds of cases, but appear in advanced clinical stage. In CSF, various
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biomarkers reflecting neuronal injury can be found in sCJD cases notably 14-3-3,
S100β, neuron-specific enolase (NSE) and t-tau protein. Of these, 14-3-3 is the most
commonly utilized assay and was reported to have 92% sensitivity and 80%
specificity when tested on 1849 patients [52].

On brain MRI, most sensitive findings are diffusion restriction signal in the
cerebral cortex or deep grey matter nuclei. The cortical abnormal hyperintensity is
also commonly known as “cortical ribboning” [53]. For diagnosing sJCD, brain MRI
has a sensitivity ranging from 92% to 96% and a specificity of about 94% [54]. MRI
findings also vary according to the molecular subtypes. Basal ganglia
hyperintensities are more commonly seen in the MV2, VV2 and MM1 subtypes,
whereas abnormal “cortical ribboning” signal is more common in the VV1, MM2
and MV1 subtypes [55]. Diffusion-weighted images are more sensitive than the
fluid-attenuated inversion recovery (FLAIR) sequence in detecting the
hyperintensity abnormalities in sJCD [54]. A definite diagnosis for sJCD relies on
a neuropathologic diagnosis along with identification of PrPsc via immunohis-
tochemistry or Western blot [48]; however, it is commonly available after post-
mortem. Thus several clinic-diagnostic criteria have been proposed for antemortem
diagnosis, of which notable are University of California, San Francisco (UCSF), and
European MRI-CJD Consortium criteria. Both criteria have the same clinical
findings, which include the following: myoclonus, visual disturbance, cerebellar
signs, pyramidal/extrapyramidal signs and akinetic mutism. In addition, UCSF
criteria also include presence of focal cortical signs (e.g. neglect, aphasia, acalculia,
apraxia). Diagnostic tests, which are common in both criteria, are presence of either
typical EEG findings (periodic sharp-wave complexes) or suggestive MRI findings.
In European consortium criteria, in addition, elevated levels of 14-3-3 proteins in
CSF and positive real-time quaking-induced conversion assay in CSF or other
tissues are also included in diagnostic criteria [56].

In recent years, a relatively new test, the real-time quaking-induced conversion
assay (RT-QuIC) has been described. In this assay, sample-containing PrPsc is
incubated with a substrate containing normal PrPc. With continuous shaking, the
PrPsc in samples come in contact with PrPC, converting it into PrPsc, which aggregate
into amyloid fibrils. The PrPsc amyloid fibrils can be detected using thioflavin T,
which binds amyloid and emits fluorescent signal [51]. Various samples, which are
suitable for this technique, are the brain, CSF, olfactory mucosa and skin. The
sensitivity of RT-QuIC in sJCD in CSF samples generally ranges around 80%
with a specificity of about 98%. Thus, a negative test does not exclude disease, but
a positive test in the appropriate clinical context has great diagnostic value [57].

A novel form of sporadic Creutzfeldt-Jakob disease was described in 2008, called
variably protease-sensitive prionopathy (VPSPr). Till date, 39 cases have been
reported [58, 59]. It is characterized clinically by presence of psychiatric, dysphasic
or cognitive symptoms initially followed by progressive parkinsonism or ataxia. The
age of onset is usually in the late 60s–70s, with median disease duration of 2 years.
The lack of gene mutations establishes VPSPr as a sporadic form of human prion
disease. Like sCJD, VPSPr affects patients harbouring any of the three genotypes,
MM, MV and VV, at the codon 129, with VPSPr VV accounting for 65% of all
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VPSPr cases. EEG and CSF biomarkers are often non-diagnostic, with MRI just
showing atrophy. Neuropathology comprises of moderate spongiform degeneration,
PrP amyloid mini-plaques and a target-like or plaque-like PrP deposition [60].

gCJD

gCJDs are due to autosomal dominant mutations in the PRNP gene, usually with
high, but not always 100%, penetrance. Most common type of mutations are
missense mutations, although some are insertions or stop codons [61]. Many
patients, who are found to have genetic prion disease, have no known family history
of prion disease [62]. There are three clinical phenotypes of genetic prion diseases
described: hereditary CJD, GSS and FFI. Diagnosis of genetic prion disease can be
difficult as there are variations in the range of age of onset, duration of symptoms,
type of symptoms and neuropathologic features.

fCJD is similar to sporadic CJD as it presents as a rapidly progressive dementia
with ataxia and other motor features with similar MRI and neuropathologic features
however, in a younger age group, i.e. between 30 and 55 years [3]. GSS typically
presents as a slowly progressive ataxia or motor disorder (e.g. Parkinson’s disease)
with late-onset dementia. Median age of onset is in the 50s; however, age spectrum
may increase on both ends. Neuropathologic findings of GSS are typical of other
prion diseases except that patients have widespread amyloid plaques composed of
densely aggregated PrPsc, mainly in the cerebellum. FFI is a rare form associated
with a single PRNP point mutation, at codon 129. Onset is typically in the late 40s,
and the average survival is about 18 months. Patients usually present with severe
progressive insomnia over several months, which is followed by feature of
dysautonomia such as tachycardia, hyperhidrosis and hyperpyrexia. Motor and
cognitive manifestations tend to occur late in the course of the disease. On neuro-
pathologic examination, disease is characterized by predominant involvement of the
thalamus [63]. Families with fatal insomnia have been reported from Italy, the
United Kingdom, Finland, the United States, China and Japan [64].

Acquired CJD

Prion diseases can also be acquired orally by ingestion; intravenously by pituitary
extracts, transfusion of blood and blood products; and by implantation of tissues
such as the cornea and dura mater that contain abnormal PrPsc protein. Such
infectiously transmitted cases constitute only about 1% of total reported cases.
First reports of human-to-human transmission through oral route were known in a
now-obsolete manifestation termed as “Kuru”. Evidence point towards ingestion of
meat from cattle suffering from bovine spongiform encephalopathy (BSE), a prion
disease of ruminants.
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Kuru
Kuru is remembered as the largest known outbreak of human-to-human transmission
of a prion disease. It typically manifested insidiously as a prodrome of headache and
aching limbs, which lasted for several months. This prodrome was followed by
development of progressive neurological disease with cerebellar ataxia, tremors and
involuntary movements (choreoathetosis, coarse fasciculations and myoclonic jerks)
as cardinal features. This was followed by death due to malnutrition and intercurrent
pneumonia [65].

Neuropathologic examination of brains of patients suffering from Kuru showed
neuronal loss, astrogliosis and accumulation of PrPsc. The pathological hallmark of
the disease was the presence of amyloid plaques, predominantly involving cerebellar
tissue [66]. People who suffered from Kuru also showed a high incidence of MM
homozygosity at polymorphic codon 129 of the PRNP gene, whereas the presence of
MV heterozygosity conferred a protective effect.

vCJD
It is the only form of human prionopathies known to be transmitted directly from
animals to humans. vCJD can be differentiated from other prionopathies in its
epidemiological, clinical and pathological features. Patients with this form are
usually younger (mean age of onset is 26 years), have longer course of illness
(about 14 months) and usually present with sensory disturbances such as pain in
limbs, cold sensation and paraesthesia involving face and limbs and psychiatric
manifestations which frequently include dysphoria, withdrawal, anxiety, insomnia
and irritability. As the disease progresses, dysarthria and ataxia become the most
prominent symptoms [67]. The median duration of disease is also longer about
14 months.

The neuropathological examination is also characteristic in having predominant
cerebellar involvement and the presence of “florid” amyloid plaques. vCJD cases
also show typical spongiform changes, neuronal loss and astrogliosis in the cortex,
basal ganglia and thalamus along with the cerebellum. PrPsc deposition follows a
characteristic pattern, infrequently seen in other human prionopathies, which shows
dense eosinophilic centre and pale periphery. These are surrounded by vacuoles in
the neuropil arranged around the plaque-like petals on a flower, hence termed as
“florid plaques” [68]. Another unique feature of vCJD is the presence of PrPsc in
lymphoreticular system, including the spleen, lymph nodes, tonsils and appendix
[42]. As PrPsc can be detected in these tissues by immunohistochemistry and
Western blot, tonsillar biopsy has been suggested as a diagnostic method [69].

On EEG, periodic sharp-wave complexes are rarely found, and CSF biomarkers
are less sensitive, unlike sCJD. MRI often shows thalamic involvement, and char-
acteristically, the pulvinar is seen brighter than the anterior putamen on T2-weighted
and DWI sequence of images. This is termed as “pulvinar sign” and is present in
about 75% cases of vCJD [42]. However, this may be detected infrequently in
sporadic form also. Patients with this form also have a distinct mobility pattern of
PrPsc on electrophoresis [70]. Almost all patients of variant CJD have been found
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homozygous for methionine at polymorphic codon 129. However, it is observed that
M/V heterozygosity at codon 129 may delay the appearance of clinical symptoms.
This may lead to a second wave of cases that are heterozygous at codon 129 [71].

The epidemic of vCJD has been successfully abated, in part due to cessation of
the BSE epidemic among cattle. However, vCJD PrPsc has been identified by
immunohistochemistry in appendices of residents of the United Kingdom
[72]. Thus, carriers for vCJD are present in UK population; however, it is not
known whether they will eventually develop the disease or be capable of transmit-
ting it [46].

iCJD
Incubation period of iCJD is more than 10 years after the transplantation or admin-
istration of contaminated product. Presenting clinical symptoms of iatrogenic cases
indicate cerebellar involvement, i.e. ataxia, tremors and myoclonus [73], except in
those due to transfusion of blood and blood products. In such cases, clinical
presentation is that of psychiatric illness resembling vCJD [21]. Neuropathologically,
cases due to dura mater present as both plaque type and non-plaque type resembling
sCJD [74], whereas those due to growth hormone show predominantly plaque type
of deposition [75]. Overall, cases due to iatrogenic transmission are very rare;
however, due control measures should be taken especially for instruments which
are used in neurosurgery.

Treatment

All prion diseases are incurable leading to fatality in all cases. As prion diseases are
rare, there are multiple issues for conducting well-designed clinical studies, namely,
lack of adequate number of patients for randomization, low funding opportunities,
limited sample sizes leading to publication as case reports or series and publication
bias towards studies with successful results [38]. In humans, till date no therapeutic
trial has shown beneficial results. Various drugs which have been studied are
quinacrine [3, 76], amantadine [77], acyclovir [78], doxycycline and flupirtine
[79]. Of these, only flupirtine has shown beneficial effect on decline in cognitive
function without improving the survival time.

Various approaches have been tried which involve inhibitors preventing conver-
sion of PrPc to PrPsc; cellular pathways engaged in control of misfolded proteins;
molecules which promote lysosomal degradation and autophagy; active and passive
immunization against prions; and targeting peripheral replication, thereby
preventing neuroinvasion [38]. Majority of these have been studied only in vitro
against prions propagating either in cell lines or in animal models. Several of these
approaches have abolished Scrapie infection in cell lines or delayed the onset of
clinical illness in mice when administered prior to inoculation with prion proteins.
Thus, in the absence of effective therapy, medical care for patients is essentially
supportive and palliative.
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Vaccination

The main obstacle for development of efficient vaccine against prionopathies is
tolerance to T cells. Due to the expression of PrPc in host cells, the host tolerates it,
which results in deterrence of host cell-mediated and humoral immune responses to
both PrPc and PrPsc proteins [80]. Several studies have also reported generation of
anti-PrP antibodies towards the clinical phase of disease [81]. Recently, concept of
cell-based immunotherapy by sensitizing CD4+ T cells can overwhelm host toler-
ance towards PrP wild-type expressing hosts [80]. DNA-based vaccines have also
been verified incorporating immunization with cDNA encoding for heterologous
(human) PrP fused to either a stimulatory T-cell epitope [82]. In silico methods have
also been used to select a non-mammalian epitope bacterial succinylarginine
dihydrolase with related arrangement to that predictable by the anti-PrP monoclonal
antibody 6H4. Immunized mice with succinylarginine dihydrolase elicited anti-prion
Abs, and attenuated prion disease in mice considerably delayed survival times (�7 to
10%) after intraperitoneal prion exposure [83]. These sophisticated advances
acknowledge the cellular strategies, which affect the induction of defensive anti-
PrP antibody responses to be studied. However, such approaches are improbable to
be translated into clinical applications, as they are presently too overpriced and
precisely challenging for widespread use.

Infection Control and Prevention

Concerns have been raised regarding the reuse of neurosurgical instruments or those
used in performing brain biopsy on patients who have been subsequently found to
have CJD. To address it, the Joint Commission has issued a sentinel event alert
concerning this risk (Joint Commission 2001). Thus, medical institutions are advised
to have a tracking system that will simplify recall of critical or semi-critical devices
used on high-risk tissue and high-risk patients along with the date of use, procedure
performed and surgeon’s name [84]. Dentists working on patients that may have
exposure to higher infectivity tissues like maxillectomy, cranial nerve exposure and
oral surgical cancer ways also relating a neurosurgical approach would result in
exposure to tissue of higher infectivity (potential brain tissue, central nerve expo-
sure), and such work must be practised at a facility with healthcare worker with
proper knowledge of CJD-specific infection prevention and control procedures.
Though body fluids, body secretions and small amounts of blood are known to
have low possibility for CJD transmission, large volumes of transfusion blood are
known for transmission of vCJD [85]. Thus, the policy was established in the United
Sates for the people not to donate their blood if they had resided for more than couple
of months in a country where BSE is common.

However, recommendations are that CSF specimens should be considered poten-
tially infectious for human prion disease and thus wearing of gloves and lab coats is
highly recommended while working on such samples. Due to the resistance of prion
proteins to inactivation by aldehydes and alcohols, brain specimens are
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recommended to be fixed in 4% formaldehyde solution (10% formal saline),
followed by immersion in formic acid (>96%) for 1 h. For transportation of funerals
post death of a CJD patient, the body is recommended to be packed in a leak-proof
pack lined with absorbent material to absorb any leakage, and decontamination
guidelines should be followed if any leakage is suspected [84].

Though lot of research has been done in the past decade on prion diseases,
researchers are still enthusiastically working to decipher novel targets for treatment
and vaccination. Moreover, uncovering prions with distinct novel properties and
roles in the research frontier still lies ahead.
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Abstract
Probiotics are living bacteria that are present in yogurt and other fermented food
products including pills. They promote and enhance health benefits especially
human digestive system. Normally the human body has trillions upon trillions of
bacteria within the digestive track, and even they are ingested every time we
swallow. Many of these swallowed bacteria may be advantageous, while most are
simply inactive and does not cause any problem. Most important human probiotic
microorganisms include Lactobacillus spp., Bifidobacterium spp., Lactococcus
spp., and Streptococcus. Probiotics are used to recover the internal organ health
and to activate the system. They are used to improve diarrhea, lactose intolerance,
and calcium absorption from the gut, act against carcinogens, enhance immune
response, prevent allergies and atopic diseases in infants, and improve cholesterol
levels in blood and in turn helpful to heart disorders. In this chapter, we had
discussed the benefits of probiotics on digestive track and overall human health.
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Introduction

Probiotics are either culture of bacteria or the living organisms, which stimulate and
magnify human health benefits on its ingestion in a definite quantity. Some kind of
food taken by us contains probiotics, viz., yogurt, cheese, and milk, both fermented
and non-fermented. Extensively used probiotic bacteria are generally the strains of
genera Bifidobacterium, Lactobacillus, and Saccharomyces. Typically, probiotics
have been allied with the gastrointestinal tract. However, in recent investigations, it
is also found associated with the oral health. More than 400 m2 of surface area of
gastrointestinal tract contains microflora of over 500 bacterial species, out of which
some perform to sustain human health. It implies close association of human beings
with huge range of microorganisms present in the oral aperture and gastrointestinal
tract and on the skin. The greatest accumulations of these organisms are found in GI
tract. These microflora are acquired promptly after birth and remains in adequate
amount for the whole life, and it is essential for regulating homeostasis [12]. The
proof for the impact of gut microorganisms on human healthiness is fast increasing,
and numerous host-microbial interactions, positive as well as negative, have been
reported [11, 16]. The large intestine of humans is known to be one of the metaboli-
cally most active organs, and the microbial ecosystem present in it is exceptionally
complex and diverse in nature [2]. It has been proved that the nutritional adjustments
of the composition and activity of the microbiota have been achieved by the use of
syn-, pre-, and probiotics. They can be divided into amendment of immune
responses of host and interference with the colonic microbial ecosystem, consequen-
tial change in the metabolism of colonic bacteria [3].

Prebiotics can be described as “a carefully fermented component” that permits
certain precise changes, both in composition and/or activity in GI microflora which
provides benefits upon host wellbeing and health [10, 23]. They include
nondigestible food components such as lactulose, inulin, and fructooligosaccharides
which affect the colon of the host’s body by specifically stimulating the growth
and/or increase in the activity of probiotic bacteria. Also, these prebiotic
carbohydrates do not undergo any further changes while cooking which fascinates
the food scientists. Synbiotics refer to the food items or nutritional supplements
combining both pro- and prebiotics in a form of synergism and hence synbiotics
[12]. This perception was first pioneered as a blend of probiotics and prebiotics
which can help the host by advancing the continued existence and implantation of
live microbial dietary supplements in the colon of the intestine, by selectively
stimulating the growth and/or by activating the metabolism of one or a limited
number of health-promoting bacteria, thus improving host welfare [11]. Probiotics
are the live bacterial cultures which upon ingestion in a particular amount, promotes
and enhances health. A few conventional foods that contain probiotics are fermented
as well as non-fermented milk, yogurt, cheese, etc., and in these, mostly
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nonpathogenic strains of genera Bifidobacterium and Lactobacillus are widely used
as probiotic bacteria ([1, 24, 25]; Fig. 1). Conventionally, probiotics have been
associated with the GI tract; however, in recent studies, a number of investigators
have recommended the use of probiotics for oral health.

With the discovery of penicillin in 1928 by Alexander Fleming, the golden era of
microbiology began [5]. Introduction of antibiotics revolutionized the field of
medicine, and increased life expectancy, with improvement in the quality of
human life due to a decrease in the mortality rate. However, the main disadvantage
with antibiotics is that besides killing harmful bacteria, they also kill good bacteria,
thus disturbing the ecosystem of the body, and can, in turn, result in superinfection
and drug resistance. The word probiotic is derived from the Latin word “pro”
meaning “for,” while “biotic” is a Greek word which means “life” [20]. The Food
and Agriculture Organization (FAO) and World Health Organization (WHO) have
defined probiotics as live microorganisms which when taken in sufficient amount
boost the health on the host [1, 19].

Probiotic Microorganisms

Bifidobacterium, Lactococcus, Lactobacillus, and Streptococcus are some of the
human probiotic microorganisms. In addition, certain G+ve bacteria of genus Bacil-
lus and yeast strains of genus Saccharomyces are also frequently used in probiotic
products [6]. Probiotics are subjected to laws contained within the general food law;
in step with that, they ought to be safe for human as well as animal health. In the
USA, the Food and Drug Administration (FDA) regulates such laws wherein it says
microorganisms used for consumption functions ought to regard as generally
regarded as safe (GRAS), while the European Food Safety Authority (EFSA) in
Europe launched a new term “QPS (qualified presumption of safety)” that involves
some extra criteria of the security assessment of microorganism supplements,
together with the history of safe usage and absence of the danger of nonheritable

Fig. 1 Lactobacillus colony seen under microscope
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resistance to antibiotics [13]. There are basically two types of microbes used for
preparing probiotics, viz., (i) lactic acid-producing bacilli and (ii) non-lactic acid-
producing bacterial species (Table 1).

Lactic acid-producing bacilli include:

(i) Lactobacillus: L. acidophilus, L. sporogenes, L. rhamnosus, L. reuteri,
L. fermentum, L. lactus, L. brevis, L. paracasei, L. gasseri, L. salivarius, and
L. casei

(ii) Bifidobacterium: B. bifidum and B. lactis
(iii) Streptococcus: S. lactis, S. salivarius, and S. thermophilus.

Non-lactic acid-producing bacterial species

(i) Bacillus propionibacterium
(ii) Nonpathogenic yeasts: Saccharomyces

Selection Criteria and Characteristics for Ideal Probiotic
Microorganisms

Probiotics are preparations of live microorganisms that beneficially have an effect on
the host by up the properties of the autochthonal microbes. Since the human
microorganism plays a very significant role in health and sickness of man, probiotics

Table 1 Probiotic utility in human nutrition

Genus Type Pharmaceutical product Food additives

Lactobacillus L. acidophilus Yes No

L. amylovorus No Yes

L. casei Yes Yes

L. gasseri Yes No

L. helveticus Yes No

L. johnsonii No Yes

L. pentosus No Yes

L. plantarum No Yes

L. reuteri Yes No

L. rhamnosus Yes Yes

Bifidobacterium B. adolescentis Yes No

B. animalis Yes No

B. bifidum Yes No

B. breve No Yes

B. infantis Yes No

B. longum Yes No

Others Enterococcus faecium Yes No

Bacillus clausii Yes No

Streptococcus thermophilus Yes No
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are accustomed to improve internal organ health and to stimulate the system. The
microbes normally used as probiotics for human consumption are the carboxylic acid
microorganisms. In early studies the strains used for chemical change in milk
merchandise for human consumption were often times used as probiotics, but later
on, it had been proposed that if the strains originated from the human internal organ
tract, they may additionally be used with carboxylic acid microorganisms. It was
normally concurred that the strain must be of host birthplace, all around represented,
and able to endure the trials of the abdomen connected tract and maybe colonize,
organically dynamic against the target even as to be steady and amiable to business
creation and appropriation (Figs. 2 and 3).

Fuller [7] stated that the traits of a good probiotic were as follows:

• It should be competent of applying a beneficial effect on the host, for example,
increased growth or resistance to disease.

• It should be nonpathogenic and nontoxic.
• It should be present as viable cells, preferably in large numbers.
• It should be able to survive and metabolize in the gut environment, for example,

resistance to low pH, organic acids, and bile.

Fig. 2 Characterstics of ideal probiotic microorganism
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Mechanism of Action

Gupta and Garg [12], Stamatova et al. (2009), and Rastogi et al. [17] had proposed
several mechanisms to explain the action of probiotics:

• Normalization of the intestinal microflora of the host.
• Nonspecific immunity can be stimulated, and the humoral and cellular immune

response can be adapted.
• Modification of the metabolic activity and composition of host microbiota at the

precise location.
• Secretion of organic acids, hydrogen peroxide, and bacteriocins (antimicrobial

substances).
• Competition with pathogenic agents for adhesion sites on mucosa.
• Modulating the pH and adapting the surrounding environment by oxidation-

reduction potential.

Vehicles

Probiotics can be provided in products in any of the following ways [19].

Fig. 3 Selection of Probiotics for its safety, functionality and usability
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• Added to food or beverage as culture concentrate
• Inoculated into prebiotic fibers
• Inoculated into dairy products or milk-based food (milk, milk drinks, yogurt,

cheese, kefir, biodrink), asparagus, and soybeans
• Dried and concentrated cells packaged and as dietary supplements (nondairy

products such as powder, capsule, and gelatin tablets)

Health Benefits Through Probiotics

Conventionally, probiotics have been associated with health of digestive track and
mainly used in the prevention or treatment of gastrointestinal infections and
diseases; however, during the past decade, clinical interest has focused on an
increasing number of established and proposed health effects of probiotic
bacteria [15].

Prevention and/or Reduction of Diarrhea

Probiotic bacteria such as Lactobacillus spp., Lactobacillus casei, B. bifidum, and
Streptococcus thermophilus have been shown to conserve the intestinal integrity and
arbitrate the effects of irritable bowel syndrome, inflammatory bowel diseases,
colitis, and even alcoholic liver disease [18]. The intestinal effects of probiotics
are to encourage recovery from diarrhea (rotavirus, travelers’, and antibiotic-
induced), alleviate symptoms of lactose intolerance and malabsorption, produce
lactase, relieve constipation, treat colitis, and stimulate gastrointestinal immunity
[11]. Diarrhea is a major cause of infant death throughout the world and can be
devastating in adults; hence, the use of probiotics can be a significant, nonpersistent
means in its prevention and treatment, particularly in developing countries like India.

Lactose Intolerance

S. thermophilus, Lactobacillus delbrueckii subsp. bulgaricus, and other lactobacilli
in fermented milk products provide bacterial lactase to the stomach and intestine and
can improve lactose intolerance symptoms [11]. People with lactose intolerance are
able to tolerate the lactose in yogurt instead of lactose in milk. It is assumed that the
occurrence of lactase-producing bacteria in the yogurt, especially L. acidophilus,
contributed to the digestion as well as absorption of lactose. Probiotics reduce
hydrogen exhalation and improves lactose digestion in comparison with milk, but
they are not as much efficient in the unfermented form [4].
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Calcium Absorption

Milk is considered to be an abundant source of calcium apart from other dietary
sources. Low (acidic) pH favors the absorption of calcium in the gut. The consump-
tion of probiotics in lactose-intolerant patients results in hydrolysis of milk lactose
by the probiotic strains, thus favoring calcium absorption [11]. A study on Lactoba-
cillus casei, Lactobacillus reuteri, and Lactobacillus gasseri reported higher absorp-
tion of calcium in growing rats and 35% bone weight among the sets that are fed by
probiotic as compared to the control sets [9].

Reduction of Concentration of Cancer by Promoting Enzymes
in the Gut

It has been suggested that probiotics also own a defensive effect against colon
carcinogenesis. This is attributed to the production of short-chain fatty acids through
fermentation by gut microflora, and gene expressions in tumor cells are altered. Gut
flora, especially after the intake of resistant starch, persuades the chemopreventive
enzyme glutathione transferase in the colon. Altogether, these factors guide to a
reduced load of genotoxic agents in the gut and to augment the production of
butyrate, which deactivate toxic components [22].

Immune Response

Probiotics can augment the immune responses that are specific and nonspecific by
triggering macrophages, growing levels of cytokines, increasing natural killer cell
activity, and/or boosting the levels of immunoglobulins. This can prevent growth of
pathogens and translocation and decrease the chance of infection from frequent
pathogens such as Shigella and Salmonella [11]. Studies also revealed that probiotics
can regulate the immune response in human beings by producing an exclusive
material that affects the expression of particular genes that are connected to the
immune regulation. The effects of gastric microbiota such as L. fermentum and
L. plantarum are significant examples to reveal the regulation of the immune system.
In fact, the studies indicate that gastric mucosal inflammation can be avoided by
pretreatment of L. plantarum ZDY 2013 induced by H. pylori. In addition,
L. fermentum UCO-979C obtained from human gut showed increased growth in
M. gerbil. It can discontinue stimulation to produce cytokines like IL8 by H. pylori
in gastric adenocarcinoma in human cells (AGS) [8].

Prevention or Alleviation of Allergies and Atopic Diseases in Infants

Numerous in vitro studies had shown that probiotics have an active role in treating
allergic disorders as well as atopic diseases. Probiotics may put forth useful effect on
the allergic reaction by improving mucosal barrier function. In addition, probiotic
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utilization by children may beneficially influence the development of the immune
system [11]. Human trials had established a restricted advantage for the utilization of
probiotic microorganisms in atopic dermatitis in both preventive and therapeutic
capacities [14].

Cancer Prevention

Clinical studies on the development of cancer in animal models had shown defensive
role of probiotics against cancer. Studies reported that some of the probiotic strains
could bring down the incidence of postoperative tenderness in the patients having
cancer. Radiotherapy- and chemotherapy-related diarrhea problems can be eased in
patients who were on probiotics. The role of probiotics includes inactivation of agent
compounds, suppression of the modification of procarcinogens into operational
carcinogens, formation of antimutagenic compounds, suppression of growth of
procarcinogenic microorganism, diminution of the assimilation of carcinogens,
enhancement of immune response, and influence on salt concentrations of the
body. Furthermore, some strains of probiotics can be used as an adjuvant for cancer
prevention or/and treatment by modulating intestinal microbiota and immune
response [27].

Prevention of Heart Diseases/Influence on Blood Cholesterol Levels

In a recent finding, it was suggested that the pathogenesis of cardiovascular diseases
(CVD) is increased by imbalance of microbes in the gut. Probiotic microbes aid in
reducing the low definition lipids (LDL-cholesterol) and thus meliorate the
LDL/HDL ratio, as well as bring down blood pressure, inflammatory mediators,
blood sugar levels, and body mass index (BMI) [26]. Besides, probiotic
microorganisms produce acids that can counteract cholesterol production. Probiotic
bacteria absorb fibers from the intestines to produce acids, for example,
Propionibacterium freudenreichii produces proprionic acid which reduces produc-
tion of cholesterol by the liver, while some useful bacteria have shown to break
down cholesterol for its energy requirement [21].

Conclusion

Consumption of probiotics as food sources is strongly recommended in the devel-
oping countries like India because of the affirmed health benefits which include
reduction in acute diarrheal diseases, increase in natural resistance to infectious
disease in gastrointestinal tract and acquired immunity diseases (like HIV/AIDS),
improvement in intolerance of lactose, reduction in serum cholesterol levels,
improved nutrition, allergic treatments, and serving as an adjuvant to vaccine.
There is a demand of awareness regarding the health benefits of probiotics in

Harnessing Microbiota as Anti-infectives 313



developing countries, and standards are needed to ensure that quality and safety
standards are met. In the absence of regulations, there could be manufacturing of
erratic products containing devalued levels of the beneficial strains without benefits.
Hence, funding in the area of probiotics in developing countries is very important to
establish that they can help to improve the nutritional and health status of the people.
Every country should develop a strategy concerned to the needs of the people,
medical facilities, economic issues, increased awareness among consumers, and
their confidence which will ultimately lead to high-level adoption of probiotic
products in the society. They can be incorporated in the medical facilities aided by
the government because it is proved that some strains of probiotics can be used as an
adjuvant for cancer prevention, help in lowering cholesterol and LDL levels, and can
even be used to raise specific and nonspecific immune responses. In conclusions, as
compared to normal drugs or therapeutic agents, probiotic strains are cheaper to
produce and easily available, stored, and delivered which would overall be advanta-
geous for developing countries.
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Human Microbiome and Malignancy:
Principles, Mechanisms, and Challenges

Munindra Ruwali and Rahul Shukla

Abstract
Cancer is a disease caused by several factors, and there are interindividual
differences in susceptibility toward cancer. Recent advances in cancer studies
have failed to explain the reason as to why out of people exposed to carcinogens
or genetically predisposed, only selective individuals develop cancer, while
others are not affected. Among the factors that have received attention as a causal
factor for cancer development in recent times is the human microbiome. The
human microbiome is the genetic material of all the microbes that are present in
the human body. A typical human gut microbiome is made up of trillions of
organisms, which closes matches with the number of cells in the human body.
Also, the genome of these organisms is made up of around 3 million genes, which
is much more than the number of genes in the human genome. Microbes induce
about 20% of all fatal cancers in humans and therefore provide options for
interventions for cancer prevention. With the advent of modern techniques for
sequencing, data storage, and analysis, a more detailed analysis of human
microbiome is becoming a reality which is paving the way for establishing the
relationship between microbiome and cancer. A better understanding of this
relationship would equip us to develop new therapeutic and preventive strategies
against cancer.
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Introduction

Human Microbiome

The human microbiome can be defined as the genetic material of all the microbes
that live in the human body [66]. With rapid advances in DNA sequencing tools, the
microbes can be identified and quantified with more accuracy compared to the
traditional methods of bacterial culture. Worldwide research initiatives have found
millions of protein-coding genes in human microbes, and interestingly, the number
of these genes is much higher compared to that present in human genome. These
studies have explored the genetic basis of the useful effects of these microbes on
human health [86]. It is estimated that out of an approximate number of 100 trillion,
the majority of human microbes are present in the gut. The basic difference between
the host genome and microbiome is stability, as the genome of the host is relatively
constant, while the microbiome exhibits a dynamic nature. The dynamic nature of
microbiome is revealed when it changes in response to early development, environ-
mental factors, and especially in response to disease [71]. Infancy and early child-
hood are the stages in which the most dramatic changes in composition of
microbiome take place [80]. The microbiome of the gut of an infant is affected by
gestational age, methods of childbirth, type of feed, food intake of mother, and use of
antibiotics [75]. Two factors, namely, composition and the adaptability of microbes
to changes in environment of the infant microbiota during initial developmental
stages, help in maintaining the balance with the host immune responses and influ-
ence the health as the age progresses [17].

The human gut microbiome is mainly composed of bacteria belonging to four
phyla of the Firmicutes, Bacteroidetes, Proteobacteria, and Actinobacteria. The
Firmicutes and Bacteroidetes are more abundant (90%), while the Proteobacteria
and Actinobacteria are comparatively less abundant constituents [62]. Among these,
the Gram-positive are the Firmicutes (e.g., anaerobic clostridia, streptococci, and
enterococci) and Actinobacteria (e.g., bifidobacteria) which have high GC content,
while the Gram-negative are the Bacteroidetes (e.g., Bacteroides thetaiotaomicron,
Bacteroides fragilis) which can digest complex carbohydrates and the
Proteobacteria (e.g., Gammaproteobacteria, Escherichia coli, and Klebsiella spe-
cies). With information about the microbiome composition in healthy people, a
relationship can be established between the changes in microbiome and disease
susceptibilities. Among the microbes which inhabit our gut, the majority of studies
have been conducted on bacteria compared to viruses, fungi, and archaea.

The Human Microbiome: Dynamic Interactions, Diversity, and Role
in Digestion and Nutrition

The gastrointestinal (GI) tract of a newly born human infant is a perfect site for
colonization by the microbes whose population largely depends on the method of
childbirth [23]. This can be corroborated by the fact that there are differences in the
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microbiota of infants delivered through the vagina of mother compared to the infants
delivered via Cesarean section. Immediately after birth, similarities have been
observed in the microbial composition of infants and vagina of the mother (in case
of vaginal delivery) or skin of the mother (in case of Cesarean section delivery)
[24]. With the increase in age of the infant, the microbial composition exhibits
marked increase in numbers of microbes coupled with an enhanced diversity in a
linear manner based on crucial factors such as diet composition and antibiotic
treatment. Surprisingly, each change in dietary pattern also modifies the microbial
composition as well as the microbial genome as seen in the case of genes associated
with synthesis of vitamins and digestion of polysaccharides (Koenig et al. 2011).

Studies have also shown that there is an interaction of microbes with environment
and the microbes can move from one surface to another. A study reported that
microbes can move from the tips of the fingers of humans to surfaces in contact such
as keyboards of computers thereby acting as signatures to differentiate individuals
with high levels of accuracy [32]. Investigators have also explored the composition
and stability of microbes in a person over a period of time. A long time series study
revealed that communities at different body sites were readily distinguishable from
one another [14], and the diversity is different in different sites such as oral cavity
and gut exhibiting the highest levels of microbe diversities [21]. Studies also provide
evidence that people have a similar genetic composition of microbes when compared
to the nature of microbes. A study conducted by Turnbaugh et al. [108] characterized
the microbes present in feces of twins and their mothers and observed that microbes
in the gut are shared among the members of a family though differences are also
present. It was further observed that obesity can have an influence on the microbial
composition, diversity, and metabolism. The results demonstrated that deviations
from the “core microbiome” can take place under different physiological states such
as obesity and leanness.

Efforts were also made to establish the relationship between host’s microbiota,
digestion, and metabolism. In order to explore the evolutionary relationship of
mammals and their resident microbes, Ley et al. [69] conducted a study based on
the gene sequence of 16S ribosomal RNA of bacteria present in the feces of human
and 59 other species of mammals. The results from the study indicated that dietary
factors and phylogeny change bacterial diversity, bacterial diversity increases as the
food habits change, microbes exhibited increased diversity as their hosts, and the gut
microbes of present humans resemble omnivorous primates. Studies have also
shown that a fascinating relationship exists between gut microbes and obese status.
Bäckhed et al. (2004) reported that if normal microbes collected from the distal part
of the intestine of animals are introduced into adult germ-free mice, it results in a
significant increase in fat content and insulin resistance in a short span of 14 days
though the food consumption goes down resulting from increased monosaccharide
absorption and lipogenesis. Obesity may also influence the diversity of the gut
microbes as seen in the case of obese and lean mice [68]. Perhaps, the most
interesting observation with regard to the correlation between microbes and obesity
was seen in a study of weight loss by Ley et al. [70]. They observed that
Bacteroidetes are present in lesser proportion in obese people compared to the
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nonobese people though the number increases with a reduction in weight promoted
by a low fat or low carbohydrate diet. These findings may provide therapeutic
options in obese patients for a reduction in body weight by modulation of the
patient’s microbiota. Another surprising observation is the introduction of new
genes to our microbiome by the microbes that we ingest with a particular food
which then assist in digesting that food. This was observed in a study in which a
hydrolase enzyme was added in human system as a result of consumption of
porphyran [50] in Japanese populations which commonly use seaweed in their diet
but not in the American populations.

The Human Microbiome and Disease

Several studies have investigated the possibilities of a relationship between the
variations in the composition of microbiome and disease development. In inflamma-
tory bowel disease (IBD), the diversity of gut microbiota exhibits differences
between healthy people and patients. Studies have shown that in patients with
IBD, there is reduced prevalence of Firmicutes and Bacteroidetes, while
Proteobacteria exhibit increased presence and there is also a lowering of bacterial
diversity [73]. IBD pathogenesis results from interplay between environmental
factors and host genetic composition, and this interplay is controlled by commensal
microbiota resulting in activation of immune responses which can be protective or
deleterious [95]. Another disease called necrotizing enterocolitis (NEC) has a multi-
factorial pathogenesis with gut microbiota serving as an important pathogenesis
factor corroborated by the fact that there is an increased prevalence of
Proteobacteria in preterm infants with NEC as opposed to the healthy ones [44].

The incidence rates of atopic diseases have seen an increase in recent times. This
can be attributed to the fact that if an infant is not exposed to antigens of the microbes
in initial stages, it results in changes of the gut microbiota leading to a disruption of
the immune system [110]. Bacteroides fragilis modulates the pathways of immune
receptor signaling which creates immunological tolerance. An exposure to pets and
siblings resistant to asthma and allergies leads to changes in infant gut microbiota
[26]. Factors such as type of birth, feeding of powdered milk, and antibiotic exposure
can increase chances of atopic diseases in infants [88]. Diabetes mellitus (DM) is a
type of metabolic disorder characterized by elevated blood sugar levels. Studies have
shown that for type 1 diabetes, the gut microbes control metabolic-immune axis [94]
as shown by the protective effect of bifidobacteria and causative effect of
Proteobacteria. A modification of gut microbes by factors such as birth by Cesarean
section and diet can make one prone to develop type 1 diabetes (Charbonneau et al.
2016). Similar to influencing the metabolic-immune axis, gut microbes can also
influence gut-brain axis leading to changes in the human behavior, a condition called
as autistic spectrum disorder (ASD). The effect is mediated via the hormonal,
immune, and neural signaling pathways. Children with ASD have been shown to
have varied composition of gut microbes compared to the normal children. It has
been shown experimentally that changes in microbes in the gut may result in
symptoms which are consistent with that of autism (Ding et al. 2017).
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Human Microbiome and Cancer

Cancer is a condition in which there is a loss of the regulation of multiplication of
cells resulting in a mass of cells called as tumor. The etiology of cancer is multifac-
torial involving both genetic and environmental factors. An exposure to causative
factors of cancer such as carcinogens, radiations, or microbes follows a very diverse
pattern [99]. Currently, we cannot clearly demarcate individuals exposed to envi-
ronmental factors such as smoking or those having hepatitis B infections to develop
cancer. This brings into focus other environmental factors [111] having equally
important roles in cancer development as that of other established causative factors.
Among these factors, human microbiome has garnered immense interest owing to
the fact that nobody expected microbes to play an important role in cancer patho-
genesis. It has been estimated that microbes induce about 20% of all fatal cancers in
humans [81], signifying the importance of microbes in cancer progression. Cancer is
caused by many infectious agents, but the microbes that have been believed to be the
major causative factors are human papillomaviruses (HPV),Helicobacter pylori, and
hepatitis B and C viruses. Table 1 lists some of the major microbes associated with
cancers and possible mechanisms.

Oncogenic Microbes: Classification, Principles, and Mechanisms
of Microbial Oncogenesis

Microbes can be classified into two important classes based on the oncogenic
interactions that may induce cancers. Class A microbes, such as human T-cell
lymphotropic virus type 1 and HIV, target immune cells and may promote
lymphomas and immunosuppression that can lead to other cancers caused by
microbes [41, 51, 113]. Class B microbes work by interacting with the parenchymal
cells such as epithelial, endothelial, or mesenchymal cells. The host responds to
these microbe-parenchyma interactions which promote malignancies by metaplasia
and dysplasia. Typical examples of this class of microbes are hepatitis viruses,
H. pylori, and helminths such as Clonorchis sinensis and schistosomes [109].

Though there is a great diversity of the microbes and the malignancies caused by
them, yet some principles are common to most of these interactions. First principle
relates to the persistence of the microbes in the host body wherein a part of
oncogenic microbes persists in the host for a long duration, sometimes years, even
after their removal from the body. The host body tries to eliminate these microbes,
and in this process there is tissue damage that may promote malignancy [11]. The
second principle deals with the variations observed in the oncogenic potential of the
microbes. This can be exemplified by taking the cases of HPV and for hepatitis
viruses and H. pylori (few types are more carcinogenic). Microbial load in cases of
hepatitis viruses and schistosomes, interactions between microbial genotype and
load, interaction of microbial genotype load with host genotypes and phenotypes,
and microbial prevalence in prior generations are other important principles which
are common to most of the malignancies promoted by the microbes.
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The mechanisms of microbial oncogenesis are myriad but can be grouped into
four important types. The first process involves alteration of signaling in host cells.
The microbes try to increase the longevity of the host cells by several mechanisms
such as by action on p53 [79], upregulation of cell cyclins [16], or effects on stroma
[84]. The second process involves chronic inflammation which can promote malig-
nancy through activation of the immune system, an increase in host cell turnover that
may increase incidences of DNA damage either by mutagenic events or by reactive

Table 1 Some microbes associated with cancers and possible mechanisms

Cancer Pathogen Mechanism References

Colorectal cancer Fusobacterium Increase in cytokines
and NF-κB signaling

Rubinstein
et al. [92]

GI tract adenocarcinomas Helicobacter Increase in cytokines
and NF-κB signaling
through CagA

Peek and
Blaser [82]

Breast cancer Alistipes Microbial dysbiosis Xuan et al.
[112]

Esophageal cancer Streptococcus Lowered gastric
acidity

Fischbach
et al. [33]

Head and neck cancer Fusobacterium Different
compositions of
bacterial community

Gong et al.
[43]

Prostate cancer Propionibacterium Inflammation Cohen
et al. [19]

Pancreatic cancer Enterobacteriaceae Tumor resistance to
the
chemotherapeutic
drug gemcitabine

Geller et al.
[38]

Cervical cancer Human
papillomavirus
(HPV)

Oncogenic proteins [107]

Kaposi sarcoma, non-Hodgkin’s
lymphoma, Hodgkin’s
lymphoma, cancers of the cervix,
anus, and conjunctiva

Human
immunodeficiency
virus (HIV)

Immunosuppression IARC [54]

Hepatocellular carcinoma (HCC) Hepatitis B virus
(HBV)

Viral proteins,
inflammation, and
genetic instability

Beasley
et al. [7]

Leukemia Human T-cell
leukemia retrovirus
(HTLV-1)

Basic leucine zipper
factor (HBZ) gene

Satou et al.
[96]

Liver cancer Aspergillus flavus Aflatoxin toxicity Ross et al.
[90]

Qian et al.
[85]

Hepatocellular carcinoma (HCC) Hepatitis C virus
(HCV)

Chronic immune
inflammatory
response

Choo [18]
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oxygen and nitrogen species [10]. The third process involves alterations in the
physiology of the host which occurs from cellular to organ level and can result in
events such as compromised immune system, hormonal imbalances, and perturbed
organ circulation [34]. The fourth process involves the effect of microbes on other
microbes to promote malignancy as is seen in case of gastric H. pylori.

Oncogenic Microbes: Nonviral Oncogenesis

Parasites, Fungus, and Bacteria
Some parasites have been found to promote malignancy. Parasitic flukes such as
Schistosoma haematobium (S. haematobium) and Opisthorchis viverrini
(O. viverrini) have been implicated in bladder cancer and bile duct cancer (known
as cholangiocarcinoma), respectively. S. haematobium is mainly found in African
and Asian regions and gains entry to human body through skin [55]. Ferguson [29]
worked in Egypt and found that a majority of males had parasites, with bladder
cancer patients having fluke ova in a blood vessel that carries blood from the
gastrointestinal tract, gallbladder, pancreas, and spleen to the liver vein, bladder,
or cancer cells. Opisthorchis viverrini is spread by eating uncooked fish and is
predominantly found in Thai and other East Asian populations. Stewart [101]
suspected O. viverrini as a carcinogen in 1931 which was confirmed by the work
of Bhamarapravati and Virranuvatti [8].

The role of fungus in promoting cancer was confirmed as a result of several
reports. Groundnut-based diet was found to be the causative factor of acute hepatic
necrosis in turkey poults in England and liver tumors without cirrhosis in rats after
extended feeding [1, 65]. The diet contained aflatoxin B1 as the carcinogenic factor,
produced by the fungus Aspergillus flavus and can cause liver tumors in mammals.
However, after these findings, it was relatively difficult to establish aflatoxin as a
carcinogen in human though high rates of liver cancer are observed in areas which
are hot and humid, and these areas also have higher risks of aflatoxin contamination
of stored food items. Such observation is also inconsistent as heterogeneous reports
exist establishing the relationship between aflatoxin contamination and HBV infec-
tion [46, 56]. A pioneering study to investigate the relationship between aflatoxin
and hepatic carcinogenesis was conducted in Shanghai, China. The study involved
collection of blood and urine samples from a huge sample size, and then a prospec-
tive follow-up was done for 4 years [85, 90]. After follow-up, it was observed that
there were higher chances of aflatoxin metabolites in blood or urine samples of these
cases with liver cancer compared to the controls.

The role of bacteria in promoting malignancy was established by the pioneering
work of Robin Warren who was a clinical pathologist in Perth, Western Australia. In
the studies, gastritis and ulcers were found to be associated with the presence of
spiral or curved bacilli [74]. In 1981, Barry Marshall collaborated with Warren, and
they worked together to establish the role of these unknown bacteria with ulcers.
However, it was challenging to convince their colleagues about the role of these
bacteria in gastritis as it was largely believed that acidic environment of the stomach

Human Microbiome and Malignancy: Principles, Mechanisms, and Challenges 323



restricts the growth of bacteria and the main reasons for ulcers are stress and
hyperacidity. Helicobacter pylori was found to protect itself from acidic environ-
ment by inhabiting gastric mucosa and by producing ammonia [2, 106]. The year
1994 became an important year forH. pyloriwhen the NIH report made it mandatory
to test for and treat H. pylori in ulcer disease [77], and in the same year, World
Health Organization’s (WHO) International Agency for Research on Cancer [97]
declared H. pylori as a class 1 carcinogen. A significant amount of research has been
conducted after that which has confirmed the role of H. pylori as an important agent
in gastric carcinogenesis. Some of the important findings are discovery of the
H. pylori bacterial oncoprotein gene product CagA, H. pylori-induced cancer animal
models, and randomized trials [35]. Studies have also shown that a high rate of
seropositivity for H. pylori is present in gastric cancer cases compared to the normal
persons. About twofold increase in risk for gastric cancer was found for the presence
of H. pylori [53].

Oncogenic Microbes: Viral Oncogenesis
The first human virus that was identified in 1900 was the one that causes yellow
fever [87]. Following the discovery of yellow fever virus, Shimkin (1977) put
forward the hypothesis that cancer can be caused by viral agents which was
confirmed by the studies wherein it was found that an extract which is devoid of
cells can induce cancer [27, 91]. Several other discoveries prompted scientists to
think about viral role in human cancers. Among these, the discovery of mouse and
chicken leukemia virus as well as feline lymphoma virus played an important role in
identifying similar viral agents in human cancers. In 1980s, rapid strides were made
in deciphering viral oncogenesis through some prominent studies which helped in
establishing the role of viruses in the development of human cancers. Following are
some prominent examples:

Human T-Cell Leukemia Virus
Gallo and co-workers were motivated by the findings of a retrovirus being the
causative factor for leukemia in nonhuman primates and in cattle [59, 60] and
discovered human T-cell leukemia retrovirus (HTLV-1) as a causative agent of
T-cell lymphoma [36]. HTLV-1 inserts in the genome of the host and encodes a
protein termed Tax which induces transformation [89] though about 60% of ATL
cases lose its expression [20, 105]. This was quite confusing, which led the
investigators to search for other possible mechanisms. The mechanism became
clear when it was discovered that T-cell proliferation was promoted by HBZ gene
which was experimentally validated in transgenic mice which expressed HBZ
gene [96].

Human Immunodeficiency Virus (HIV) and Hepatitis B Virus (HBV)/Hepatitis C
Virus (HCV)
In 1981, acquired immunodeficiency syndrome (AIDS) was identified in the USA
which was characterized by abnormally high prevalence of life-threatening lung
infection [42] and exceptionally high rates of Kaposi’s sarcoma (KS). For
identifying the cause of AIDS, Barre-Sinoussi (1983) studied the biopsy sample of
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the lymph node of an AIDS patient and subsequently discovered the cause of AIDS
to be a retrovirus. For this outstanding work, the duo was awarded the Nobel Prize in
Medicine on October 6, 2008. HIV does not directly lead to KS or non-Hodgkin’s
lymphoma, as these cancer cells do not have the infection of HIV. An infection of
T-cells and macrophages with HIV releases HIV-specific protein Tat that promotes
angiogenesis and carcinogenesis in the cells which take up this protein [58], and
furthermore, since KS and lymphomas are frequent in transplant patients having a
compromised immune system, it can be concluded that a suppressed immune system
caused by HIV may be a factor in the development of KS and lymphomas. HIV was
accepted as a causative factor for several carcinomas by IARC in 2012 [54].

Robert Beasley performed pioneering studies in establishing the role of HBV in
the development of hepatocellular carcinoma (HCC). He performed a large study
involving approximately 22,000 healthy males for studying HBV infection, and the
study group had a follow-up of 3 years [7]. HCC resulted in the death of about
41 individuals out of which 40 were tested positive for surface antigen of HBV
[114]. HBV can lead to the development of HCC via several mechanisms. Viral
proteins were implicated as one of the causative factors for the development of liver
cancer as it was discovered that transgenic mice which express viral proteins HBsAg
or HBx develop liver cancer [61]. Chronic inflammation, as a result of HBV
infection, leads to cirrhosis that ultimately progresses into HCC [9]. Genome insta-
bility resulting from the insertion of the HBV into the genome of the host leads to the
activation of the processes that ultimately result in HCC.

The cause of transfusion-associated hepatitis was discovered to be neither hepati-
tis A virus nor hepatitis B virus. A new virus was believed to cause transfusion-
associated hepatitis and subsequently HCC, though the identification of hepatitis C
virus (HCV) was extremely difficult [40]. After several attempts failed to identify
HCV in subsequent years, a large scale investigation was conducted by Houghton
[52] along with Daniel Bradley. It took about 7 years of hard work which led to the
identification of HCV having a genetic material made up of RNA (about 10 kb) and
was named as HCV [18]. HCC caused by HCV needs a long duration of several
years and progresses through intermediate stages of chronic hepatitis and cirrhosis.
A meta-analysis conducted among HCV-positive cirrhosis patients revealed that
about 5 years is needed for the development of HCC in 7–30% of cases [28]. Another
long-term study in patients found that risk of HCC was higher in cases which had
higher RNA content of HCV [67]. Of the possible mechanisms, chronic immune
inflammatory response has been recognized as the major contributor in the develop-
ment of HCC mediated by HCV [48].

Human Papillomavirus (HPV)
Harald zur Hausen was a pioneer in establishing the role of human papillomavirus in
the development of cervical cancer. After initial attempts to establish this relation-
ship failed due to limitations in technology, zur Hausen’s group could successfully
sequence HPV by using the recombinant DNA technology in the mid-1970s. They
identified different types of HPV such as HPV-16 and HPV-18 in cervical cancer
biopsies [12, 25] which produce oncogenic proteins [107] such as E6 and E7 which
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induce chromosomal instability. E6 binds to p53 and proteins, which play a key role
in regulating advancement of the cell division cycle from the G1 to S-phases, leading
to their lysis and a perturbed function. HPV was not found to integrate into the host’s
cell genome in a study [83] though the virus usually integrates into the host cell’s
genome. The precise mechanism of integration is not known though the most likely
mechanism could be the points where the DNA breaks under the influence of E6 and
E7. Furthermore, it was also found that though the inserted HPV is smaller in size,
there is no effect on the E6 and E7. On the contrary, both have higher transcription
levels and a higher stability [57]. It has also been observed that invasive cancers are
characterized by higher viral insertion compared to the premalignant cancers [3].

Association of Microbiome with Cancer: Mechanistic Studies

The colon is the region of the body that has the highest concentration of microbes as
a result of which has been the target of studies on carcinogenesis in experimental
models. Some of the key factors governed by intestinal microbiota in carcinogenesis
have been summarized in Fig. 1. Studies have demonstrated that in colon cancer, the

Fig. 1 Factors governed by intestinal microbiota in carcinogenesis
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microbial composition has a function in tumorigenesis via modulation of inflamma-
tion [45]. Treatment with an antibiotic had a reducing effect on tumor as is observed
when the IL-23 receptor is knocked off. Zackular et al. [115] showed that colorectal
tumors can be developed in a healthy mouse by transfer of microbiota from a mouse
with tumor to healthy mouse. Interestingly, resident microbiome is an important
factor for the survival of some cancers by evading the immune system. Treatment
with antibiotics results in damage to the microbiome which leads to the treatment of
the cancer. Studies have observed this phenomenon in the treatment of some
lymphomas [30, 31, 102] and pseudomyxoma peritonei [39] which is a rare malig-
nant growth marked by the progressive accumulation of mucus-secreting tumor cells
within the abdomen and pelvis. Some cancers develop as a result of genotoxic and
other toxins generated by specific microbes such as calobactin that can lead to breaks
in both the strands of DNA [78]. To separate the effect of inflammation and effect of
specific E. coli-borne genotoxin in cancer development, experiments were
conducted in which mice prone to colorectal cancer were infected with either
E. coli containing the pks gene or lacking it. The results were quite interesting as
former mice exhibited increased number of tumors while the latter mice did not have
such effect [4]. Furthermore, this association was further confirmed by the discovery
of the presence of pks gene in the microbial genome present in colon tissue in
majority of colorectal cancer patients compared to the controls [4].

The role of Fusobacterium species as a causative factor for colorectal cancer
(CRC) has been investigated, and several studies have observed presence of
Fusobacterium species in CRC samples [15, 64]. Moreover, Fusobacterium was
also found present in colorectal liver metastases, thereby suggesting a conducive
niche [13]. One of the mechanisms Fusobacterium employs to protect itself and also
promote cancer is by reducing the capability of immune system to target itself.
Myeloid-derived suppressor cells promote cancer and lead to poor prognosis in
cancer patients [76]. The other mechanisms include the blocking of NK cell-
mediated destruction of cancer cells [47] and host cell invasion [92]. As seen in
mouse models, increased presence of Fusobacterium in tumor tissues leads to
increased levels of NF-κB mRNA [64, 92] and decreased CD3-positive T-cells
suggesting that it inhabits the tumors that are not targeted by the immune system.

Bacterial role in promoting carcinogenesis has been studied in detail in
Helicobacter which is a causative factor for gastric MALT lymphoma and gastric
adenocarcinoma [82]. The mechanisms employed by H. pylori for promoting carci-
nogenesis include host colonization, manipulation of the immune system, inducing
key steps of carcinogenesis including inflammation, inhibiting immune response
against tumors, and an increased proliferation. H. pylori achieves colonization by
moving across the thick gastric mucous layer via flagella and employing adhesins
such as SabA and BabA to adhere to the gastric epithelial cells [72, 103]. After
attachment to the epithelium, it deposits CagA and other virulence factors which in
turn dysregulates SHP2, leading to increased cellular proliferation [49]. The immune
system responds to an H. pylori infection by promoting inflammatory mechanisms
mediated by neutrophils, macrophages, inflammatory cytokines, and NF-κB which
lead to carcinogenesis. There is also DNA damage in host cells caused by the ROS
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while H. pylori is protected by ROS with the help of some proteins [93]. H. pylori
employs a fascinating mechanism to not only protect itself from the immune
response but also to evade screening by the immune system. The T-cell proliferation
is compromised by using the virulence factor VacA and γ-glutamyltranspeptidase
(GGT) of H. pylori [37, 98, 104] which diverts Th1 and Th17 immune responses
against H. pylori toward regulatory T-cell responses.

Conclusions

Microbial oncogenesis is a complex process mediated by several mechanisms which
range from derailing the immune system to production of oncoproteins and other
metabolites and toxins.

The mechanism of carcinogenesis of few pathogens is reasonably well under-
stood, but a lot needs to be done to elucidate the pathways or mechanisms of a still
large group of pathogens. Having an in-depth knowledge of microbial oncogenesis
paves the way for interventions to control the process and prevent cancer. As the
field grows, new and better clinical diagnostics are being invented to identify more
microbial genotypes given the dynamic nature of microbial oncogenesis. As
opposed to viral infections, bacterial infections are curable and offer the possibility
of antibiotic treatments to cure cancers. Vaccination against cancer-causing
pathogens offers an attractive opportunity to prevent infection and thus eliminate
the risk of cancer. Pharmacomicrobiomics has recently emerged as a new branch in
which the role of genetic variations of human microbiome in personalized medicine
is being investigated. Studies have shown that response to a particular chemothera-
peutic agent is dependent upon the metabolic activities of a specific gut microbiome.
A better knowledge of microbiome composition and metabolic activities will help to
understand the microbes and their targets that will pave way for developing new
clinical tools for preventing and treating cancers.
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Nanobiotechnology: Current and Future
Perspectives in Combating Microbial
Pathogenesis

Indu Singh, Hemant K. Gautam, and Gagan Dhawan

Abstract
Nanobiotechnology is the bridge between biology and chemistry interface, with
disparate biomedical as well as microbiological applications. Nanomaterials,
nanoconjugates and nanowires have extensively been used for the detection of
diverse pathological conditions as well as in the chemotherapy of the diagnosed
disorders. Targeted drug and gene delivery has been shown to produce encour-
aging results. In current scenario, nosocomial infections have been affecting
developing countries with a high frequency. Eradication of these infections may
be achieved by introduction of novel nanodrugs effective for longer duration of
time as well as with fewer side effects. Some peculiar properties of nanostructures
such as cost-effectiveness, biocompatibility, mammalian cell compatibility and
less toxicity to the environment make these nanoparticles as major candidates for
various therapeutic purposes. In agriculture too, nanoparticles synthesized from
marine sources or several bacteria, fungi, algae, actinomycetes and biofungicides
have been shown to possess the potential to prevent the crops from pests.
Nanobiotechnology provides a platform for designing and developing
nanomaterials with promising effects that can be delivered at specific target
sites. Combining nanoscience with biotechnology provides a broad term for
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exploring the design and synthesis of novel molecules which can further be
inculcated in various studies. At present, microbial infections are playing a
major havoc due to improper use of antibiotics in hospitals, improper use of
pesticides in fields, poor sanitation as well as lack of awareness among popula-
tion. In this chapter, we mainly focus on the areas affected by nanobiotechnology,
such as how microbial population can be affected, current trends in microbial
infection inflation rate, various nanomaterials used to combat microbial infections
as well as their future aspects.

Keywords
Nanobiotechnology · Nanomedicines · Bacteriophages · Bacterial magnetic
nanoparticles (BMPs) · Biosensors

Introduction

Nanobiotechnology is the most burgeoning field in the current scenario. It has
offered an opportunity to make significant changes in various properties through
expansion of the uses. It reduces the need of energy and raw material through the
development of environment-friendly processes. This field offers various advantages
in medical perspective such as protein chips [1], quantum dots [2], drug delivery and
gene delivery [3, 4], liposomes for gene therapy [5], biosensors [6] and development
of biopharmaceuticals [7]. Nanotechnology has created platform in the knowledge
domain of science, which has resulted in the advancements in the field of electronics,
food, medical and agriculture. A variety of nanoformulations has been explored for
different biomedical applications such as anticancer therapy, biosensing and molec-
ular imaging [8]. This field is anticipated to produce innovations and plays an
important role in different biomedical applications such as developing and designing
biomarkers, molecular imaging and biosensors. The fundamental role of this area is
to create targeted drug delivery methods and gene therapy [9]. Fusion of biotechnol-
ogy and nanotechnology with microtechnology including molecular and biological
aspects collectively is termed as nanobiotechnology. Nanobiotechnology is a mod-
ern form of life science which makes use of knowledge to develop products by
interfering cellular, molecular and genetic processes [10]. Scientists around the
globe are working on potential aspects of nanomedicines and nanobiotechnology.
Targeting approach in both drug and gene delivery has attracted several scientific
groups as it has become a major issue of concern in numerous treatment strategies
such as enhancing pharmacodynamic as well as pharmacokinetic properties of a drug
[11]. Nanotechnology promises to create novel nanomaterials with well-defined
properties/morphology. Nanotechnological approach provides methods for
manipulations in food polymers and dyes which help in improving food quality
and safety.

Nanotechnology has been explored to an extent of developing nanoparticles
(NPs) that serve as carrier capable of penetrating themselves through tight junction
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of cells present in the brain, for delivering therapeutic agents for the cure of brain-
related tumours via detecting nucleic acids using beneficial biological weapon
[4]. Use of nanomaterials in daily practice such as cosmetics, food packaging,
controlling pest, water treatment and disease treatment strategies has become a
routine fashion in current era. They have many new properties that do not accom-
pany their counterparts at the macro scale. Nanotechnology is the art in which
structure of nanoparticles can be manipulated depending on the physicochemical
characteristics (size, surface charge, self-fabrication, polydispersity index and count
rate) as well as biological applications. Size of nanoparticles determines their
dispersibility and stability in a particular solvent. Simultaneously, surface charge
reflects stability and extent by which drug binds to nucleic acid for targeted drug
delivery [12, 13]. A large number of nanoparticles are available in variable sizes with
disparate shapes. They are being used in various applications, which include
automobiles, aerospace, electronics, household, hygiene and medicine. The synthe-
sis of nanoparticles follows three different methods: biochemical methods (synthesis
of NPs using biological active molecule present in microorganisms); herbal
approach (synthesis of NPs using active ingredients in plant material); and chemical
mediated (formation of nanomaterial using chemicals). Nanoparticles are divided in
subgroups depending on their physical and chemical properties: (i) inorganic NPs,
(ii) organic NPs, (iii) bionanopolymeric NPs, (iv) peptide/protein NPs, (v) carbon
nanotubes, (vi) nanopolymers, etc. Quantum dots help in detection of in vitro as well
as in vivo biological systems [14].

Nanobiotechnology in Microbiology

Nanomaterials are well known for antimicrobial activity especially silver, silicon,
carbon, zinc, cobalt, etc. Plant-mediated synthesis of nanomaterials is the recent
approach in nanoscience. These nanoparticles (NPs) possess antibacterial activity
against variety of clinically harmful pathogens. As far as healthcare sector is
concerned, these NPs may reduce chances of developing resistance against drugs
due to abrupt use of antibiotics. Mechanistically, these nanoparticles hinder growth
via enzyme deactivation, cell membrane disruption and osmotic imbalance. Antimi-
crobial enzyme attachment with nanoparticles increases retention time in bacteria
which directly inhibit their growth. This approach may prove to be good alternative
for antibiotic [15]. Gold nanoparticles serve as better NPs that can be bound to
different ligands such as antibodies, disaccharides, peptides and other biomolecules
for targeting to specific cells. They can detect nucleic acids specifically [16]. Peptide
NPs cross the blood-brain barrier more effectively than other drugs particularly
antibiotics. Hence, these NPs are considered for preventing and cure of brain
infections. Nowadays, nanomachines are being used capable of sensing bacterial
behaviour followed by hindering bacterial quorum sensing process and finally
preventing infection [15].
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Nanobiotechnology in Agriculture

The concept of nanoparticle synthesis using herbal approach has become a bench-
mark in plant treatment and parasitic control. Nanobiotechnology plays a key role in
agriculture as pest control agents, treating plant infection with targeting diseased
organ, use of nanoengineered material for targeted delivery and controlled release of
bioactive constituents [17]. Nanoforms such as carbon, silica and silver are being
used for preventing plant diseases [18].

Agricultural microbiology is the connecting bridge liable for propagation of
newer techniques from basic microbiological aspects to ecological microbiology,
leading to development of advanced methods for better crop production and agro-
practices [19]. In current scenario, a wide variety of microorganisms have been
incorporated for assuring and enhancing crop quality and production methods
[20]. Microbial biotechnology persisting in soil promotes optimum nutrient absorp-
tion by plant. Environment-friendly microbes and plant materials promote ‘nutrient
recycling’. The non-pathogenic environment-friendly microorganisms support plant
for uptake of essential nutrients and energy sources. Biodegradable waste produced
by plant is further utilized for survival of microbes. Scientists use biocompatible
microorganisms to foster the production of biofertilizers.

Recently, the concept of using microorganisms for synthesizing nanomaterials is
of much use in combating pests, herbs, insects and nematodes. Different forms of
carbon nanotubes such as single and multiwall nanotubes are in current fashion for
studying effects on plants. Titanium dioxide NPs are used in several industries as
these do not possess any harmful effects. Photocatalytic potential of TiO2 contributes
in pathogen disinfection. These NPs are used in preventing plant from harmful
pathogens without interrupting food chain [21]. Plant pathogens such as fungus,
virus and bacteria are exploited to form newer nanoforms that are used to detect early
pathogenic state in plant and prevent them from harmful effects [22].

Nanobiotechnology in Environmental Activity

Emerging trends in biological sciences are contributing towards environmental
toxicity. Repercussion of increased usage of plastics, non-biodegradable substances
and environmental toxicants allows limited practice of bioremediation. As far as
nanoscience is concerned, nanoparticles are known for their promising benefits due
to which these NPs are integrated with bioremediation methods for waste manage-
ment and environmental toxicant eradication.

Nanoclusters of silver are used to reduce effluent from various chemical
industries [23]. Development of solar cells using silicone wires has been undertaken
by several researchers. Entrapment of silicone wires within the polymeric covering
enhances efficiency and reduces cost of solar cells [24]. Use of iron NPs for
purifying underground water bodies has currently attracted scientists around the
globe. Iron nanoparticles cleanse organic impurities from groundwater [25]. Efforts
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by various researchers have been made in the direction to create nanoengineered
materials with promising effects and less toxicity to environment.

Nanobiotechnology in Medical Microbiology

Antibiotics are well known for treating microbial infections. They are called ‘wonder
drugs’, but when used irrationally, they convert themselves to ‘superbug’ like gram-
positive Staphylococcus aureus strain. From several decades, the difference between
the discovery of antibiotics and development of resistance is increasing rapidly. Due
to lack of awareness among patients and communication gap between healthcare
personnel, the problem has reached to its peak. Higher rate of antimicrobial resis-
tance (AMR) has surfaced in developed countries in comparison to developing
countries. Repetitive use of antibiotics and leaving doses in between regimen
enforce natural selection process in microbes which directly trigger AMR. Inculca-
tion of nanoscience has opened an avenue to synthesize a newer class of modified
conjugates, which would help in disruption of bacterial or viral synthesis process via
several inhibitory mechanisms that further lead to eruption of combating strategy
for AMR.

Advancements in the field of microbial nanobiotechnology have played a vital
role in the production of antibiotics and antimicrobial agents. Herbal and chemically
synthesized microbial growth inhibitors may eradicate human, animal and plant
infections. Various nanomolecular techniques have allowed production of vaccines
that help in protecting the subject with fewer risks of causing infection. Barman et al.
mentioned potential microorganisms for nanomaterial synthesis containing several
intrinsic properties as well as cost-effective, biocompatible and less toxic [26]. Pep-
tide nanofibres are considered to be outstanding candidates for vaccine adjuvants for
developing better immune responses [27].

Nanobiotechnology in Food Microbiology

Nanotechnology focuses on manipulation of molecular as well as biological
techniques to create newer and effective nanocomposites. Food industries are
looking towards development of nanoformulations useful for food during storage,
packaging and its processing. Nanobiotechnology supports development of intelli-
gent packaging techniques that make consumers to modify food intake with proper
nutritional values [28]. The application of nanobiotechnological techniques is the
current concept of using genetically transformed microorganisms for enhancing
productivity. Products of microbial metabolism such as enzymes, dyes and other
compounds have been utilized for enhancing organoleptic properties and inflating
nutritional functions to certain food products. Microbial floras are well known for
fermentation process, and they are used in production of food ingredients [29].

Synthesis of nanobarcode devices helps in identifying food pathogens [30].
Presence of Escherichia coli in food product can be detected using reflective
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interferometric analysis in which label-free identification of biomolecules in com-
plex mixture is carried out [31]. Synthesis of nanostructures from combination of
biocompatible polymers, peptides and lipids is observed with prominent microbial
cell lethal effects on Escherichia coli and gram-positive bacteria Staphylococcus
aureus [32]. Food safety as well as food quality assurance was a major issue of
concern that could be overcome using nanocomposite structures. Liposomes are the
novel nanomaterials which comprise of characteristic physicochemical properties in
comparison to other NPs. These novel materials have been utilized for improving
flavours and nutritional values of food product. Liposomes have capacity to encap-
sulate natural metabolites that may prevent spoiling and degrading of food products.
Liposomes are commercially being used as medicinal vehicles, signal enhancers,
solubilizing agent for disparate food products and penetrating agents in variety of
cosmetic products [33]. Biofilm formation is the most common process involving
microbial pathogens. Gkana et al. have stated that organosilane nanostructures
possess anti-biofilm and anti-adhesive activity against food-borne microbes [34].

Impact of Different Forms of Nanofabricated Structures
on Microbial Growth

Anti-biofilm Agents

Biofilms are colonies of different microbes grown together via cellular signalling
called quorum sensing. This film forms a uniform and heterogeneous layer on
substrate and secretes extracellular polymeric substances (EPS). EPS protect internal
environment of biofilm from external environment such as antimicrobial agents and
limited nutrition within cells [35]. Ability to adhere of bacterial cells on any substrate
enhances mature biofilm development which further leads to form double layer and
detachment of bacterial cells. This condition gives rise to transmission of infection.
Nowadays, medical devices such as catheter, nebulizer tubes, insertion tubes, diag-
nostic tools and implants contaminated with microbial biofilm are directly causing
hazards to human health. Mature biofilms become resistant to external environment
and not affected by existing drugs. Various research groups are working in these
areas for preventing biofilm formation within the tubular structure. Nanoparticle-
coated surfaces inhibit the formation of biofilms. Nanoparticles are small enough to
penetrate bacterial cell membrane and disrupting mitochondria. Nanoparticles have
large surface to volume ratio, and this property inflates chemical reactivity and
bioactivity [36, 37]. Metal nanoparticles act through mechanisms such as production
of reactive oxygen species within the bacterial cell, release of nitric oxide, altering
respiratory chain and disrupting EPS network [38]. Polymeric nanoconjugates act
through biocidal effects on cell membrane and alter protein absorption with inter-
ruption in internal cellular mechanism [39].
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Bacteriophage Template for Nanostructures

Bacteriophages are known as infecting agents for pathogenic microorganisms and
affecting host for replicating its genetic make-up. Filamentous phage and M13 are
the best known for their promising biomedical perspectives. These phages possess
nanoscaled fibrous filaments that serve as carrier for propagating genetic information
among cells. Phage virions allow self-fabrication that only allows capsid protein to
retain genetic information without interfering other proteins. Genetic flexibility of
these phages allows development of disparate binding sites, so that these alterations
serve as building block for nanostructures [40]. Recently, M13 phage NPs have
attracted researchers for the purpose of designing and synthesizing nanoforms for
neural tissue construct [41, 42]. Several groups are working on phage targeting to
develop optimum therapeutic agent. As far as phage targeting is concerned, M13 is
considered as reference as it contains chain of polypeptide on its surface. Novel
tailored nanostructure containing fusion of libraries of amino acids and peptides can
be easily matched with standard [43–45].

Biosensors

Biosensors have its own importance as diagnostic tool as well as in identifying drug
target site. On the other hand, nanobiotechnology plays a key role in designing and
development of biosensors using protein molecules coupled with nanoelectronic
devices for developing nanobioelements and nanobiotransistors.
Nanobiotechnology exploits existing knowledge for nanoscience for creating
novel and efficient tools which directly analyse structural and biological phenome-
non of nanomaterials. Antigens, antibodies and peptides are meant for the develop-
ment of biosensors for detecting several pathogenic strains. Monoclonal antibodies
have higher specificity as compared to biosensors, while polyclonal antibodies
identify different epitopes on the same pathogen. Antibodies containing
nanobiosensors have high thermal stability, refolding capacity, small size and
profound solubility [46].

Quantum Dots

It is reported in the literature that colloidal quantum dots are semiconductor
nanocrystals, conjugated with molecule that label bacteria specifically. The binding
tendency depends on two factors, viz. metabolism rate and environmental
conditions. Quantum dots facilitate in the detection of strain among diverse commu-
nity of bacteria, i.e. biofilm (a delicate film formed by different bacteria through
quorum sensing). Diagnosing mycobacterium using magnetic beads coupled with
monoclonal or polyclonal antibodies leads to formation of complexes, which further
conjugate with cadmium selenide QDs and bind to bacterial surface antigen followed
by emission of fluorescent signals [47].
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Bacterial strains as well as microbial monitoring can be done using quantum dots
as fluorescent labels in an immunoassay [48]. Recent study reveals that curcumin
quantum dots help in biodegradation of bacterial biofilm via targeting susceptible
bacterial protein, delta toxin and curli proteins [49].

Bacterial Magnetic Nanoparticles (BMPs)

Recently, an interesting application of nanotechnology with microbiology has
erupted for the development of bacterial magnetic nanoparticles. BMPs are mostly
magnetite and greigite which form single domain crystals. The surface of these
nanocrystals exhibits biological bilayer with phospholipids and surface proteins.
During biomineralization process, the membrane layer helps in determining charac-
teristic morphology of BMPs. Biologically isolated nanomolecules chemically syn-
thesize them with high dispersity, crystallinity, high percentage yield surrounded
with lipid bilayer membrane, high chemical purity, narrow size range and crystal
morphology with specificity for particular species. Magnetospirillum
gryphiswaldense MSR-1 and Magnetospirillum magneticum AMB-1 are well-
known species for extracting magnetic nanoparticles [50]. Other species are under
process for extracting out magnetic nanoparticles. These magnetic nanoparticles
help in treatment of tumours as well as other pathogenic states. Mechanistically,
magnetic hyperthermia is the process which inculcates heat exposure to kill the
tumour cells [51] (Figs. 1 and 2).

Nanobiotechnological Techniques for Enzyme Hybridization

Nanoparticle-biomolecule hybrid system shows combined effects such as biocataly-
sis, recognition with optical, catalytic and acoustic effects of biological
nanoparticles. Hybrid methods include fabrication of nanostructured patterns on
magnetic as well as metallic nanoparticles. Recently, gold and silver nanoparticles

Nanoparticle

Bilayer of 
phospholipids 
and surface 
proteins  

surface proteins Fig. 1 Biological membrane
of bacterial magnetic
nanoparticles and their
arrangement of surface
proteins
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have been used for development of biosensors to detect glucose levels. Biocatalytic
growth property of metallic nanomaterial promotes fabrication of nanowires on
surface. Semiconductor NPs, connected with electrodes, work as photoactivate
bio-electrocatalytic cascades with photoelectric current generation [52].

Nanorobots

Use of nanorobots is a thrust area of research in the field of nanoscience and
nanomedicines. Designing and development of nanorobots inculcate hybrid cell
membrane of RBCs and platelets, coated with gold nanowires. These nanorobots
perform different tasks in one shot, by binding to pathogens like methicillin-resistant
Staphylococcus aureus (MRSA). Erythrocytes used in these nanorobots help in
releasing toxins secreted by bacterial strain and detoxifying the surroundings.
Gold nanorobots have been reported with higher extent mobility which helps in
releasing toxins produced by pathogenic bacteria [53]. Nanorobots have potentially
used as phagocytic agents. These nanorobots termed as microbivores bear various
binding sites specifically for antigens and pathogenic strains. Hence, they eradicate
infection within limited period of time without affecting the host [54, 55]. Microbots
and nanobots are coupled with ligated bacterial strain carrying therapeutic agents for
targeted delivery. Simultaneously, customizing nanorobots with some probes act as
sensors for detecting pathogenic state and collecting information [56].

MAGNET MOVEMENT  

MAGNETIC HYPERTHERMIA  PRODUCTION BY MAGNETIC 
NANOPARTICLES  DUE TO MAGNET MOVEMENT 

Damaged 
tumorogenic 
cells 

Fig. 2 Effect of magnetic hyperthermia produced by bacterial magnetic nanoparticles on tumour
cell necrosis
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Nanoparticles as Microbe Combating Agents

In a current scenario, nanotechnology has offered an opportunity for exploiting
microbial diversity via targeting susceptible sites in bacteria or other microbes.
Some literature reports have stated that metallic nanoparticles are an outstanding
tool for killing HIV viruses [57]. Silver nanoparticles are one of the most known
bactericidal nanomaterial meant for delivery of antibiotics and causing synergistic
effects [58]. Metal and metal oxide nanoparticles like iron oxide, copper, copper
oxide, zinc oxide, gold and silver act through cell membrane disruption, enzyme
deactivation, imbalance of electrons and pH and denaturation of DNA and RNA
subunit followed by degradation [59].

Some biopolymers and their synthesized nanoparticles possess adhesive
properties that help to hinder the bacterial growth via interrupting bacterial survival
mechanisms. Polymeric nanoparticles are recently used for gluing gels and
biological tissues. Somehow, these adhesive nanoparticles help in wound healing
via connecting tissues together [60]. Polymeric nanoparticles have become a bench-
mark in treating several microbial pathogenic disease states.

Several research groups are developing metallic nanoparticles based on algae in
which algae proteins are responsible for reduction and stabilization of nanoparticles.
Polysaccharides present in algae cell wall participate in reduction process. Fucoxan-
thin (hydroxyl group rich element), present in algae, helps in the reduction of gold
into gold nanoparticles. These pigments have reductive as well as capping property
and enhance maintenance of surface integrity of nanoparticles [61, 62]. Marine
source for reduction of metal salts into nanoparticles results in less toxic
nanomaterials as compared to chemical approach. Fungal-, actinomycetes-, plant-
and bacterial-mediated nanoparticles have different aspects for production of
nanoparticles with different morphology and stability [63]. Bio-fabrication of
nanoparticles like silver (Ag) and copper (Cu) is used as novel antimicrobials for
inhibiting fungal and conidial growth in crops, which has become a major issue in
agriculture that can be taken care of by using biofabricated gold and silver
nanoparticles. Enzymatic reduction of metal to nanoparticles is a unique approach.
Well-known proteins encapsulins that help to encapsulate cargo proteins are gener-
ally found in bacteria. Nanobiotechnology emphasizes on increasing efficiency of
detecting pathogens present in crops in one shot as well as development of cost-
effective biosensors and phage proteins for eradication of crop microbes [64].

Future Aspect of Nanobiotechnology Use in Combating Microbial
Diverse Population

Nanobiotechnology is the most fascinating field of science. Development of dispa-
rate nanolayers, nanochips and nanomaterials leads to combating microbial
pathogens. From several decades, incorporation of nanoforms reduces the frequency
of disease-causing agent. Presently, enormous inculcation of nanobiotechnology is
meant for detection and treatment of pathogenic disease with lower side effects.
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Nanomaterials are conjugated to form biofungicides via covalent bonding. This
peculiar property of nanoparticle manages to break pathogen pest chain. This
practice leads to save agriculture crop by reducing pest effect [65]. Recent literature
mention that newer and novel drugs are not able to overcome microbial pathogen
susceptibility, but nanoforms are the only way to reduce these diseases causing
diverse microbial community via anti-biofilm activity by quorum sensing, osmotic
imbalance among cell membranes and reactive oxygen species eruption from
stressed condition [59]. In current state of art, peptide nanoparticles are becoming
a most attracting topic for research in nanobiotechnology. Bactericidal and bacterio-
static potency of these nanoforms increase its interest in major research groups. Fwu-
Long Mi and co-workers have suggested that chitosan-conjugated peptidal
nanoparticles help in degrading harmful bacterial growth. Hybrid forms of
nanoparticles are observed with synergistic activity against resistant as well as
clinical pathogenic microbes [66]. Combination therapy of peptide and metallic
nanoparticles has shown promising results.

Conclusion

Nanobiotechnology is the burgeoning field in current era of nanomedicine and
nanoscience. Development of nanocomposites, nanofibres, nanowires, nanotubes,
nanoforms, nanorobots, polymeric nanoconjugates, inorganic NPs, magnetic NPs
and bacteriophage nanostructures has received a great attention in the field of
microbiology for eradicating microbial infections. Nowadays, increasing use of
antibiotics and poor sanitation facilities have inflated chances of getting discovery
void and genetic mutation in patients receiving antibiotics due to development of
resistance. These conditions have led to opening up of a new avenue, i.e. synthesis of
above-mentioned nanomaterials. This chapter has shown the efficacy of variety of
nanomaterials in sensing microbial growth and inhibiting their survival as well as
current and future perspectives of microbial aspect of nanomedicine.
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Microbes in the Reproductive Tract
Spectrum: Inferences from the Microbial
World

Saika Manzoor, Sabiha Majid, and Fouzia Rashid

Abstract
Reproductive tract infections are the most venerable diseases which affect not
only the reproductive tract organs but overall the whole body of an organism.
RTIs can involve infection of multiple organs of the human host like the skin,
brain, eyes, lymph, and urogenital, perivascular, endocrine, and reproductive
systems, respectively. RTIs affect both the sexes, but the burden of the diseases
is found higher in case of females as compared to males because female are more
susceptible to these infections due to various life processes. RTIs are known to
degrade the quality of life as these infections affect the reproductive efficiency
and can even lead to infertility in both the sexes. One of the major routes of
transmission of the reproductive tract infections is oral-genital sexual contact with
an infected person. Other modes of STIs are bodily fluids like blood, mother’s
milk, mucous secretions, exudates, transplacental secretions, etc. There is an
interrelationship of microorganisms with human hosts since their existence and
the slam contact of the two cannot be denied. A balanced microflora is present in
the human body as a part of the system, but the disequilibrium can result in
various types of RTIs. Moreover, exogenous factors can also be responsible for
transmission of other types of RTIs. RTIs are most prevalent in low-income and
developing countries due to following reasons: lack of awareness regarding the
diseases, poor hygiene, social stigmas, lack of medical facilities, poverty, shy-
ness, inaccessibility to condoms, sanitary pads, hand washes, hand sanitizers,
traditional child delivery methods, etc. This chapter will highlight the microbes
involved in RTIs, their management, prevention, and drug resistance scenario.
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Introduction

RTI is an infection of the reproductive tract caused by organisms normally present in
our reproductive tract or by those introduced externally during sexual intercourse or
medical intervention procedures. Reproductive-aged women are at higher risk of
RTI due to associated life process events like menstrual cycles, pregnancy, and
childbirth [35, 71]. Chronic RTI can lead to various complications like pelvic
inflammatory diseases (PID), infertility, ectopic pregnancy, miscarriages, pelvic
pain, and cervical cancers [92]. A strong correlation has been reported regarding
microbial flora and various genital tract infections in humans. Genital tract infections
caused by microbes like bacteria, viruses, protozoa, and fungi interfere in the
reproductive functions of both the sexes, i.e., male and female. A general under-
standing of the normal composition of microbiota in the genital tract provides insight
regarding the susceptibility toward various diseases associated with the reproductive
tract [80].

Occurrence RTIs occur worldwide, and there are various factors that govern it like
economic, social, behavioral, and biological factors. Its occurrence is not uniform as
it varies from region to region and community to community, e.g., STIs are com-
monly reported in regions where commercial sex networks are active; iatrogenic
infections are mostly reported in regions where STIs are common, and health-care
providers are not fully trained to cope with it; endogenous infections are influenced
by hygienic, hormonal, and environmental factors (WHO guidelines).

Symptoms of RTI in general are:

• Abnormal vaginal discharge
• Pain in the lower abdomen and back

– Genital ulcers
– Vulval itching
– Inguinal swelling
– Feeling of burning sensation during urination
– Blood stain discharges
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Overview of the Reproductive System

The reproductive system being one of the most important systems of the human body
comprises of various internal and external organs. Reproductive organs are either
primary or secondary structures. The primary reproductive organs are mainly
responsible for the production of gametes, i.e., sperm and egg, and are called gonads.
The secondary reproductive organs are responsible for other reproductive functions
like development and maturation of gametes.

Male Reproductive Organs

The male urogenital system (merging of the urinary and reproductive system)
consists of many parts that include the testes, epididymis, vas deferens, ejaculatory
ducts, urethra, penis, prostate, and accessory glands. The predominant function of
the male reproductive system is to provide sperm for the fertilization of the egg.

Testes – are oval-shaped paired structures present in the scrotum and are consid-
ered as a primary reproductive organ as it produces sperm and male sex hormone
called testosterone. Tunica albuginea (dense connective tissue layer) covers the testis
and also invaginates to form septa that divide the testis into 300–400 structures
called lobules. The sperm within these lobules further develops into seminiferous
tubules. Sperm moves from the lumens of the seminiferous tubules into tubuli recti
and then enters into the rete testis and finally enters into the epididymis via the
efferent ductules.
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Epididymis (plural ¼ epididymides) – a coiled tube almost 6 m (20 ft) long is
attached to the testis, and the immature sperm enters through the head of the
epididymis that matures during its movement along the length of the epididymis
tube. All the matured sperms are then collected and stored in the epididymis tail and
are ready to ejaculate.

Duct system – A thick muscular tube that is attached to the tail of the epididymis
in the scrotum is called ductus deferens or vas deferens that extends upward into the
abdominal cavity via the inguinal canal and then ends into the bladder where it
dilates into the ampulla. The sperm moves from the epididymis tail to the vas
deferens with the help of smooth muscle contraction.

Seminal vesicles – Seminal vesicles are accessory glands that produce fluid
containing fructose that is required to generate ATP for the movement of sperm
through the female reproductive tract. Their secretions contribute almost 60% of
semen. Sperm mixes with seminal vesicle secretion after being ejaculated at the
ampulla of ductus deferens. The ampulla of ductus deferens joins with the seminal
vesicle duct to form the ejaculatory ducts and transports seminal fluid (sperm as well
as semen) into the prostate gland.

Prostate gland – is a glandular tissue that is situated just below the urinary
bladder and surrounds the prostatic urethra. It secretes an alkaline fluid that is
mixed with the seminal fluid that helps to make sperm sticky and thus helps it to
retain longer in the female reproductive tract.

Cowper’s glands/bulbourethral glands – These are accessory glands which
release alkaline fluid that mixes with semen causing lubrication of the urethra as
well as the vagina and is released during sexual arousal.

Urethra – is a tube-like structure surrounded by the shaft of the penis. It is dual in
function as it causes semen ejaculation as well as urine excretion from the bladder
through the penis.

Penis – The male organ required for copulation as well as for urination. It helps to
penetrate semen into the reproductive tract of females.

Female Reproductive Organs

The female reproductive system includes internal as well as external structures.
External structures like mons pubis (mons veneris), clitoris, labia majora, labia
minora, vestibule of the vagina, bulb of the vestibule, and greater vestibular glands
are present outside the vagina and hymen, while internal structures include the
vagina, uterus, fallopian tubes, and ovaries. External reproductive structures of
female help the sperm to enter into the female reproductive tract and protects the
internal organs from susceptible infections from external environment.
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Vagina – It is a canal that extends from the cervix (lower end of uterus) to the
vestibule of the vagina (cleft present between labia minora), forming 90� with the
uterus. It is located in front of the rectum and anal canal but lies behind the urinary
bladder and urethra. The orifice of the vagina is guarded by the hymen – a thick
mucous membrane. There is absence of mucus glands in the vaginal lining, and the
glands of the cervix secrete the mucus present. It receives sperm via the penis during
copulation and is called birth canal because the baby leaves through it during birth.

Uterus – It is an inverted pear-shaped hollow muscular structure with glandular
lining called the endometrium. The lower narrow end of the uterus is the cervix that
ends into the vagina. The opening of the two opposite tubes called fallopian tubes
takes place into it and the part of uterus above it called fundus and below it called the
body. It receives the ovum sent by the ovary via the fallopian tube into it. The main
body of the uterus called the corpus extends in size to hold and nurture the develop-
ing embryo until birth. The innermost layer of tissues present in the uterus is called
the endometrium that gets shed off during menstrual cycles.

Ovaries – The paired / two almond shaped hollow structures present on opposite
sides of the uterus are called ovaries, each suspended by the mesentery – a membra-
nous ligament of the uterus which keeps both the ovaries in proper position. They are
considered as primary sex organs in the female reproduction system as they contain
eggs and produce various hormones – estrogens and progesterone.

Fallopian tubes – The narrow tubes that act as a passage for the movement of egg
from the ovary to the uterus are called fallopian tubes. It contains three main outer
parts: infundibulum (flask-shaped) projected with finger-like projections called
fimbrae, ampulla the middle part, and isthmus (cord-like) that opens into the uterus.
Fertilization of egg by sperm takes place at the ampulla of the fallopian tubes and
then descends into the uterus for embryo implantation.
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Types of RTIs

RTIs are broadly divided into three categories depending upon the mode of
infection [99].

RTIs
Iatrogenic 
Infections

Endogenousinf
ections

STDs

Sexually Transmitted Diseases

STDs are infections that are transmitted from one infected person to another by
vaginal, oral, or anal sexual contact. Microorganisms like bacteria, virus, yeast, and
protozoan are agents that are responsible for different types of STIs. STIs can cause
genital neoplasia, neonatal damages, and infertility. According to WHO, STIs can be
classified according to one of the five presenting features for which patients seek
medical help:

• Oral, genital, anal, or perianal ulcers
• Vaginal and urethral discharges
• Genital warts
• HIV
• Hepatitis C infection (not typically sexually transmitted disease)

STDs affect both men and women and can also be transmitted from mother to
child during pregnancy and childbirth. Various microorganisms like bacteria,
protozoa, fungus, and viruses cause STDs which are described below.
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STD

TrichomoniasisGenitalCandida

BV   Chlamydia Gonorrhea   Syphilis                                     HPV         HIV         Genital herpes

Bacteria Protozoan Fungus Virus

STDs Caused by Bacteria

Bacterial Vaginosis
The presence of microbial flora in the lower genital tract of the female reproductive
system gives protection against the pathogens and predominantly consists of Lacto-
bacillus spp., L. crispatus, L. jensenii, and L. iners [69, 85, 105]. Vaginal lactobacilli
maintain the normal pH (<4.5), metabolizing glycogen secreted by the vaginal
epithelia into lactic acid. Hence, the acidic environment created by lactobacilli
prevents the growth of other harmful pathogens that cannot survive the acidic
environment of the healthy vagina [5, 22, 42]. BV involves replacement of
lactobacilli with other microorganisms like Gardnerella vaginalis, Prevotella,
Peptostreptococcus, and Bacteroides spp. [31, 47, 51, 88]. Hence, the drop-down
level of lactobacilli and the disequilibrium of normally present bacterial flora in the
reproductive system result in a condition called bacterial vaginosis. It is the most
common infection among reproductive-aged women and is considered as sexually
transmitted disease [34, 97]. Many researchers point out that BV is not merely an
infection but an imbalance in the normally present microbiota of the reproductive
tract system [38, 42, 81]. The diagnosis of BV depends upon the presence of three
out of four given criteria [4]:

1. Elevated vaginal pH (>4.5)
2. Presence of white adherent discharge
3. Presence of exfoliated epithelial cells with bacteria (gram-variable polymorphic

rods) attached to their surface (clue cells)
4. Fishy odor (whiff test)
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BV possess different microorganisms which secrete various toxins which can
cross the placenta and pose various risks for the developing embryo ranging from
brain injury to various other neurological disorders like hyperactivity, cerebral palsy,
and periventricular leukomalacia [37]. BV is also a risk factor for various gyneco-
logic conditions like development of postpartum and post-abortion endometritis and
pelvic infection [50, 100]. There are different modes of treatment regarding BV like
probiotic treatment that replenishes vaginal microflora, application of antimicrobials
produced by vaginal lactobacilli that target and kill the specific pathogens, and the
use of immunomodulators [96].

Chlamydia
Chlamydia trachomatis – gram-negative bacterium that causes infection of genital
sites like the cervix, urethra, and rectum and non-genital sites like lungs and eyes and
is the most common cause of sexually transmitted disease [104]. It is responsible for
male infertility as it causes non-gonococcal urethritis (NGU), epididymitis-orchitis,
sperm tract obstruction, and prostatitis. Chlamydia infections affect both the sexes,
but it is more prevalent in females as compared to males, i.e., almost three times
higher than males [7]. It causes cervicitis, urethritis, endometritis, salpingitis, and
perihepatitis that can result in pelvic inflammatory disease, infertility, and ectopic
pregnancy in women [54, 59]. People with C. trachomatis infection are asymptom-
atic; however abnormal vaginal discharge and vaginal bleeding (bleeding after
intercourse) are symptoms in women, while penile discharge and pruritus are
symptoms among men. Dysuria is a common symptom among both males and
females [79]. Antibiotics that are considered useful in the treatment of chlamydia
are azithromycin and doxycycline, and screening is recommended to all women
below 25 years of age; however, screening is not recommended to males.

Gonorrhea
Neisseria gonorrhoeae, a gram-negative bacterium, causes sexually transmitted
disease called gonorrhea. Gonorrhea infection can lead to various complications if
left untreated like gonorrheal endocarditis, gonorrheal meningitis, and gonorrheal
arthritis that can affect both males and females. Gonorrhea can result in male
infertility by causing infection to the testes and urethritis. The primary site of
infection in women is endocervix that causes PID (pelvic inflammatory diseases)
which can manifest in endometritis, salpingitis, and tubo-ovarian abscess, which
ultimately lead to scarring, ectopic pregnancy, sterility, and chronic pelvic pain
[73]. Neisseria gonorrhoeae is well adapted to survive within the human host
because it can hijack the immune system by not eliciting the immunologic memory
of the host with the help of various virulence factors like Opa (opacity-associated
outer membrane protein), LOS (Lipooligosaccharide), and pilus. This organism gets
adhere to genital areas by means of pilus and moves upward from the vagina to the
cervix of the uterus by climbing epithelial cells. Binding of pilus to CR3 present in
ecto- and endocervix activates the compliment system which leads the formation of
inactivated C3b (iC3b); it results in tight association between iC3b and porin with
CR3 on the cervical cell surface by binding to the I-domain of this receptor. This
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whole process of CR3 engagement triggers gonococcal internalization within
macropinosomes. Secreted gonococcal proteins, which ensure CR3 recruitment to
the cervical cell surface, mediate these processes. The sexual transmission of
gonococci mostly takes place from male to their partner as sialylated LOS; however
presence or absence of sialic acid on LOS does not affect its interaction with cervical
epithelial cells in the female reproductive tract. Moreover, vaginal microflora can
remove sialic acid on LOS, thus modifying the gonococcus, which can lead to
enhanced disease transmission to men [27]. Infection with N. gonorrhoeae results
in the production of various pro-inflammatory cytokines like IL-1a, IL-1b, and
TNF-α by tubal epithelial cells that cause genesis of gonococcus-induced
infertility [53].

Syphilis
Syphilis is a sexually transmitted disease caused by the bacteria Treponema
pallidum, and humans are considered as their predominant hosts [9]. Syphilis is
spread by contact with ulcers present on the genital areas, anus, rectum, mouth, and
lips. Orogenital route is one of the main routes of transmission of the bacteria
(Treponema pallidum) into the human host, and other modes of its transmission
are blood transfusion and transplacenta, i.e., from mother to fetus [14].The exact
pathogenesis of the bacteria is yet to be elucidated; however, it has been found that
entry of bacteria into host occurs via primary and secondary lesions that are present
in the skin or mucus membranes, during sexual activities, and travel into lymph
nodes within no time [30, 52, 72]. The attack of bacteria is considered to be virulent
as it penetrates deep and adhere to the intact endothelial cell membranes
[8, 93]. Humoral cell immunity of the host defense mechanism is known to play a
minor role against bacteria; however the cell-mediated immunity is known to play a
key role against the pathogenicity of the bacteria. The disease has been divided into
four stages, namely, primary, secondary, latent, and tertiary [66]. The first three
stages of this disease are venerable, i.e., primary, secondary, and latent.

Primary stage – It is characterized by ulceration and lymphadenopathy. The
presence of painless lesions lasts only for a few weeks and then heals up, but the
disease progresses to second stage of infection. Moreover, inflammatory response in
the nearby dermis cells and perivascular area has also been observed in this stage of
syphilis.

Secondary stage – It is characterized by the presence of specific pattern of
changes like parakeratosis, spongiosis, acanthosis, and exocytosis. Granulomatous
infiltration represents the latter stage of the secondary stage [1, 28].

Latent stage – It is a kind of dormancy stage in which no sign of infection is
visible, but still the infection prevails inside the body of the organism. It can be
divided further into two stages: early latent stage <1 year of infection and late latent
stage >1 year of infection.

Tertiary stage – It is the most destructive stage among all the four stages of
syphilis in terms of the complications implicated by this stage. It involves the heart,
blood vascular system, nervous system, and multiple organs system which can
eventually lead to death of an infected individual [86].
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Neurosyphilis and ocular syphilis are two conditions associated with the disease
prognosis at any of given stages, if left untreated. Penicillin is considered as primary
recommended antibiotic for the treatment of syphilis infection, but the dosage
depends upon the stage of infection. However, penicillin-allergic patients are
provided with other options of drug treatment like erythromycin, tetracycline, and
doxycycline [14, 47].

STDs Caused by Protozoa

Trichomoniasis
It is the most common sexually transmitted non-viral infection which is caused by a
protozoan parasite called Trichomonas vaginalis (anaerobic and flagellated parasite)
and affects both males and females [101]. Most of the infected persons are asymp-
tomatic; however symptoms may develop after a few weeks, months, or years
[77]. Infection with Trichomonas vaginalis results in the inflammation of the
reproductive parts like the vagina, cervix, and urethra; thus the symptoms associated
with this condition appear as mentioned below [91, 103].

• Abnormal volume of vaginal discharge with color variation from white clear fluid
to yellowish-green

• Vaginal discharge odor
• Discomfort during urination
• Pain with intercourse

Symptoms associated with Trichomonas vaginalis in males include (CDC):

• Burning sensation after urination or ejaculation
• Irritation in the penis
• Abnormal discharge from the penis

Upon the infection of the vagina or prostate, parasite multiples by binary fission
in the urogenital tract of human host and gets adhered to squamous epithelial cells
resulting in inflammation and eventually their destruction. The menstrual cycle
provides an ideal environment for microbes to flourish in the vagina of the female
reproductive tract and worsens the already existing condition. Although the immu-
nologic response against this pathogen is not known yet, response of various
cytokines has been found like IL-8 and leukotreine B4 (LTB4) [50, 63, 64, 75
84]. Antimicrobial drugs like nitroimidazoles (metronidazole or tinidazole) are
recommended as drug of choice in trichomoniasis treatment. However, if one of
the two partners is still infected or without treatment, it can lead to recurrence of
infection [104].
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STDs Caused by Fungus

Genital Candida
Candida albicans is naturally present in the GI tract, the mouth, and the vagina of a
healthy individual, but its overgrowth leads to the various infections in the human
body [2]. Various factors like stress change in local environment (e.g., shifts in pH
or nutritional content) and disruption of normal microflora (e.g., Lactobacillus is
known to keep the balance in the amount of Candida in the genital tract) can result
in overgrowth of the candida that can lead to yeast genital infections. Candida
albicans are predominantly colonized in the male urethra and possess an inhibitory
effect on human sperm motility. It impairs the ultrastructure of human spermatozoa
that results in male infertility [94] and in females causes vaginitis and cervicitis
[81]. The genitourinary candidiasis infection includes balanitis and balanoposthitis
in men and vulvovaginal candidiasis (VVC) in women, while candiduria is common
to both men and women [2]. Symptoms of a genital candida infection can include:

• A burning feeling while having sex or while urinating
• An itchy or painful feeling in or around the vagina
• Redness, irritation, or swelling around the vagina
• Abnormal vaginal discharge that can be either watery or thick and white
• A rash around the vagina
• A rash on the penis

STDs Caused by Virus

Human Papilloma Virus or Genital Warts (HPV)
HPV is a double-stranded non-enveloped DNA virus. HPV is divided into three
main genera, α, β, and γ species. The genus α includes high-risk as well as low-risk
HPV that can cause various types of cancers and skin warts, respectively. The genus
β is associated with various types of lesions like malignant-associated lesions,
cutaneous lesions, and lesions in immunosuppressed patients. The genus γ is
associated with cutaneous lesions only [21]. HPV initiates infection at the basal
membrane of epithelial cells and enters into the cell by a process of endocytosis;
however the detailed mechanism of viral entry and receptors associated is not clear
yet. Virus forms an episome within basal cell nuclei and uses the machinery of host
cell for its DNA transcription. Then the infected basal cells starts shedding off from
the basement membrane and piles up to join stratum spinosum. Next epithelial layer,
usually formed post-mitotically, reaches up till top cornified layer of epithelial called
as stratum corneumand this is how viruse scapes the cell cycle. Finally, the viral
genome gets packed at this stage and is released in the extracellular environment
along shedding skin cells in such a manner so as not to illicit immune response of the
host [11].

Although the immune system can detect the virus and the infection can get
cleared within 2 years, papilloma virus can hijack the immune response of the host
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cell in different ways. The virus can alter codon usage that can result in reduced
expression of viral protein and change in its expression that prevents its detection by
the immune system. Moreover, downregulation of various host associated immune
responses like immune histocompatibility responses and reduced signaling through
T cell receptor 9 also affects [6, 10, 18, 39, 56, 104]. HPV infection is the most
common sexually transmitted disease; hence sexual contact with an infected partner
is the major risk factor for its transmission. HPV is mainly found in genital and anal
areas and can cause infection in the vagina, vulva, penis, cervix, rectum, and anus.

The most common associated risk factors with this infection are genital warts/
condylomata acuminata (painless bumps, sometimes itchy and bleeding, mostly
found in the genital areas and groins and treated by topical medications) and cervical
cancers. Persistent sexual contact with an infected partner can lead to constancy of
this infection for longer durations, and that can result in various types of cancers like
throat, cervical, vulval, anal, and penile cancers [103]. HPV-16 and 18 are in
particular associated with cervical cancers while vaccines namely 2vHPV, 4vHPV
and 9vHPV have also been developed to get protection against them [67].

Human Immunodeficiency Virus (HIV)
HIV is a retrovirus that lives on bodily fluids like blood, sexual fluids, and breast
milk. It involves infection of two retroviruses HIV-1 and HIV-2 or both of them.
Once the virus enters the body, it adheres to CD4+ molecule of T-helper cells and
chemokine receptors of host cells. The virus forms proviral DNA with the help of
reverse transcriptase and gets incorporated in the host DNA by using various
enzymes like integrase; hence proviral DNA is duplicated along the host DNA
during a process of cell cycle. Moreover, the virus undergoes transcription that
results in formation of RNA and viral proteins within the host cell membrane.
Subsequently, the viral proteins get budded off from the cell membrane as immature
virions and finally form infectious virions by HIV protease. The infected
lymphocytes produce large numbers of virions. HIV infection causes adverse effect
on the host immune response by causing CD4+ lymphocyte depletion as well as
immune suppression and affects both the cell-mediated and humoral immunity. The
normal CD4+ count is about 750/μL, but when it drops to a level below 200/μL, the
risk of developing AIDS increases [57]. AIDS is characterized by decreased or
absence of host CD4+ count; it’s when the immune response of the body almost
stops against pathogenicity of various attacking agents. The transmission is possible
through sexual contact with an infected person, use of infected needles, blood
transfusion, breast-feeding, exudates from wound or cut containing virions, child-
birth, etc. Acute HIV infection includes flu-like symptoms, but long-term infection
of almost 10 years will result in the following symptoms: diarrhea, fever, loss of
appetite, weight loss, fatigue, lymphadenopathy, and sweating [82]. There is not any
vaccine available against HIV infection till date; however, significant efforts have
been made regarding the management of various HIV-associated conditions and
prevention of its progression toward the disease progress, i.e., development of AIDS.
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Genital Herpes
Genital herpes is caused by herpes simplex virus (HSV) which is a linear, enveloped,
double-stranded virus with humans as its only known host [102]. Two variants of
this virus, namely, HSV-1 and HSV-2, cause oral and genital infections, respec-
tively. However both of these viruses can cause infection at any site on the skin.
Virus can enter the body via the skin or mucous membranes by sexual contact with
an infected person and then multiplies in the epithelial layer. The virus descends
along the sensory nerve roots to dorsal ganglion root and undergoes a period of
latency. Upon reactivation, the virus retrieve from the dorsal ganglion root to the
nerve root and causes mucocutaneous outbreaks, thus HSV infection becomes
symptomatic or even sometimes, being asymptomatic [102]. The primary genital
HSV is characterized by localized pain and burning and tingling sensation that last
for few hours (i.e., 2–24 h) with associated symptoms like fever, inguinal lymph-
adenopathy, anorexia, malaise, and headaches. With the progression of diseases,
small papules, vesicles on erythematous base, and erosions appear that can persist
over days, and lesions can crust and heal without scarring. In females, ulcers are
found mainly on the labia, urethral meatus, perineum, and introitus, while in males, it
is found mainly on the shaft of the penis. However, ulcers or lesions are found on the
thighs, buttocks, and perianal region in both males and females [49]. Oral antiviral
drugs are available to suppress the symptoms associated with genital herpes, but
there is no long-term treatment available that can cure the disease altogether
[83]. The prevention of secondary infection due to outbreak of ulcerative lesion is
necessary to avoid complications associated with the diseases. Moreover, strong
interaction between HIV and HSV has been found that results in the efficient
transmission of HIV during HSV reactivation [78].

The diagnostic tests which are used for clinical evaluation of STDs are
highlighted in Table 1.

Endogenous Infections

These infections are caused by the overgrowth of normally present microbial flora in
the genital tract of a woman that includes bacterial vaginosis and vulvovaginal
candidiasis (as described earlier). Endogenous infections are very common com-
pared to sexually transmitted infections with a prevalence of 17.8% for BV and 8.5%
for candidiasis, while STDs have prevalence of 2.8%. Some of the endogenous
infections are sexually transmitted, while others may not be sexually transmitted
[68]. There are certain individuals who are at higher risk of endogenous infections
like pregnant women and those who are on oral contraceptives because of change in
vaginal pH. Even the use of certain medications like steroids taken for treatment of
diabetes and long-term use of antibiotic can result in the overgrowth of yeasts, etc.
and also pose treatment for yeast infections [105].
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Iatrogenic Infections

Infections due to unhygienic medical procedures like unsafe abortion, insertion of
intrauterine devices (IUD), poor delivery practices, postoperative infections, and
contaminated needles or instrument usage actually introduce pathogenic agents into
the reproductive tract or simply develop already existing lower reproductive tract
infection into upper reproductive tract infection [60]. Sexually transmitted infections
in men are much more common than iatrogenic or endogenous infections.

Insertion of intrauterine device (IUD) can increase the risk of PID following
period of insertion; however, IUD insertion is not recommended for women who are
at greater risk of chlamydia and gonorrhea [105].The various practices carried out by
clinicians during labor and childbirth can pose mother as well as newborn under the
threat of various infections like sepsis. Newborn babies with EONS – early-onset
sepsis present within 72 h after birth – can occur either from maternal genital tract or
during labor. EONS are most prevalent in poor countries, which are associated with
poor birth hygiene practices and maternal infections. Another type is LONS – late-

Table 1 Techniques involved in the diagnosis of STDs

Infection Diagnostic test

Bacterial vaginosis Saline wet mount, gram-stained smear, pH test, KOH test

Chlamydia
trachomatis

Antigen detection

(1) Direct fluorescent antibody technique (DFA)

(2) ELISA, culture, nucleic acid amplification, dark-field microscopy,
RPR test (qualitative as well as quantitative), and VDRL (qualitative)

Neisseria
gonorrhoeae

Gram-stained smear, culture, identification of organism, β-lactamase
test, antimicrobial susceptibility test, nucleic acid amplification

Herpes simplex virus-
1 and 2

Tzanck Giemsa-stained smear

Antigen detection

(1) Immunofluorescent staining

(2) ELISA

Antibody detection

Anti-HSV IgM (type-specific glycoprotein) G[IgG] culture and
nucleic acid amplification

Candida spp. Potassium hydroxide wet mount, gram-stained smear, culture,
speciation, and AST

Human papilloma
viruses

Nucleic acid amplification

Hepatitis B virus Immunochromatography, HBs Ag detection, ELISA for HBs Ag
detection, and nucleic acid amplification tests

HIV Antibody screening: ELISA, Western blot, qualitative and quantitative
PCR

Syphilis Dark-field microscopy, PCR, and direct fluorescent antibody testing for
T. pallidum and serological tests, i.e., treponemal (e.g., the FTA-ABS)
and non-treponemal tests (e.g., RPR or VDRL)

Trichomoniasis Microscopy, vaginal swab culture, antibody testing (ELISA), and
nucleic acid detection tests
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onset sepsis which occurs after 72 h after birth – which occurs usually due to
pathogen encounter of newborns during hospital stay or after discharge and is mainly
linked with birth practices [33]. E. coli, Klebsiella, Staphylococcus aureus, and
group B streptococcus (GBS) are the main organisms responsible for hospital-
based infections [102]. Various events during labor can predispose the woman to
chorioamnionitis like premature rupture of membrane (>18 h before birth),
prolonged labor (>24 h), more than three vaginal examinations before labor, and
unclean examination of the vagina during labor [26, 95]. Chorioamnionitis is an
infection of the fetal membrane and amniotic fluid linked with maternal infection
caused by bacteria. It can lead to prolonged rupture of the membrane and long labor
and, if left untreated, can lead to severe infections to the uterus and is proven fatal to
both the mother and the newborn.

Operative site infections are the most common infections associated with pelvic
surgeries, which include caesarian deliveries, termination of pregnancy, and vaginal
and abdominal hysterectomy. Pelvic cellulitis and endometritis are considered the
most common complications of operative site infections. Pelvic cellulitis in one-third
of women is found associated with vaginal hysterectomy, and endometritis is found
associated with preexisting infection of the lower genital tract (BV and GBS),
prolonged labor and ruptured membranes, invasive fetal monitoring, and multiple
vaginal examinations [23]. However, surgical wound infections occur in 3% of
patients, while its frequency is less than 1% in women who undergo interval
sterilization, postpartum sterilization, and other laparoscopic procedures. The
organisms which are responsible for wound infections include aerobic microorgan-
ism like staphylococci, streptococci, E. coli, K. pneumoniae, and Proteus species
and various other anaerobic organisms as well [36]; the two forms of wound
infection are incisional abscess and wound cellulitis.

General Concerns Related to RTIs

Most of the RTIs affect both males and females; however its consequences are found
to be detrimental in the case of females as it carries higher risk of morbidity and
mortality. Endogenous or sexually transmitted infections result in infertility (both in
males and in females), pelvic inflammatory diseases (PID), ectopic pregnancy,
abortions, preterm deliveries, stillbirth, pre-labor rupture of membranes, and other
complications like various kind of disabilities, blindness, and death of newborn
babies [105].

Uterine infection and puerperal sepsis are among the RTIs that are common
causes of maternal morbidity and mortality. Infertility can be defined as inability
to conceive after 12 months or longer with unprotected sex. Salpingitis (inflamma-
tion of epithelial fallopian tube) and pelvic peritoneal adhesions are considered as
the common causes of tubal factor infertility (TFI) resulting from persistent
infections like Chlamydia trachomatis and Neisseria gonorrhoeae [46]. Moreover,
bacterial movement from the cervix to endometrium and then finally to the fallopian
tubes develops PIDwhich ultimately changes 15%ofwomenwith PID to TFI [74, 101].
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In low- and middle-income countries, infertility leads to stigmatization, social
isolation, embarrassment, and cost burden of treatment [19, 29]. RTIs can result
in poor reproductive health that can lead to domestic abuse, emotional trauma,
and unhealthy life span. Furthermore, RTIs can even lead to chronic pain, genital
ulcers, adverse pregnancy outcome, and HIV which can end up with AIDs if left
untreated and various types of cancers like cervical cancer which is mostly
associated with HPV.

Management and Preventive Measures for RTI

Management

Although RTIs are not curable, they can be prevented. The main aim of primary
preventive measures is to stop occurrence of disease, that is, when the pathogen has
not interacted with the host body. Secondary prevention measure is to reduce the
complications associated with the infection. The primary prevention is possible only
by avoiding pathogenic transmission either by avoiding direct sexual contact or by
avoiding other means of transmission with an infected person [32]. However, there
are certain impediments regarding the management or treatment of RTIs and are
broadly divided into three categories (Nagarkar and Mhaskar2015):

• Social and cultural factors: feeling of shame or embarrassment, shyness, and
social stigma

• Economic factors: poor socioeconomic culture, poverty, and high cost of
treatment

• Environmental factors: lack of knowledge or education, inaccessibility, and
ignorance

• Health-care facility factors: lack of privacy, absence of female doctors, lack of
care, indifferent attitude of medical staff, and lack of well-trained staff

Epidemiological studies have revealed that STIs are more common and
mismanaged in low-income countries due to several reasons like migration in search
of livelihood, poverty, inappropriate sexual behavior, stigmas associated with them,
incompetent health-care providers, inadequate supply of drugs, ignorance, and lack
of awareness, which can put them at higher risk of various infections [45, 98, 105].
Lack of awareness and screening in itself is a big milestone that needs to be achieved
in order to manage various sexually transmitted infections by organizing various
programs, awareness camps, conferences, etc.

Another reason for mismanagement of these infections is asymptomatic nature of
various STIs (chlamydia, gonorrhea) as they remain unrecognized for longer period
of time; hence the long-term consequences of the infection put them at greater risk of
other health consequences [100]. Moreover, expensive diagnostic tests required for
the identification of the various STIs also provide a great hindrance to the manage-
ment of these infections [105].
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Drug Resistance
Resistance of various microorganisms against a wide range of antibiotics is one of
the major problems that the world is facing in controlling RTIs. Since antibiotics
have crucial role to play in control of various RTIs, all other medical procedure like
caesarian deliveries, surgeries, post-operative infections, operative site infections
and other medical emergencies are safe and convenient only under the coverage of
antimicrobial actions. The examples of various resistant reproductive tract infections
include:

• Neisseria gonorrhoeae that shows a remarkable ability of resistance against
various antibiotics like sulfonamides, penicillin, fluoroquinolones, tetracycline,
and extended-spectrum cephalosporins (ESC).

• Treponema pallidum which causes syphilis shows resistance against macrolides,
the main alternative to penicillin, azithromycin, erythromycin, clindamycin,
rifampin, and tetracyclines.

• C. trachomatis shows resistance against the following drugs like sulfamethoxa-
zole, doxycycline, erythromycin, ofloxacin, tetracycline, azithromycin, and
clindamycin.

• Trichomoniasis is the most common STI that shows resistance against
metronidazole.

However, nontraditional approaches are being exploited for treating
antimicrobial-resistant infections which include antimicrobial peptides (AMPs),
efflux pump inhibitors, bacteriophage therapy, metallo-antibiotics,
phytochemicals, etc. [44].

Furthermore, self-medication being one of the major problems needs to be
addressed because a patient taking medication on their own puts them at the risk
of drug resistance and then it becomes more difficult to provide treatment in such
cases [13]. Although, patients might get relief from the pain and other symptoms
associated with the diseases but is not effective in long term, as it cannot cure the
disease. Mostly, incompetent persons in this field who lack knowledge about the
disease, medicine, dosage, etc. provide those medications to them.

Addressing all these problems can help a lot to reduce the burden of RTIs on all
the spheres wherever it affects badly and can be done by various means.

Prevention

Prevention for STIs
Male circumcision – Studies have shown that this practice is very beneficial for the
prevention of various STIs both for males and for female partners as it is found to
prevent acquisition of HIV, genital HPV, genital herpes, and trichomoniasis in
males and in reduction of incidences of bacterial vaginosis, trichomoniasis, and
genital ulcers in female partners [76].
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Use of condoms – Use of condoms in males prevent acquisition of large number
of STIs like HIV, HPV, chlamydia, syphilis, genital herpes, and lesion of the penis
associated with HPV. Use of male condoms has been found beneficial for women as
well as it prevents the acquisition of the same infection.

Diaphragm (birth control) – Its role in males is unknown yet; however it may
prevent acquisition of gonorrhea in females.

Vaccination – Preexposure of certain vaccines like hepatitis B and HPV is
recommended in order to prevent transmission of these two infections [20, 55].

Counseling – Patient-centered counseling has been proved beneficial for preven-
tion of STIs especially HIV in cases of sexually active adolescents and adults
[12, 50].

Rescreening for prevention of recurrent infections – Those who have been
previously diagnosed with infections like N. gonorrhoeae, C. trachomatis, and
chlamydia need rescreening 3 months after diagnosis as a prevention method [70].

Prevention for Endogenous Infections
Genital hygiene – General genital hygiene practices, intravaginal modified
practices, vaginal washing after sexual contact and douching, etc. need to be
evaluated so as to assess and reduce the risk of various infections like BV, HIV,
and other STIs associated with them [40, 61]. Menstrual unhygienic practices like
use of cloth during period are one of the factors that cause a greater risk of
endogenous infections [17].

Other hygienic practices like the use of douching, detergents, disinfectant, and
drying agents need to be avoided as their use can also change the normal microbial
flora of the vagina and can pose a greater risk of endogenous infections. Use of
water and mild soap is sufficient for healthier genital hygiene [105].

Prevention for Iatrogenic Infections
Greater number of children can be a risk factor of iatrogenic infections for women
as each childbirth increases the number of deliveries and the gynecological
procedures. Use of contraceptive devices and gynecological surgeries are among
the risk factors of iatrogenic infections in women [90]. There is increased risk of
iatrogenic infections through transcervical procedures like manual vacuum aspira-
tion, endometrial biopsy, and insertion of an intrauterine device (IUD); hence
prevention practices are needed to be followed to avoid the risk of transcervical
infections which include proper handwashing, use of gloves throughout the proce-
dure, use of all instruments required only after proper decontamination, disinfecting
all instruments like specula, tenacula, forceps, etc. through boiling for at least 20 min
in a container with closed lid, use of antiseptic in washing the vagina and cervix, etc.
Moreover, frequent insertion and removal of IUDs should not be done so as to avoid
unnecessary infections. The provider should give proper information regarding the
expiration and effectiveness regarding the device inserted. Although women can
develop infection like PID, purulent cervicitis, chlamydial infection, or gonorrhea
with IUD insertion, still there is no need to remove IUDs during treatment
procedures [105].
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Most of the infections transmitted in health-care practices are mainly due to
improper handwashing of the workers putting the patient at risk for various
infections and even leading to death [3]. Therefore, use of alcohol-based hand
sanitizer before and after contact with each woman, newborn, blood, and bodily
fluids should be imposed to avoid iatrogenic infections. Use of partograph
(a graphical tool that examines the process of labor) is encouraged for delivery
practices as it reduces vaginal examinations to once every 4 h hence reduces the
chances of entry of various pathogens into the vagina and cervix, and thus prevents
various labor-linked infections.

Moreover, patients that undergo various surgical procedures should receive
prophylactic antibiotics in order to reduce the chances of postoperative infections.
Prophylactic antibiotics have three modes of action: decrease the size of bacterial
inoculums at the surgical site, alter the environment of operative site so as to make it
unfavorable for the growth of bacteria, and enhance the phagocytosis of bacteria by
concentrating in WBCs [16, 24, 25, 43, 87]. Furthermore, combination antibiotic
therapy also plays a key role in treatment of operative site infections like pelvic
cellulitis and endometritis which makes drug resistance a more serious issue for
scientists to be tackled well in time.

Future Perspective

1. Raising knowledge or awareness regarding the disease symptoms and signs
through various programs and conferences can help a lot in management of
the diseases and its consequences. Various programs have been launched in
developed as well as developing countries so as to create awareness in general
masses like the Reproductive and Child Health (RCH) program in India and
International Conference on Population and Development held at Cairo [76].

2. Syndromic case management is a useful tool in the management of RTIs that
means diagnosis and management of these infections based upon the signs and
symptoms of the syndrome or diseases observed during the clinical diagnosis as
well as reported by the patients and then prescribing a recommended treatment
to the patients [105].

3. Better services need to be provided to patients in terms of medical facilities like
trained and well-behaved staff who can address their problems very well, and
thus the self-medication will be discouraged by itself [41].

Conclusion

There is a considerable socioeconomic burden of RTIs on all the continents of this
world as most of the RTIs are endemic and communicable; therefore there is a
demand for proper strategy to control and prevent most of these infections. Various
guidelines have been put forward by national as well as international agencies
regarding the preventive measures of RTIs. A number of vaccines have been
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developed by different countries globally which are being prescribed as a part of
routine vaccination panel. Although, most of the RTIs like HIV, etc. cannot be cured,
most of their symptoms are treatable with proper medications, and hence their
widespread prevalence can also be prevented. An extensive research is needed in
this field to understand the disease process, transmission, prevention, and control
measures, and most importantly mass awareness is much needed regarding this
concern so as to reduce mortality and morbidity. Furthermore, RTI occurrence,
transmission, and management spectrum becomes highly challenging for the
clinicians and lab professionals/scientists owing to the greater incidences of drug
resistance. As rapid growth of drug resistance against reproductive tract infections
has emerged in last few years; hence the reduced treatment options for these
infections. However, if the infections are left untreated, it can lead to long-term
risk of various pathogenicity. Hence, proper follow-ups of various guidelines need to
be followed to avoid the overuse or misuse of antibiotic drugs, and newer methods of
treatment need to be explored to treat various antibiotic-resistant reproductive tract
infections.
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Abstract
Bacteria are ubiquitously found in our surroundings. Everything that we come
across in our routine life witnesses presence of at least some kind of bacteria.
Even human bodies are inhabited by several species of bacteria. Some of these
bacteria are symbiotic in nature, and others cause diseases in human beings.
Diseases caused by these bacteria are moderate to lethal if remain untreated.
Fortunately, effective drugs have been developed for treating the diseases caused
by these bacteria. Still there is some scope of further developments in the drug
discovery against such diseases. Advancements in the genome sequence methods
have produced huge amount of proteomic data for these bacteria. Some of the
proteins belonging to these organisms are well characterized, and the rest of these
proteins fall in the category of uncharacterized and hypothetical proteins (HPs).
This chapter discusses some state-of-the-art methods of function prediction of
HPs using bioinformatics techniques. The pipeline developed for this purpose
uses prediction servers, tools and protein databases for successfully predicting the
functions of the HPs. The functional characterization of HPs facilitates the
identification of potential therapeutic targets and biomarkers of disease-causing
bacteria.
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Introduction

Bacteria are surrounding us, obviously all around, on objects and typically found in
and on our bodies. When they are on our body and does not cause any disease, they
are so-called a colonizer. But people can get infected from the pathogenic bacteria
called bacterial pathogen. A bacterial pathogen is the bacterium that is able to cause
infectious disease in the host [39]. Only a few (fewer than 100) bacteria can cause
diseases in humans, while most bacteria are inoffensive or often beneficial for human
health and industrial purpose [52]. Pathogenic bacteria such as Staphylococcus,
Vibrio cholerae and Mycobacterium tuberculosis (see Table 1) do cause infection
and disease in the host body, and they are different from normal bacteria [2]. These
pathogens use various strategies for causing infection: producing toxins and spread-
ing through different parasites or adhesion for causing inflammation [6].

Associated Diseases

Factually, bacterial pathogens have been the reason for several lethal diseases such
as tuberculosis, typhoid, cholera, typhus, plague, diphtheria, and pneumonia [55]. At
the beginning of the twentieth century, these diseases were the leading causes of
epidemic deaths worldwide. Apart from these diseases, a number of maladies such as
toxic shock syndrome, Lyme disease, gastric and duodenal ulcers, salmonellosis,
atherosclerosis and nosocomial infections are the result of bacterial infections [10].

Current Status

Since early 1950s, health communities are facing an emergent persistence of infec-
tious diseases where emergence of new bacterial pathogens is a major public health
threat [52]. In the emergence of infections from the pathogenic bacteria, several
man-made attempts and services are responsible such as developing new analytical
and diagnostics tools and bacterial culture; developing molecular practices and other
microbiology research experimentation; increasing human exposure to pathogenic
bacteria resulting in several environmental changes; and emergence and develop-
ment of more virulent bacterial strains [52]. Now, the medical field requires a
comprehensive integration of bacteriological, medical and epidemiologic aspects
and the use of experimental models in order to escape the rise of such emerging
infectious diseases. During the last four decades, a number of pathogenic bacteria
have been identified known to cause different severe diseases and showing distinct
clinical topographies which require more specific diagnosis and treatments [52].

Today, in the twenty-first century, water refinement, vaccination and antibiotic
treatment have reduced instances of bacterial diseases [3]. Despite this, a safe and
novel treatment is also needed to treat such bacterial infections with lesser
complications. In modern biological science, genomics and proteomics possess
enormous possibilities in order to treat pathogenic infections where structure-
function analysis of the bacterial proteins can be carried out identify bacterial drug
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targets as proteins play a vital role in the bacterial pathogenesis. Some of these
bacterial proteins are well characterized and annotated which are involved in differ-
ent biological functions but many proteins have not been classified, and their
functions are not known which are referred to as hypothetical proteins (HPs).

Hypothetical Proteins

HPs are the proteins whose existence has been predicted, but doesn’t have functional
annotation because of lack of experimental evidence, and haven’t been isolated and

Table 1 List of common Indian bacteria and associated diseases

S. no. Bacterium Disease

1. Acinetobacter baumannii Nosocomial infections

2. Bacillus cereus Food-borne illnesses: vomiting and diarrhoea

3. Bartonella henselae Cat scratch fever

4. Borrelia burgdorferi Lyme disease and complications

5. Brucella abortus Brucellosis

6. Campylobacter jejuni Gastroenteritis and campylobacteriosis

7. Chlamydia pneumoniae Atherosclerosis

8. Clostridium botulinum Sudden infant death syndrome (SIDS)

9. Clostridium difficile Diarrhoea; pseudomembranous colitis

10. Clostridium perfringens Gas gangrene

11. Clostridium tetani Tetanus

12. Corynebacterium amycolatum Hospital-acquired endocarditis

13. Corynebacterium diphtheriae Diphtheria

14. Ehrlichia chaffeensis Human ehrlichiosis

15. Enterococcus faecalis Nosocomial infections

16. Escherichia coli Haemorrhagic colitis; haemolytic uremic syndrome

17. Helicobacter pylori Gastric and duodenal ulcers

18. Klebsiella pneumoniae Bloodstream infections

19. Legionella pneumophila Legionnaires pneumonia

20. Listeria monocytogenes Listeriosis

21. Mycobacterium tuberculosis Tuberculosis

22. Mycoplasma pneumoniae Atypical pneumonia

23. Parachlamydia acanthamoebae Pneumonia

24. Rickettsia rickettsii Rickettsiosis, Rocky Mountain spotted fever

25. Salmonella enterica Salmonellosis

26. Salmonella typhi Typhoid

27. Shigella dysenteriae Severe dysentery

28. Staphylococcus aureus Pneumonia, otitis media, meningitis

29. Streptococcus pyogenes Streptococcal toxic shock syndrome

30. Treponema pallidum Syphilis

31. Vibrio cholerae Epidemic cholera

32. Vibrio vulnificus Cellulitis, wound and gastrointestinal disease

33. Yersinia enterocolitica Yersiniosis
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characterized yet [14]. Today, most of the hypothetical proteins result from the
computational analysis of genomic data where bioinformatics tools are used for
the identification of new gene (mainly ORF) lacking defined homologue in the
protein databases [35]. However, not all HPs are completely uninformative, some
of them have the theoretical description of their structural domains and functions
predicted through various bioinformatics applications [8]. Now, using bioinformat-
ics applications of similarity search methods, different HP genes are being identified
in different species, progressively. Apart from that, various bioinformatics methods
can also be used for the prediction of biological function of such HPs [9].

In Silico Function Prediction of Hypothetical Proteins

In most of the sequenced genomes, many proteins are uncharacterized, and the
knowledge of their biological functions is not available [42]. Therefore, a detailed
characterization, annotation and function prediction of these HPs using in silico
methods is necessary which will be very useful in modern biological research. The
function of HPs can often be predicted by comparing it with known proteins of
similar folds [38]. A number of bioinformatics methods and tools are used for the
functional annotation of HPs by domain homology search approach where
conserved domains of HPs are compared with the known family of domains. By
this approach, HPs can be classified into particular family of the proteins. The
function of HPs can also be predicted by comparative/homology modeling, where
HP is compared using seqeunce alignment with annotated proteins whose three-
dimensional structures have been solved and deposited in the Protein Data Bank
[22]. Further approach of functional annotation of HPs includes computational
prediction of three-dimensional structure by different modeling approaches such as
threading/fold recognition and ab initio methods [22]. The functions of the HPs can
also be predicted by integrating different protein classification systems, motif dis-
covery tools as well as methods that are based on characteristics of the protein
sequence and metabolic pathways [42]. In silico methods may lead to the discovery
of new structures with novel functions, which will be helpful in detailed analysis of
undiscovered protein pathways present in the organisms [32]. This chapter deals
with the function prediction of HPs from common Indian human pathogenic bacteria
using in silico approach.

Common Indian Bacterial Pathogens

This section deals with the common Indian pathogenic bacteria. Detailed informa-
tion of some major bacterial pathogens, their pathogenesis and associated diseases is
reviewed here. A list of common Indian disease-causing bacteria along with their
associated diseases can be seen in Table 1.
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Mycobacterium tuberculosis

Mycobacterium tuberculosis is a nonmotile, obligate aerobe, acid-fast pathogenic
bacterium belonging to the family Mycobacteriaceae that causes tuberculosis
[16]. Tuberculosis (TB) is one of the oldest known human diseases and still is one
of the major causes of human deaths [37]. Primarily,M. tuberculosis is a pathogen of
the mammalian respiratory system which infects the lungs [40].M. tuberculosis was
first discovered by Robert Koch in 1882 [5]. It is transmitted through the air and
affects the lungs, bone, central nervous system, liver, spleen, lymph nodes, genito-
urinary tract and many other organ systems [18].

Mycoplasma pneumoniae

Mycoplasma pneumoniae is a simplest self-replicating bacterium belonging to the
family of Mycoplasmataceae. It has been found to cause acute respiratory tract
infection known as acquired pneumonia and various types of neurological, hepatic
and haemolytic anaemia, cardiac diseases and polyarthritis [36]. M. pneumoniae
accounts for more than 40% of community-acquired pneumonia cases in children
[11]. M. pneumoniae has also been found to cause several chronic diseases such as
juvenile idiopathic arthritis, rheumatoid arthritis, asthma and Crohn’s disease [4]. It
is a surface pathogen which develops adherence to mucosal epithelium of respiratory
and urogenital tracts of the host by using various surface proteins. The important
adherence proteins ofM. pneumoniae are P1 adhesins [20] which are responsible for
the primary cause of its virulence [26].

Treponema pallidum

Treponema pallidum ssp. pallidum is a Gram-negative bacterium, a member of
family Spirochaetaceae, and is an obligate human parasite which is found to cause
syphilis, a globally occurring sexually transmitted disease (STD) [28, 34]. The
syphilis infection is often spread through sexual contacts, which is a main epidemic
reason of this disease [19]. The primary effect of the syphilis infection is skin lesions
on the site of infection [34], while the secondary and tertiary stages are assumed to
be deadly for the host [48]. The syphilis infection is severe in nature as 12 million
new cases of this disease were reported by the World Health Organization (WHO) in
1999 with most of the cases coming from the developing countries [34].

Chlamydia trachomatis

Chlamydia trachomatis is a Gram-negative bacterium and an intracellular obligate
pathogen of humans that is responsible for causing trachoma and chlamydia, a STD
in humans. Chlamydial genital infections are the most common among all infectious
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diseases. According to the WHO, every year 92 million new cases of chlamydia
infections are reported worldwide [34]. Chlamydia has been found to increase HIV
shedding in the genital tract [13]. Apart from the spread of STDs in humans, it is also
found to cause female infertility and pelvic inflammatory disease (PID)
worldwide [27].

Helicobacter pylori

Helicobacter pylori is a Gram-negative slow-growing microaerophilic bacterium
that causes the most common bacterial infections including several gastric problems
in humans [47]. It has a spiral shape flagellated body which helps in locomotion and
colonization in the host environment. It is capable of living in the acidic gastric
environment of the stomach with the help of acid-adaptive genes for survival
[49]. Continued infection of H. pylori can be transformed into a chronic infection
that causes severe gastric diseases such as duodenal ulcer, gastric ulcer, gastric
lymphoma and cancer [7, 54].

Mycobacterium leprae

Mycobacterium leprae is an intracellular Gram-positive bacillus that belongs to the
familyMycobacteriaceace [17].M. leprae causes leprosy in humans which was first
discovered by Armauer Hansen in 1873. Thus, the disease is also known as Hansen’s
disease or Hanseniasis. It leads to the destruction of peripheral nerves and skin
deformation. It is an obligate parasite that requires a huge amount of nutrients from
the host [21].

Haemophilus influenzae

Haemophilus influenza is a nonmotile Gram-negative rod-shaped pathogenic bacte-
rium that belongs to the family Pasteurellaceae [41]. H. influenzae causes serious
invasive diseases such as bacteremia, severe pneumonia and acute bacterial menin-
gitis especially in young children and newborns. The most virulent strain of
H. influenzae is type b (Hib) which is spread through the respiratory tract from
diseased person to another one. It is also found to cause severe inflammatory
infections of the face, mouth, epiglottis, blood, joints, heart, bones, etc. [41].

Neisseria gonorrhoeae

Neisseria gonorrhoeae is a Gram-negative diplococcus obligate pathogenic bacte-
rium, mainly found to cause a common STD known as gonorrhoea [51]. It forms
colonies on the mucosal surface of urogenital tract and causes infection in the urethra
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of men and endocervix of women. This infection leads to severe problems such as
epididymitis and pelvic inflammatory disease. N. gonorrhoeae infection mainly
occurs in the eyes of newborn baby during their passage in the birth canal of the
infected mother which may result into blindness [51].

Hypothetical Proteins

What Is Hypothetical Protein?

HP is a protein whose existence has been predicted, but it lacks experimental
evidence, and hasn’t been isolated and characterized yet [14]. Usually, they are
predicted from nucleic acid sequences and whose existence is not reported with
experimental evidence [53]. It means that the functional expression of these proteins
is not shown in experimental studies so far. However, not all the HPs are completely
uninformative, some of them have theoretical description of their structural domains
and functions predicted through various bioinformatics applications [8]. Generally,
prediction of these proteins is made by gene identification methods during the
genome analysis. Nowadays, using a number of bioinformatics applications of
similarity search methods, function prediction of HPs is being carried out [9].

Relevance and Importance of Hypothetical Proteins

A number of HPs deposited in the databases is unavoidable. According to the
statistics, half of the genes in most of the genomes are HP candidate genes
[15]. Therefore, this group contains ample amount of genomic and proteomic
information. Further, identification of HPs among the genomic pool may pave the
way for unraveling of novel structural and functional features among the proteins.
With the identification of novel HPs along with functional and structural informa-
tion, it is likely to unearth some unknown protein pathways. Such information will
also help identify the protein-protein interaction cascades among the HPs. Besides,
all this information may lead to identification of potential biomarkers and drug
targets. Consequently, there will be more and more information about predicted
genes and those that are still unknown.

In Silico Function Prediction of Hypothetical Proteins

HPs represent a subsequently large part of the proteomes. Much of these data are
lying untouched and awaiting annotations. These annotations either functional or
structural are possible state-of-the-art bioinformatics pipelines that have been and are
being developed by the people active in functional and structural genomic research.
In this section of the chapter, we will describe some methods for functional annota-
tion of the HPs that are in trend and that we have applied (Fig. 1) for functional
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annotation of the HPs of common Indian bacterial pathogens during the recent years
[23–25, 29–31, 43–46, 50]. Basically, based on the preliminary information avail-
able, there are two main approaches to the problem. First, sequence-based function
prediction of the proteins uses amino acid sequences of the HPs to assign functions
to them using various tools and databases that will be discussed in detail later on. The
second approach is structural-based function prediction that following structure to
function relationship paradigm uses protein structure information and matches it
with predefined functional classes of the proteins with known structures and assigns
them functions accordingly. Both these approaches have their advantages and
limitations that are important to be considered. Although there are a number of
detailed reviews that shed light on all the methods of in silico function prediction of
unknown proteins, we may like to give a brief overview of these methods with more
attention to these approaches used for functional annotation of HPs from the
bacterial pathogens. (See Table 2 for the list of some commonly used tools and
databases with their web addresses).

Sequence-Based Function Prediction of the HPs

Amino acid sequence of a protein contains all the needed ‘information’ to define its
function. It also contains the code for structural organization of the protein. In silico
methods of function prediction use amino acid sequence as a tool for assigning
function to unknown proteins using the information from proteins of known
function.

Fig. 1 Protocol used for sequence-based function prediction of HPs [46]
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Table 2 List of tools and databases for functional annotation of hypothetical proteins

S. No. Tool/web-server URL

Sequence similarity search tool

1. BLAST: basic local alignment
search tool

http://blast.ncbi.nlm.nih.gov/Blast.cgi

ClustalW2 https://www.ebi.ac.uk/Tools/msa/clustalw2/

HHpred ftp://toolkit.genzentrum.lmu.de/pub/HH-suite/

PRALINE (PRofile ALIgNment) http://ibivu.cs.vu.nl/programs/pralinewww/

2. Biophysical and chemical characterization

ProtParam http://web.expasy.org/protparam/

3. Subcellular localization of the protein

(i) SOSUI http://bp.nuap.nagoyau.ac.jp/sosui/sosui_
submit.html

TMHMM http://www.cbs.dtu.dk/services/TMHMM/

Psort II http://psort.hgc.jp/form2.html

SignalP http://www.cbs.dtu.dk/services/SignalP/

HMMTOP http://www.enzim.hu/hmmtop/index.php

SecretomeP http://www.cbs.dtu.dk/services/SecretomeP/

CELLO http://cello.life.nctu.edu.tw

4. Functional analysis tools

Conserved domain http://www.ncbi.nlm.nih.gov/Structure/cdd/
wrpsb.cgi

InterProScan http://www.ebi.ac.uk/Tools/pfa/iprscan/

Interpro http://www.ebi.ac.uk/interpro/

ScanProsite http://prosite.expasy.org/scanprosite/

Panther http://www.pantherdb.org/

SMART http://smart.embl-heidelberg.de/

CATH http://www.cathdb.info

Pfam http://pfam.sanger.ac.uk

ProtoNet http://www.protonet.cs.huji.ac.il

SVMProt http://bidd2.nus.edu.sg/cgi-bin/svmprot/
svmprot.cgi

5. Prediction of fold pattern

PFP-FunDSeqE http://www.csbio.sjtu.edu.cn/bioinf/PFP-
FunDSeqE/

HHpred http://toolkit.tuebingen.mpg.de/hhpred

Dali server http://ekhidna.biocenter.helsinki.fi/dali_
server/start

6. Virulence prediction

VICMpred crdd.osdd.net/raghava/vicmpred/index.html

7. Protein-protein interaction

STRING http://string-db.org

MINT https://mint.bio.uniroma2.it/
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Similarity Search Methods
In this approach, unknown protein is used as query to be searched against the
database of knows proteins. BLAST [1], FASTA [33], HMMER [12], etc., are
some prominent tools that are used for similarity search. Usually, classical protein
BLAST tool is used for similarity search. Besides, some variants of BLAST such as
PSI-BLAST and PHI-BLAST can also be used for more precise results. FASTA is a
first-generation algorithm of heuristic similarity searching. It is also used for the
similarity searching in the in silico function annotation of HPs. HMMER uses
Hidden Markov Models (HMM) for the similarity search. In the in silico function
prediction of HPs, any one of these tools can be used. Further, they can also be used
in group to derive consensus results.

Classification Methods
This approach is somehow similar to the similarity search approach in concept, but
in this approach, specific databases are used instead of any interface. The emergence
of huge amount of protein information has made it necessary to organize the storage
of proteins. Family-based classification of proteins has become the prominent tool in
this regard. There are mainly two approaches used for protein classification,
i.e. functional classification and structural classification. There are dedicated
databases to hold the information of both types. Panther, CATH, SCOP, InterPro,
Prints, PROSITE, ProDom and Pfam are some prominent protein family databases
based on the structural and functional information. Apart from these, the information
of conserved domains in the unknown proteins can be obtained using CDART tool
and CDD database of the NCBI.

Protein-Protein Interaction Networks for Function Prediction
Proteins are very diverse macromolecules that show a wide range of molecular
functions and are involved in a number of biological processes by interacting with
other proteins regulating their function whether inhibiting or activating them. The
phenomenon of protein-protein interaction lies in the heart of a lot of biological
process guided by the individual function of a protein. Thus, knowledge of a
protein’s role in an interaction network may be helpful for assigning functions to
unknown proteins. Fortunately, there is enough information on protein-protein
interaction networks stored in the databases that can be exploited through the
dedicated interfaces of these databases. Some of these databases that are widely
used for analysis are SPRING, MINT, and Intact etc. The interfaces of these
databases are used to retrieve information for unknown proteins, and consequently
functions are assigned to them. The pipeline developed by our group uses SPRING
for the prediction of protein-protein interaction maps of the HPs. Based on the
information provided by the SPRING, a consensus-based function is assigned to
each HP.

Physicochemical Properties and Subcellular Localization
The cellular localization of proteins tells a lot about its function in the cell. There is
an evident distinction between the functional behaviour of cytoplasmic and

386 A. A. T. Naqvi et al.



membranous proteins. Membranous proteins are mostly involved in intercellular
communication and transport. Therefore, using the information of proteins with
known functions and definite subcellular localization, we can predict the similarity
for unknown proteins and based on that functions to unknown proteins can also be
assgined. There are a number of tools used for subcellular localization predic-
tion such as Cello, PSORTb, and PSLpred etc. Some of these tools are dedicated
to bacterial proteins only (PSLpred), and others can be used for both prokaryotic
and eukaryotic organisms (PSORTb and CELLO). Presence of transmembrane
helices is an indicative feature of membrane proteins. Tools like TMHMM and
HMMTOP can be used to predict transmembrane helices in the HPs thus membrane
proteins can be identified among the pool of HPs which is consequently helpful in
function prediction. Besides, physicochemical properties of a protein may also tell a
lot about its function. We use ProtParam server for the theoretical prediction of
physicochemical properties such as molecular weight, theoretical PI, aliphatic index,
stability, etc.

Prediction of Virulence Factors
Virulence factors are proteins that facilitate the pathogenicity of the bacteria by
helping it in invasion, intrusion, locomotion and adherence to the host cell. There are
a large number of known virulence factors of the pathogenic bacteria whose infor-
mation is stored in the databases. Prediction servers such as VICMpred and
Virulentpred are dedicated for the prediction of virulence factors among the
unknown proteins. By querying the unknown proteins against the set of known
virulence factors, we can identify the potential factors among the HPs along with
their functions conforming their role in pathogenesis.

Structure-Based Function Prediction of the HPs

The structure-based function prediction of the proteins is based on the structure to
function paradigm which says that the function of a protein is defined by specific
organization in its structural elements. Therefore, structure prediction of unknown
protein may be helpful for function prediction. There are mainly two approaches that
are used such as homology modeling and ab initio modeling with lesser success
stories of the later one. Detailed description of modeling methods is beyond the
scope of this chapter. In the first approach of structure prediction through homology
modeling is followed by assigning function to the HPs on the basis of structural
elements. ProFunc server predicts the molecular function of a protein using its three-
dimensional structure. Another way is by applying fold recognition methods. In this
approach the predicted structure is searched against the library of protein folds to
find out possible similarity between the query and known structures of the database.
Based on the retrieved information, putative function to the unknown protein is
assigned. Despite recent advancements in computational techniques for structure
prediction, the ab initio modeling is still confined due to its inability to predict
accurate or close to accurate structure. Besides, it is also very costly in respect to time
and computational resources.
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Consensus-Based Function Prediction

During the course of in silico function prediction of HPs, an array of tools and
databases is used. The reason behind consulting more resources is to establish a
consensus approach for function prediction. Using lesser number bioinformatics
tools for annotation is more likely to give false positive results. To counter this prob-
lem, we use consensus-based function prediction approach in which a number of
tools and databases are used for analysis. We then set a threshold value for the
number of resources predicting the same function, for example, if we are using
12 tools and databases, then we consider the function which is predicted by four or
more tools. To increase the sensitivity and reduce the number of false positives, this
threshold value can be increased accordingly. Therefore, there are chances of getting
function prediction with high accuracy.

Conclusions

In this chapter, so far, we describe some of the common Indian bacterial pathogens
and the diseases associated with them. Along with that, we further talk about
hypothetical proteins, their incidence in the genomic data, their importance and the
methods to predict their functions using in silico techniques. It has been decades
since Margaret Dayhoff started developing the first ever database of protein
sequence. Since then, there is an astronomical increase in the production of protein
sequence data. From primary to derived databases, all contain millions of entries.
Some of them are experimentally characterized, and some are predicted using
comparative genomics techniques. We look for the plethora of proteomic data
featured as hypothetical in the databases of proteins. As discussed earlier, HPs
don’t have experimental level existence; rather these are predicted proteins. These
proteins are likely to have similarity with other proteins that have known functions
and structure. Therefore, we develop the pipeline incorporating a various bioinfor-
matics prediction servers, protein family databases, domain and motif databases,
physicochemical property prediction server, subcellular localization prediction and
some virulence factor prediction tools.

The course of computational function prediction is bifurcated in usually two
approaches based on the available information. The first approach is sequence-
based function prediction where only sequence information, in most of cases for
the HPs, is available in the databases. The second one is structure-based functional
characterization, where the three-dimensional structure of the protein is used for
function prediction. We choose either of the approaches based on preliminary data
available. After extensive analysis of HPs using all the tools and databases, we get
putative functions for them that are further validated using extensive literature
survey or some statistical methods such as ROC. The HPs then are classified
based on their molecular functions in the wide range of protein functional classes
such as enzymes, transporter proteins, nucleic acid and protein-binding proteins,
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virulence factors, etc. Based on their function and their possible involvement in the
pathogenicity of the bacteria, these HPs are marked potential drug targets and
biomarkers that pave the way for further experimental experiments.
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Microbial Natural Products: Exploiting
Microbes Against Drug-Resistant Bugs
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Abstract
The unsystematic and incoherent usage of antibiotics has led to an exceptional
challenge for mankind, due to the development of resistance in pathogens toward
the available drugs by a phenomenon known as multidrug resistance (MDR). By
year 2050, the drug-resistant infections across the globe are predicted to reach an
alarming number of ten million deaths. The development of MDR in pathogens to
the known drugs could be attributed to a number of factors, like target modifica-
tion, efflux pump, inactivation of antibiotics, etc. Therefore, with the current rate
of acquiring drug resistance, there is a need to investigate all the promising
sources of antimicrobials. One among them is the microbial flora associated
with soil, water, and plants producing multitude of antimicrobials like terpenes,
coumarins, alkaloids, etc., which could have immense and diverse potential in
this field. Different antimicrobials recognized so far are known as per their mode
of action, like inhibiting the cell wall synthesis, interfering with the protein
synthesis, synthesis of nucleic acids, cell membrane lysis, etc. The present chapter
emphasizes on few antimicrobials produced by microorganisms with their
mechanisms of action, thereby urging the need to study microbial flora exten-
sively as an effective strategy to fight the resistance of deadly superbugs.
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Introduction

Over the millions of years, the growing human population with its pandemic effects
has resulted in the development of infectious diseases [1, 2]. The search and quest for
the weapons against these infections started just before the turn of the twentieth
century. A major medical breakthrough came in 1928, when Fleming incidentally
discovered penicillin, which was later considered as the miracle drug of the twentieth
century [3]. During this century, the discovery and development of new antibiotics
made it possible to treat deadly infectious diseases, hence resulted in improving the
human health [4]. Although misuse and abuse of antibiotics have led to development
of drug resistance, more and more bacteria with multiple resistances are being
observed. It has now become evident that microorganisms are countering the impact
of antimicrobial resistance at an alarming speed, and therefore demanding alternative
approaches to fight microbial infections [5, 6].

A wide variety of pathogens have developed resistance to most of the
antimicrobials available to date. Microbial resistance mechanisms involve a variety
of strategies to protect microbes against the lethal effects of drugs (Fig. 1). These
mechanisms include restricting the drug entry into the bacterial cell, changing the
drug target site, and producing enzymes, which modify or degrade the antimicrobial
compound, hence making it ineffective. All these resistance mechanisms developed
by bacteria are either intrinsic or extrinsic. Intrinsic mechanisms include mutations in
the genetic makeup of bacteria, thus changing the structure of proteins which are the
target side of antimicrobials or help in their entry across bacterial membrane, while
extrinsic mechanisms include borrowing of antibiotic resistance genes from other
bacteria through a variety of horizontal gene transfer mechanisms such as conjuga-
tion, transformation, and transduction [7]. New mechanisms of resistance are
described, and new genes and vectors responsible for resistance are being reported
on regular basis [8]. This existing resistance to available antimicrobials is somehow
attributed to inappropriate use of antibiotics, poor quality of drugs, exposure to
suboptimal level of antibiotics, incorrect prescription without supervision, ineffec-
tive prevention and control of infections, and many more. Therefore, the search for
new and more effective antimicrobial is the need of a day [9].

The sustenance and endurance of infectious microbes are characterized by multi-
tude of factors, necessary for them to cause pathogenicity in the host [10]. Such
factors include attachment of the microbes to host cell, colonization in the tissue, and
invasion of microbes on host cells to cause virulence. Microbial cell wall
components, toxins, biofilm formation, and spore formation are features of microbes
that cause virulence and help the pathogens to persist and thrive in adverse
environments [11, 12].
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Since time immemorial, natural products have played a crucial role in improve-
ment and prosperity of mankind. A surplus of natural products has been used in food
industry, pharmaceutical industry, and many more. Natural products can be obtained
from different sources including plants, animals, and microorganisms (Fig. 2) [13–
18]. Different countries have the folklore claims of the use of molds, soils, and plants
to treat infections, for example, China, Greece, and Egypt in ancient times have been
using moldy bread for the wounds to prevent infections [19]. Antimicrobial
compounds produced by microorganisms have received much attention as a medium
of novel antimicrobial substances for both prophylactic and therapeutic use for
controlling the diseases [20, 21]. The bioactive compounds produced by
microorganisms with antimicrobial activity have been previously reported [22–
27]. A plethora of these compounds are mainly secondary metabolites produced at
the late growth phase by microorganisms. The secondary metabolism is greatly
influenced by environmental factors like interaction within ecosystem, nutrient
exhaustion, or competition with the fellow microbes for survival. Formation of
secondary metabolites by microbes like antimicrobials seems to have no direct
role in their physiology and is mainly influenced by nutrients, metals, growth rate,
enzyme inactivation, etc. The biggest advantage of microbial-derived antibiotics to
be used as therapeutic is that they do not have any adverse effect on healthy cells,

Fig. 1 Mechanism of drug resistance by microbes
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which is often associated with synthetic drugs, due to the presence of basic similarity
between the enzyme systems in evolutionary development of host and producer.
This is the fascinating feature of microbial antibiotics and has lot of implications for
humans [28]. The advantages of microbial-derived antibiotics are their high potency,
structural diversity, selectivity, and diverse mode of action. Above all the
affordability of microbial compounds forms the scope for their wide use as effective
antimicrobials and disinfectants in food industry, veterinary, and untapped source for
new and rare antibiotics. The following sections review various antimicrobials from
microorganisms and emphasize on the effect of microbial-derived compounds on
virulence of pathogens.

Microbe-Derived Antimicrobials and Their Mode of Action

Here are the major groups of antimicrobials produced by microorganisms, which can
be classified on the basis of their chemical structure which has an impact on their
antimicrobial property. Table 1 provides few examples of antimicrobial compounds
produced by various microorganisms.

Flavonoids: These are the low molecular weight compounds with a simple
15 carbon backbone. Flavonoids are pigmented secondary metabolites mainly
found in fruits and flowers of plants [29, 30]. They have been also produced from
bacteria and fungus such as Escherichia coli, Streptomyces species, Saccharomyces
cerevisiae, etc. The bioactivity of flavonoids against a variety of bacterial [31, 32]

Fig. 2 Microorganisms involved in the synthesis of bioactive compounds
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Table 1 List of some of the microorganisms producing various antimicrobials

Microorganisms Source Compound Activity References

Pseudomonas
stutzeri,
Alcanivorax
dieselolei

Marine Furan Antibacterial [72]

Vibrio owensii Marine 2-pyrrolidinone, phenol Antibacterial [72]

Aspergillus
sydowii

Marine Unidentified Antibacterial [73]

Streptomyces sp. Marine Divergolides Antibacterial [74]

Chalara sp. Terrestrial, Isofusidienols Antibacterial [75]

A nonsporulating
fungus

Terrestrial, Spiro-mamakone Antibacterial [76]

Penicillium brocae Marine Spirobrocazines Antibacterial [77]

Pestalotiopsis fici Terrestrial Chloropupukeananin Antibacterial,
antiviral

[78]

Blennoria sp. Terrestrial Carpobrotus edulis
blennolides

Antifungal,
antialgal

[79]

Cryptosporiopsis
sp.

Terrestrial Viburnum tinus
viburspiran

Antifungal [80]

Cryptosporiopsis
cf. quercina

Terrestrial Tripterygium wilfordii
cryptocin

Antifungal [58]

Nocardiopsis sp. Terrestrial Sulfamethoxypyridazine Antifungal [81]

Fusarium sp. Terrestrial Podophyllotoxin Antimicrobial [82]

Streptomyces
sp. BO-07

Terrestrial 30-hydroxy-5-methoxy-
3,4-
methylenedioxybiphenyl

Antimicrobial [83]

30-hydroxy-
5,50-dimethoxy-3,4-
methylenedioxybiphenyl

Cephalosporium
acremonium

Terrestrial Trachelospermum
jasminoides cephalosol

Antimicrobial [84]

Trichoderma
koningiopsis,
Trichoderma lixii,
and Aspergillus
sydowii

Terrestrial Unknown compounds Antimicrobial [85]

Daldinia
eschscholtzii

Terrestrial Paphiopedilum exul
daldionin

Antimicrobial [86]

Rhizoctonia solani Terrestrial Cyperus rotundus
solanioic acid

Antimicrobial [87]

Trichoderma spp. Marine Harziandione and
harzianone

Antimicrobial [88]

Paecilomyces
variotii

Marine Varioxepine A Antimicrobial [89]

Pestalotiopsis sp. Marine Pestalotiopens Antimicrobial [90]

Pestalotiopsis fici Terrestrial Chloropestolide Anti-HIV [91]

Periconia sp. Terrestrial Pericoannosin Anti-HIV [92]

(continued)
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and fungal pathogens [33] is mainly on the cell membranes [34]. Its mode of action is
interaction with membrane proteins of the cell wall, which leads to increased
permeability and disintegration. The naturally occurring flavonoids depict a wide
range of antiviral activity against a number of RNA (RSV, Pf-3, polio) and DNA
(HSV-1) viruses inhibiting replication and infectivity [35]. Recently, it is also
reported to have an antiviral activity against few more viral infections [36].

Quinones: The organic compounds which consist of aromatic rings and two
ketone substitutions are quinones. Isoprenoid quinones are essential components in
electron transport system like those present in the membrane of mitochondria or
chloroplasts, and these quinones are present in most microorganisms like
Cyanobacteria, Chlorobium thiosulphatophilium, archaea, Rhodospirillum rubrum,
and R. photometricum [37]. The major action against the pathogenic cell includes
cell wall polypeptides, proteins exposed to surface, and membrane-bound proteins
[38]. Quinone is found to be bactericidal against Burkholderia pseudomallei and
bacteriostatic against Corynebacterium pseudodiphthericum, Bacillus anthracis,
and Pseudomonas aeruginosa [39]. The quinone-based compound library has also
been found to be active against the parasites like Trypanosoma cruzi and Leish-
mania, the disease-causing agents of Chagas disease and cutaneous leishmaniasis,
respectively [40].

Tannins: Tannins are the polymeric polyphenolic compounds mainly found in
bark, leaves, fruits, and roots of plants [41]. Tannins are also found to be produced
by microorganisms like Penicillium sp., such as P. frequentans [42, 43]. The anti-
microbial activities of tannins are well documented and are active against bacteria
and fungi as well [44]. The mechanism of action of tannins as an antimicrobial is to
inhibit the activity of surface adhesins and transport proteins of cell envelope
[45]. Tannins have also been reported to bind to the cell wall of bacteria like
Staphylococcus aureus and Salmonella typhimurium and fungus like Aspergillus
niger and Saccharomyces cerevisiae, therefore inhibiting the growth and protease
activity [46].

Coumarins: Coumarins are the compounds that consist of fused benzene and
an α-pyrone rings. Several bacteria and fungi have been reported to produce
coumarin, e.g., Streptomyces niveus, Streptomyces spheroids, Agaricus sp.,
Fomitopsis officinalis, Talaromyces flavus, Ganoderma lucidum, and Phellinus

Table 1 (continued)

Microorganisms Source Compound Activity References

Neosartorya Marine Neosartoryadins Antiviral [93]

Periconia sp. Terrestrial Periconiasins Antiviral [94, 95]

Aspergillus
versicolor

Terrestrial Aspergillines Antiviral [96]

Fusarium
pallidoroseum

Terrestrial Apicidins Antiprotozoal [97]

Actinoallomurus
fulvus

Terrestrial Actinoallolides Anti-
trypanosomal

[98]

Aspergillus sp. Marine Asperterpenoid Antituberculosis [99]
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sp. [47–51]. Coumarins and its derivatives have been found to exhibit pronounced
antibacterial, antifungal, and antiviral activity [52–54].

Alkaloids: These are the group of heterocyclic nitrogenous compounds with
profound antimicrobial activity. Some of the alkaloids obtained from
microorganisms are pyrrolopyrazine, an alkaloid by Acremonium lolii [55], ergot
alkaloids by genus Neotyphodium [56], phomopsichalasin by Phomopsis sp. [57],
phomoenamide by Phomopsis sp., cryptocin by Cryptosporiopsis quercina [58],
ammosamide D from Streptomyces variabilis [59], and aqabamycins A–G from
Vibrio sp. [60]. The mode of action of these alkaloids is mostly the intercalating of
DNA leading in impaired cell division and death [61]. Flindersine alkaloids are
reported to have activity against Staphylococcus epidermidis, Staphylococcus
aureus, Bacillus subtilis, Enterococcus faecalis, Pseudomonas aeruginosa,
Acinetobacter baumannii and fungi Trichophyton rubrum 57, Trichophyton
mentagrophytes, Trichophyton simii, Magnaporthe grisea, Epidermophyton
floccosum, and Candida albicans [62]. In the last few decades, around
40 fumiquinazoline analogues have been reported from different fungal species. In
2016, Jähne et al. reported two new fumiquinazoline analogues, neosartoryadins A
and B from the endophytic fungus Neosartorya udagawae HDN13-313 depicting
anti-influenza virus A (H1N1) effects [63].

Terpenoids: They are one of the diverse groups of compounds with five carbon
isoprene units. As found mainly in plants, these bioactive molecules have also been
found to be produced by microorganisms. These terpenoids exhibit a broad range of
bioactivities against malaria and a variety of viral and bacterial infectious diseases
[64]. Sesquiterpenes, diterpenoids, and triterpenoids are among the major groups of
terpenoids produced by microbes, e.g. trichodermin from Trichoderma harzianum
[65] and phomenone from Xylaria sp. [66]. The antifungal drug as well as anticancer
drug, paclitaxel (Taxol), was found to be produced by the fungus Taxomyces
andreanae [67], and nordammarane triterpenoid was isolated from the yeast, Pichia
guilliermondii [68]. Terpenoids named 5-dimethylallylindole-3-carboxylic acid and
A80915G-800-acid [69], napyradiomycins is isolated from Streptomyces
antimycoticus NT17 [70]. Mainly sesquiterpenoids have been shown to possess
bactericidal activity against mostly Gram-positive bacteria, including
M. tuberculosis [71].

Conclusion

The widespread of drug-resistant microorganisms has triggered the search for
finding novel antimicrobials. Despite the fact that more than half of the drugs
available are based on natural products, the discovery of natural products has still
been neglected. Nevertheless, there is a need to search for new antibiotics by
exploring the natural and unusual habitats like microorganisms, lying deep below
the earth’s surface, deep oceans, thermal vents, glaciers, associated with plant
diversity, in the skin of animals, insects, and so on. Such discoveries could be a
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renaissance of naturally derived antimicrobials and as a lead to combat drug resis-
tance, particularly if novel microorganisms can be unveiled.
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