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Abstract Perceptual quality improvement approach for 3D video through bit allo-
cation is presented in this paper. Bit allocation between texture video and depth map
plays an important role in deciding quality of synthesized views at the decoder end.
To have better visual quality, structural similarity (SSIM) index is used as a distortion
metric in rate distortion optimization (RDO) of the 3D video. In this paper, we used
the nonlinear relationship of depth distortion with synthesis distortion in computing
rate distortion cost resulting in better mode decision. Using the same depthmapRDO
in bit allocation algorithm, more accurate results are obtained when compared to the
linear relation of depth distortion with synthesis distortion.
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1 Introduction

The 3D video is a motion picture format that gives the real depth perception and
thus gained huge popularity in many application fields. The depth perception is
possible with two or more videos. With two views, the stereoscopic display produces
a 3D vision and the viewer needs to wear special glasses. Multiview acquisition,
coding, and transmission are necessary for an autostereoscopic display to provide
3D perception to the viewers without special glasses. Instead of multiple views,
representation formats are used and only a few views along with the depth maps
are coded and transmitted. Virtual view synthesis [2] is used to render intermediate
views. These views are distorted and thus affect the end display.

Normally, rate distortion optimization (RDO) computes the rate distortion (RD)
cost for a macroblock (MB). If distortion is measured using metrics like structural
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similarity (SSIM) index, the quality of the reconstructed block matches the human
vision. In [5], the authors extended the perceptual RDO concept to 3D video by
considering the linear relationship between depth distortion and synthesis distortion.
However, depth map distortion is nonlinearly related to view synthesis distortion,
i.e., depth distortion remains the same whereas synthesis distortion varies according
to the details in the texture video. In this paper, a suitable Lagrange multiplier is
determined for RDO using nonlinear depth distortion. We used this framework of
RDO in SSIM-based bit allocation algorithm [6].

Section 2 gives a brief explanation of view synthesis distortion and its relation
with texture and depth distortion. In Sect. 3, SSIM index is discussed briefly. In
Sect. 4, we discuss the RDO process with linear and nonlinear depth distortion. Bit
allocation criteria for 3D video is explained in Sect. 5. Performance evaluation of
the proposed method is discussed in Sect. 6 and concluding remarks are given in
Sect. 7.

2 View Synthesis Distortion

3D video system shown in Fig. 1 has multiple videos as inputs and uses multiview
plus depth (MVD) representation format that is more economical compared to other
representation formats. View synthesis process generates a new intermediate view
(target view) from the available texture views (reference views) and depth maps. It
consists of two steps: warping and blending [10]. Warping is a process to convert the
reference viewpoint to 3D point and then to target viewpoint. This pixel mapping
is not one-to-one mapping, and thus holes are created. These holes are filled by
the blending process. Warping uses depth data in converting a reference viewpoint
to target viewpoint and accuracy of conversion depends on depth data. As lossy
compression method is used in encoding depth map, it affects the warping process
and causes distortion in the synthesized view.

Multiple 
texture view 
acquisition

Depth 
estimation

Texture + 
Depth

Encoding

Transmission

DecodingVirtual view 
synthesisDisplay

Fig. 1 Block diagram of 3D video system
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Fig. 2 Geometric error due to inaccurate depth data

Distortion in synthesized views is mainly due to texture distortion and depth
inaccuracy. Distortion model derived in [14] as well as in [8] assumed that texture
and depth distortion (Dt and Dd ) are linearly related to synthesis distortion (Dv) as
in Eq. 1.

Dv = ADt + BDd + C (1)

During the synthesis process, geometric errors will be minimum if the depth data is
accurate. Inaccurate depth data leads to change in pixel position as shown in Fig. 2.
This position error is linearly proportional to depth error as given in Eq. 2 [7].

ΔP = f · L
255

(
1

Znear
− 1

Z f ar

)
(2)

where f represents camera focal length, L is the baseline distance, and Znear and
Z f ar are nearest and farthest depth values, respectively. However, synthesis distor-
tion depends on details in the texture video and is not the same in all the regions
with same position error. This implies, even with the same amount of geometric
error, degradation of synthesized view will be different for textured and textureless
areas. Texture area with edge information will have more error compared to smooth
regions. Considering these factors, synthesis distortion caused by depth distortion is
formulated as in Eq. 3 [13].

Dd→v = ΔP · Dd · [
Dt(x−1) + Dt(x+1)

]
(3)

where Dt(x−1) and Dt(x+1) are the horizontal gradients computed between collocated
texture blocks.
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3 SSIM Index

Traditional methods for image quality measurement use objective evaluations and
most of the metrics do not match with human visual characteristics. Human vision is
sensitive to structural information in the scene and the quality metric must measure
the structural degradation.Wang et al. [12] proposed structural similarity (SSIM) that
measures structural degradation and thus evaluates according to human vision. For
measuringSSIM, two images are required andmeasurement is done at the block level.
For each block x and y, three different components, namely, luminance (l(x, y)), con-
trast (c(x, y)), and structure (s(x, y)) are measured and therefore SSIM is expressed
as in Eq. 4.

SSI M(x, y) = f (l(x, y), c(x, y), s(x, y)) (4)

Instead of similarity measure, we need distortion based on SSIM in RDO. Therefore,
dSSIM is used and is defined as dSSIM = 1

SSIM .

4 SSIM-Based RDO with Nonlinear Depth Distortion

Rate distortion optimization helps to reduce the distortion of reconstructed videowith
minimum rate while increasing the computation complexity. SSIM is used instead of
sum of squared error (SSE) in mode decision and motion estimation to improve the
visual quality. In our previous work [5], the linearity of texture and depth distortions
with view synthesis and suitable Lagrange multiplier is determined as in Eq. 5.

λnew = 2σ 2
xi + C2

S f

(
exp( 1

M

M∑
j=1

log(2σ 2
x j

+ C2))

)λSSE (5)

where S f is the scaling factor, σ 2
xi is the variance of i th macroblock, M is the total

number of macroblocks, and C2 is constant to limit the range of SSIM.
Depth map RDO is performed by computing RD cost as in Eq. 6.

Jd = ΔP · DtG · Dd + λSSE Rd (6)

where Rd is the depth map rate and DtG = Dt(x−1) + Dt(x+1) is horizontal gradient
computed from texture video. For depth map RDO, Eq. 6 is minimized and Lagrange
multiplier is derived as in Eq. 7.

λi(d) = λnew

S f · κ
λSSE (7)

where κ = ΔP · DtG .
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5 Bit Allocation Algorithm

In 3D video, bit rate must be set properly between the views to improve the virtual
view quality. In the literature [3, 9, 13–16], many joint bit allocation methods are
proposed, and all these methods improve the PSNR of synthesized views. Visual
quality enhancement can be achieved by using dSSIM as distortion metric (dSSIMv)
and bit allocation to improve SSIM is given by Eq. 8.

min
(Rt ,Rd )

dSSIMv

s.t. Rt + Rd ≤ Rc (8)

In terms of dSSIM, a planar model for synthesis distortion is determined as in Eq. 9.

dSSIMv = a · dSSIMt + b · dSSIMd + c (9)

Using SSIM-MSE relation, the distortion model in Eq. 9 is converted into Eq. 10.

dSSIMv = a

2σ 2
xt + C2

Dt + b

2σ 2
xd + C2

Dd + z (10)

dSSIMv = p1Dt + p2Dd + c (11)

where p1 = a
2σ 2

xt +C2
and p2 = b

2σ 2
xd +C2

. Qt (Eq. 13a) and Qd (Eq. 13b), quanti-
zation steps of texture video and depth map determined by minimizing distortion-
quantization model (Eq. 12).

min (p1Dt + p2Dd)

s.t. (at Q
−1
t + bt + ad Q

−1
d + bd) ≤ Rc (12)

Qt =
at +

√
K1at ad
K2

Rc − bt − bd
(13a)

Qd =
√

K2ad
K1at

Qt (13b)

where K1 = p1αt and K2 = p2αd .
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Fig. 3 SSIM-based bit allocation with nonlinear depth distortion a Kendo sequence, b Balloons
sequence, and c Breakdancer sequence
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Table 1 BD-rate comparison
Sequence Proposed VS model-based bit allocation [14] Proposed VS SSIM-based bit allocation [6]

ΔSSIM ΔRate ΔSSIM ΔRate

Kendo 0.0003 −6.9196 0.0002 −3.8245

Balloons 0.0002 −2.8413 0.00004 −1.0327

Breakdancer 0.0034 −12.6183 0.0019 −7.1566

6 Results

We conducted experiments to check the performance of the joint bit allocation algo-
rithm with nonlinear depth distortion. Encoding is done using 3DV-ATM reference
software [1] and VSRS 3.0 [11] reference software is used for virtual synthesis. The
test sequences used are Kendo, Balloons [4], and Breakdancer [17] with a frame
rate of 30 frames/s. Kendo and Breakdancer sequences have 100 frames whereas
Balloons sequence has 300 frames.

Experiments were conducted to evaluate SSIM-based bit allocation where non-
linear depth distortion is implemented in RDO. SSIM is computed between synthe-
sized views and original views. For comparison, we utilized model-based algorithm
of Yuan et al. [14] and Harshalatha and Biswas’s algorithm [6]. RD curves in Fig. 3
give a comparison between our proposed algorithm and bit allocation with model
parameters. Bjontegaard distortion-rate (BD-rate) calculations are done and tabulated
in Table1.

Further, bit allocation algorithmwith linear and nonlinear effect of depth distortion
RDO is compared as in Fig. 4 and also using BD-rate (Table1). Nonlinear effect of
depth distortion considered in RDO gives more accurate bit allocation results.

7 Conclusions

Rate distortion optimization improves the efficiency of an encoder and we proposed
depth map RDO for 3D video by considering nonlinear relation of depth map dis-
tortion with view synthesis distortion. To improve the visual quality of synthesized
views, dSSIM is used as distortion metric. Bit allocation algorithm is verified by
using nonlinear depth distortion RDO and gives better performance over linear depth
distortion RDO.
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Fig. 4 SSIM-based bit allocation with nonlinear depth distortion compared with linear distortion
a Kendo sequence, b Balloons sequence, and c Breakdancer sequence
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