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Near Infrared, Long-Wave Infrared
and Visible Image Fusion Based

on Oversampled Graph Filter Banks

YuLong Qiao1, XueYing Gao1(&), and ChunYan Song2

1 College of Information and Communications Engineering, Harbin Engineering
University, 145 Nantong Street, Nangang District, Harbin 150001, Heilongjiang,

People’s Republic of China
943377654@qq.com

2 College of Mechanical and Electrical Engineering, Northeast Forestry
University, 26, Hexing Road, Dongli District, Harbin 150040, Heilongjiang,

People’s Republic of China

Abstract. The near infrared (NIR), long-wave infrared (LWIR) and visible
image fusion combines the interesting information of NIR and LWIR images
and the details of visible images, which can provide an informative image for
human visual perception and subsequent processing. In this paper, we propose a
novel image fusion method based on oversampled graph filter banks. And then,
the fusion rules for low frequency subbands and high frequency subbands are
constructed by a new method of autoselect weighted average or maximum
absolute value independently. Finally, the fusion image is obtained by applying
the inverse transform on the fusion subband. The experimental results show that
the proposed method outperforms the recently proposed 4 methods in terms of
visual effects and performance indicators.

Keywords: Graph signal processing � Image fusion � Graph filter banks �
Oversampled

1 Introduction

Infrared and visible image fusion is an important part of multi-sensor image fusion
technology. Infrared light can be divided into near infrared (NIR), mid-wave infrared
and long-wave infrared (LWIR) according to wavelength. At present, there are many
NIR and visible image fusion [1] or LWIR and visible image fusion [2–4], but there is
little research on NIR, LWIR and visible image fusion. NIR electromagnetic waves
with wavelengths ranging from 0.78 to 1.5 l are very sensitive to plants, and almost all
plants can completely reflect them. LWIR wavelength is 1.5 to 400 l, which is mostly
absorbed by surface skin. According to the imaging principle of infrared image, even in
the case of low visibility, the target can still be easily found through infrared image.
Compared with the infrared image, the visible image has stronger contrast and can
reflect more details. In order to effectively synthesize the scene information of NIR,
LWIR and visible images, a multi-scale decomposition method based on oversampled
graph filter banks [5] is proposed in this paper. Because it is not only similar to the

© Springer Nature Singapore Pte Ltd. 2020
J. J. Park et al. (Eds.): MUE 2019/FutureTech 2019, LNEE 590, pp. 3–10, 2020.
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traditional multi-scale method, but also has good ability to decompose rules or irregular
signals, it can effectively preserve the edge and texture information of the source image,
so we use the oversampled graph filter banks to decompose the source image. Although
current fusion methods based on simple fusion rules (such as average and weighted
average, pixel absolute value, and regional characteristics, such as regional energy,
entropy, variance, average gradient and contrast) can be extended to multi-image
fusion, but its fusion effect is very limited. At the same time, the fusion rule models
with better fusion effect are only suitable for the fusion of two images, and can not be
extended to multi-image fusion. For this reason, a new fusion method suitable for
multi-image is constructed in this paper.

The overall structure of this paper is summarized as follows: The second part
mainly introduces the simple principle knowledge of oversampled graph filter banks.
The new NIR, LWIR and visible image fusion method we proposed is described in the
third part. The fourth part introduces the experimental parameter setting, experiment
comparison and result analysis. We get the conclusion in the last part.

2 Basic Theory

In this paper, we only consider a finite undirected graph with no-loops or multiple
links. Generally, a graph G can be represented as G ¼ V ; ef g, where V and e denote
sets of nodes and edges, respectively [6]. The number of nodes is N ¼ Vj j, unless
otherwise specified. The ðm; nÞ � th element of the adjacency matrix A is defined as
follows:

Aðm; nÞ ¼ xmn

0
if nodes m and n are connected

otherwise

�
ð1Þ

where xmn is the weight of the edge between m and n. The graph Laplacian matrix and
the symmetric normalized version are defined as L ¼ D� A and L0¼ D�1=2LD�1=2,
where the degree matrix D is a diagonal matrix. Sakiyama et al. [5] described a method
of oversampling signals defined on a weighted graph by using an oversampled graph
Laplacian matrix. Let us define the original graph Laplacian matrix of a bipartite graph
as L0, and its corresponding adjacency matrix A0 whose size is N0 � N0. Without loss
of generality, an oversampled symmetric normalized graph Laplacian matrix can be

represented as ~L
0 ¼ ~D

�1=2~L~D
�1=2

, where

~A ¼ A0 A01

AT
01 0N1�N0

� �
ð2Þ

Where A01 contains information on the connection between the original graph and
the appended nodes so that ~L is still a bipartite graph. And than we define the original
signal as f0, the signal for additional nodes as f1 whose length is N1 � N0. So the
oversampled signal is represented as ~f ¼ f0 f1½ �T .

4 Y. Qiao et al.



Since the expansion process of the signal and its corresponding oversampled
symmetric normalized graph Laplacian matrix is independent of filter selection, the
entire transformation is perfect reconstruction only when the graphics filter bank sat-
isfies the perfect reconstruction conditions. In this paper, we use two-channel over-
sampled graph filter banks as shown in Fig. 1. So the whole transform of oversampled
graph filter banks as follows:

T ¼ 1
2
G0ðI� JÞH0 þ

1
2
G1ðIþ JÞH1

¼ 1
2
ðG0H0 þG1H1Þþ 1

2
ðG1JH1 �G0JH0Þ ¼ IN

ð3Þ

The filtering in the spectral domain is defined also similarly to the critically sampled
case [6]: Hk ¼ R

ki2ð~GÞ
hkðkiÞ~Pki and Gk ¼ R

ki2ð~GÞ
gkðkiÞ~Pki ,

where ~Pki is the projection matrix [5] of the oversampling graph.

3 Proposed Method

An image is a regular 2-D signal and it can be viewed as a graph signal by connecting
each pixel with its neighboring pixels (edges) and interpreting a pixel values as the
function value on a node. In the work [7], they use 8-connected graph representation of
an image shown in Fig. 2(a). In order to do “separable” transform for an image with
graph filter banks, a graph is decomposed into two bipartite subgraphs (Fig. 2(b) and
(c)). After filtering the graph signal along one bipartite subgraph with the graph filters,
the results are stored in vertices, and filtering operation is applied to the resulting graph
signals following the edges of the other bipartite subgraph. If we use critically sampled
graph filter banks on the image signal, the diagonal edges will be ignored in a single
stage if only the rectangular bipartite graph is used. Moreover, horizontal and vertical
edges will be ignored if only the diagonal graph is used. But in the work [5], the
oversampled graph Laplacian matrix can solve these problems. We append diagonal
edges to the rectangular bipartite graph while keeping the oversampled graph bipartite
as shown in Fig. 2(d). And then we use the oversampled diagonal bipartite graph
(Fig. 2(e)) as a second stage of decomposition. Therefore, for oversampled bipartite
images, we can use rectangular images with diagonal connection and diagonal graphs
with horizontal and vertical connection to transform images in single stage transform.

Fig. 1. Graph oversampling followed by two-channel oversampled graph filter banks.
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In this paper, we consider an image as a signal on the regular graph. We use the
oversampled graph filter bank to decompose NIR, LWIR, and visible images. Assume
that I1, I2 and I3 represent NIR, LWIR, and visible images, respectively. For the L-level
decomposition, their low frequency subbands are denoted as GWL

I1 , GW
L
I2 and GWL

I3 .
The h-th high frequency subband at the level l are denoted as GWl

I1;h, GW
l
I2;h and

GWl
I3;h.
For the low frequency subbands fusion rules, we take the low frequency coefficients

of three source images as absolute values and normalized. And than we define the
matching degree MNGWL

Ii ðx; yÞ as that taking the interpolation of the maximum and
minimum values of each low frequency coefficient. Finally, we determine the fusion
operator as follows. The matching threshold is defined as T (0.5–1).

GWL
Fðx; yÞ ¼ R

3

i¼1
pIiGW

L
Ii ðx; yÞ if MNGWL

Ii � T

GWL
Fðx; yÞ ¼ R

3

i¼1
NGWL

Ii ðx; yÞGWL
Ii ðx; yÞ if MNGWL

Ii\T

8><
>: ð4Þ

where if a low frequency component satisfies the following conditions, GWL
Ik ðx; yÞ

�� �� ¼
max

i2f1;2;3g
fGWL

Ii ðx; yÞg, then pIk ¼ 1, the rest pIi ¼ 0 (i 6¼ k).

For the high frequency subbands fusion rule is similar to the low frequency sub-
bands. The difference is that we use the local coefficient of variation (LCV) to define
absolute values and normalized. LCV is defined as the ratio of the standard deviation to
the mean, which is often used to measure the dispersion of the data.

The above fusion rule shows that it can autoselect the fusion method of weighted
average or maximum absolute value independently. This can clearly preserve the

(a) (b) (c)

(e)(d)

Fig. 2. (a) Image graph. (b) Rectangular bipartite subgraph. (c) Diagonal bipartite subgraph.
(d) Oversampled rectangular bipartite graph. (e) Oversampled diagonal bipartite graph. The
appended nodes are black circles filled with blue, and the appended edges are black lines.
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detailed information of the image significant signal, avoid the loss of information,
reduce the noise and ensure the consistency of the fused image.

Finally, the final fusion image is obtained by applying the inverse transform on the
fusion subbands GWL

F and GWl
F;h.

4 Experiments and Performance Comparisons

In this section, we conduct the image fusion experiments on four sets of infrared and
visible images, “sandpath”, “bench”, “Kaptein_1123” and “soldiers_with_jeep”. In
order to simplify the oversampled graph filter banks decomposition, we resize the
image so that its width and height are the power of 2. We set the decomposition level as
3. In the fusion rules, the matching threshold T is determined to 0.8. The other
parameter is the window size for LCV, which is set to be 5� 5 in all experiments. In
order to evaluate the effect of fusion image subjectively, four kinds of fusion quality
indicators are used to objectively evaluate the fusion performance of images, including
standard deviation (SD) [8], average gradient (AG) [8], entropy (EN) [8], spatial fre-
quency (SF) [8]. For demonstrating the effectiveness of the introduced method, we
compare it with other image fusion methods based on wavelet transform (SWT) [9],
multiresolution SVD (MSVD) [10], spectral graph wavelet transform (SGWT) [4],
contourlet transform (CVT) [11]. These methods can be extended to multi-image
fusion, and the parameters are in accordance with the requirements of the corre-
sponding references.

From Fig. 3(a) and (c), we can see that the proposed method fully combines the key
information in the three images, for example, the texture of the trees in the NIR image,
the target people in the LWIR image, and the roads and fences in the visible image. As
shown in Table 1, our proposed method has the best fusion quality indicators SD and
EN. Although the measure values of AG and SF of the fusion method CVT are the
highest, the target people of LWIR image and the road of visible image have not been
effectively fused into the final result in proposed method.

As for the source images of “bench”, it is observed that the target person from the
source LWIR image is the most highlighted in fourth column. But the target chair from
the source NIR image is not clear compared with other methods. From the Table 2, we
can see that our proposed method has the highest measure values SD and EN, and the
fusion method CVT has the best values of AG and SF. However, in the last column, the
target person and the lake is not clearest compared with the proposed method. From
these aspects, our method has better fusion effect.

From the Table 4, we can see that our proposed method has the highest measure
values of all the metrics. And in the fourth column, it is observed that the targets (the
people and the jeep) from the source LWIR image is the most highlighted. However,
the trees from the source NIR image and the cloud from the source LWIR image of our
fusion result is not clear compared with other method. But from above all the con-
clusions we can sure that our proposed method has the best fusion performance
evaluation index, and has the better visual effects.
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By comparing the fusion results of the four sets of images, it can be seen that from
the subjective effect, the proposed method can balance the intensity of NIR, LWIR and
visible images, and retain the key information of the source images as much as possible.

(a) (b) (c) (d)

N
IR

     LW
IR

    V
isible   Proposed    SW

T     M
SV

D
   SG

W
T    C

V
T

Fig. 3. (a)–(d) represent four sets of source images, “sandpath”, “bench”, “Kaptein_1123” and
“soldiers_with_jeep”, respectively.

Table 1. Performance of different fusion methods on images “sandpath”

Metrics Proposed method SWT MSVD SGWT CVT

SD 21.4485 16.2893 16.7374 16.6434 17.7302
AG 7.8655 5.7560 7.8326 5.4220 9.0118
EN 6.2952 6.0077 6.0503 6.0282 6.1421
SF 9.5459 6.7486 9.1424 6.2990 10.3676
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As can be seen from the Tables 1, 2, 3 and 4, the proposed method has the best SD and
EN and relatively good AG and SF. This means that the fusion image with our method
has higher contrast, sharpness and texture change, and receives more information from
the source images. It can be obtained from the above conclusions that the proposed
method in this paper has a very good visual effect and fusion quality.

5 Conclusion

In this paper, a new method based on oversampled graph filter banks for image fusion is
proposed. First, we use oversampled graph filter banks operation on the bipartite graph
to obtain low frequency and high frequency subband coefficients, which offset the
effects of spectral folding. Then we proposed a new fusion rule to fuse these low
subband coefficients and high subband coefficients, which can autoselect the fusion
method of weighted average or maximum absolute value independently. Finally, the
final fusion image is obtained by reconstructing the fused subband coefficients. This
method not only retains most of the information of the source images, but also preserves
the edge and texture information of the source image. We use four sets of NIR, LWIR,
and visible images to verify the fusion performance of the proposed method and
compare it with other four methods. The experimental results show that the new method
proposed in this paper has better results in both visual analysis and objective evaluation.

Table 2. Performance of different fusion methods on images “bench”

Metrics Proposed method SWT MSVD SGWT CVT

SD 36.9120 27.1114 28.9575 27.4300 30.0753
AG 14.5918 10.9863 16.6017 8.5558 18.3572
EN 6.9553 6.5196 6.6535 6.4974 6.7383
SF 18.3531 13.0310 20.3424 10.6604 22.1066

Table 3. Performance of different fusion methods on images “Kaptein_1123”

Metrics Proposed method SWT MSVD SGWT CVT

SD 43.4076 32.2459 32.2788 32.7235 32.8741
AG 6.9620 4.3349 4.6254 3.7465 6.7619
EN 7.0422 6.6608 6.6558 6.6668 6.7387
SF 9.3150 5.8321 6.2492 4.8416 8.4916

Table 4. Performance of different fusion methods on images “soldiers_with_jeep”

Metrics Proposed method SWT MSVD SGWT CVT

SD 31.8183 19.2714 19.3691 19.4743 19.8146
AG 4.1877 2.5729 3.1174 2.1827 4.1584
EN 6.9192 6.2569 6.2674 6.2821 6.2979
SF 5.6937 3.3822 4.8030 3.0293 5.5961
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Abstract. At present, with the emerging of the independent travel, the tourist
flow is equipped with stronger nonlinear feature. According to lots of resear-
ches, the multiple-source data integration could realize the higher tourist flow
prediction accuracy than the prediction only based on the single source data.
Targeting to regional passengers’ multiple joints for travel space-time behavior
as feature, the paper proposed the multiple-source data integration and explores
to applies the situation awareness to the regional tourism flow prediction so as to
formulate the neural network model based on the intelligent neuron component.
Then, the author also utilizes this model to forecast the regional tourist flow as
well as presses ahead the empirical researches by taking the tourist attractions of
Hainan Province as example. By virtue of the experimental simulation, it ana-
lyzes the advantages of the prediction model than the prediction based on single
source data.

Keywords: Search data � Situation Awareness � Multiple-source data �
Neural network � Prediction model

1 Introduction

The tourism industry is one of the major resources of various countries’ non-trade
foreign exchange earnings and brings forth the direct and indirect contributions to the
growth of their GDP (gross domestic product). According to the statistics of WTTC
(World Travel and Tourism Council), in 2017, tourism industry’s total contribution
value reaches to 9.12 trillion RMB (1.3490 trillion dollars) to Chinese economy [1].
The travel flow prediction is the necessary and important link for the market, scheme
and development process of tourism industry. Due to be affected by the climate,
environment, holiday, emergent incidents and other related factors, the tourism is
uncertainty. Particularly, with the independent travel emerging, tourism flow’s non-
linear feature become clearer. Hence, the traditional prediction relying on the time
sequence model and measurement model is difficult to forecast the tourist flow quickly
and effectively. While the Internet application expands widely, the tourists could
obtain various kinds of travel resources and information easily through the Internet.
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J. J. Park et al. (Eds.): MUE 2019/FutureTech 2019, LNEE 590, pp. 11–19, 2020.
https://doi.org/10.1007/978-981-32-9244-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_2&amp;domain=pdf
https://doi.org/10.1007/978-981-32-9244-4_2


At present, network search engine and interactive platform are the major sources for
tourists to gain the scene related information. As gaining more tourism information, the
tourists would make the corresponding decisions. Thus, how to scientifically and
effectively make the accurate and reliable situation prediction through multiple-source
network related data not only can make up the deficiency of the lagging data sources of
the tradition prediction method but also provide the management decision basis for
scene management decision maker so that it plays a significant role in managing
tourism resources and alleviating tourism environment pressure.

2 Research Status Analysis

The prediction based on network search data originated from an article about prediction
which was issued on Nature by Ginsberg et al. [2]. With appearance of Google and
Baidu search index as well as the wide utilization of Microblog, facebook, Twitter and
other interactive platforms, lots of researchers apply the network data application into
the studies of all industries. Korean scholar - Park S applied the Google trend search
data to make the short-term prediction on the Japanese entry tourist data to Korea. He
combined Google key words through mean absolute error as well as compared
Autoregressive Moving Average (ARMA) and Seasonal Autoregressive Integrated
Moving Average (SARIMA) on the basis of basic tourist flow data. From the resear-
ches, Google search data variation increases the prediction performance as well as
improves the prediction accuracy [3]. In 2017, the scholar Li Xin et al. delivered a
prediction article about Beijing monthly tourist flow combining Baidu search engine
data [4]. Through the analysis on search and network data, Pan et al. [5] found the
recent news about current tourism market timely and gained the better prediction results
through remedying and supplying the traditional prediction model.

Up to now, most tourist flow prediction is direct to the single scene. From the
integrative prediction research based on single network search data and traditional
statistic data, they gain the obvious prediction accuracy from the long term prediction.
However, with the independent travel rising, such models show some shortcomings for
the effects of the multiple-jointed and short-term travel prediction. Hence, targeting to
the features of the emerging family travel, self-driving tour, backpackers and so forth,
this paper puts forward the tourism flow situation evaluation model based on time
variant multiple data. On this basis, this approach assesses the scenic travel flow
prediction under the dynamic variation as well as forecasts the travel route with the
maximum probability so as to build up the perfect tourism security alarming system for
the scene management decision makers. It plays a significant and critical role in
realizing the tourism management, alleviating travel environment pressure and pro-
moting the scientific development of local tourism.
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3 Tourism Flow Prediction Model Based on Multiple-Source

For planning the multinode travel route, the tourists would comprehensively consider
the scenic area evaluation, weather situation, consumption level, transportation con-
dition and other factors. They always acquire the above-mentioned information through
the search engine, Microblog and other platforms. The popular degree of the key words
could directly and mostly reflect the tourists’ attention to the scenic areas. So, analyzing
the network key words could assist the tourists to understand the development trend of
the travel flow.

3.1 Key Words Popularity Weight Ratio

Due to various personal preferences, the visitors could acquire the related scenic area
information through the different platforms. Visitors’ attention would directly show
visitors’ travel willingness. They possess certain distinctions on attention degree and
timeliness. And then, the network search engines need to optimize the search results
which cause the lag of the timeliness. But the Microblog is the visit experience during
traveling which enjoy the stronger timeliness than the network search. Hence, the
tourist would integrate the network search and Microblog interaction information to
make the final decision. The paper aims to predict the scene tourism flow variation and
to avoid the shortcomings that the single search data could not comprehensively and
objectively key words’ population. This paper launches the key word index expression
method based on multiple sources so as to demonstrate the whole network trend of the
key words. The formula is showed as following:

M ¼ w1 � jx1 � u1j
@1

� �
þ � � � þwi � jxi � uij

@i

� �

In the formula, M is the dependable value of network key word popularity. On an
occasion, for the key word popularity, the higher dependable value, the higher key
word popularity. And the xi is the key word index in some network search engine, ui is
the network index mean value, @i is the standard deviation and wi is network popularity
weight ration during current period. The x1 is key word’s micro index, w1 is network
popularity weight ratio during current period, u1 is the index mean value of Microblog
key word and @1 is the standard deviation. The weight value w is determined in line
with the historical data statistics. Comparing with the single network search data, M
dependable value could eliminate the one-sidedness influence of the single network
platform as well as really reflect the whole network popular variation trend of the key
words.

3.2 Key Words Empirical Research

3.2.1 The Selection of Key Words
Owning to more and more tourists acquiring the scenic area information through the
Internet, accurate selection of the key words would affect the tourism prediction results
directly, so the selection of the key words shall comprehensively reflect the overall
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growth tendency of the research subjects. In order to analyzing visitors concerned
tourism information contents, the paper utilizes the Baidu key words excavation tool to
pick partial key words and then selects the key words which enjoy the similar fluc-
tuation trend of the selected and prediction variables by clustering method to composite
the key word index [6]. Finally, the thesis selects the 7 key words which are featured by
the high repetition and high frequent research – “Bo’ao”, “Wuzhizhou Island”, “Yalong
Bay”, “Nanshan Temple”, “Tianya Haijiao”, “Clear Water Bay” and “The Weather of
Hainan”.

3.2.2 Data Verification
Data correlation analysis is to ensure whether two or more random variables with equal
status to have the positive correlation or not. The collected data of the paper include the
island inflow data and key word data and their value range is between Jan. 2014 to Dec.
2017. In addition, the island inflow data originates from the travel statistics published
by Hainan Tourism Development Board. And the network key words statistics origi-
nates from Google trend website. 2014–2017 hainan the tourism flow data and key
word popularity variation could be referred to Figs. 1 and 2. In order to ensure the close
correlation between collected key words and tourist number, the paper utilizes SPSS
software to calculate the correlation index between key words and scene tourist
number. The results of the key word correlation test are showed as following Table 1.

Granger causality test could verify a variable whether be favorable to explain
another variable’s prospect variation trend or not, namely judging whether the two
variables are equipped with prediction capacity or not [7]. In order to select the
independent variable with better prediction capacity, it needs to press ahead the
Granger causality test on the selected independent variables. This paper sets the 7 key
words - “Bo’ao”, “Wuzhizhou Island”, “Yalong Bay”, “Nanshan Temple”, “Tianya
Haijiao”, “Clear Water Bay” and “The Weather of Hainan” as X and the actual tourist
number in scene as Y. And the Granger causality results between two variables are
demonstrated in the following Table 2.

Fig. 1. Tourist flow linear
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By the above Table 3, the Granger causality test of the key words - “Bo’ao”,
“Wuzhizhou Island”, “Yalong Bay”, “Nanshan Temple”, “Tianya Haijiao”, “Clear
Water Bay” and “The Weather of Hainan” could state that the one-way causality
relations between key word popularity and Hainan scene real tourist flow. It also shows
that the key word index is armed with the prediction ability to tourist flow. Namely, if
the 7 key words’ search indexes happen to variations, the statistics for Hainan tourism
would change accordingly.

Fig. 2. Tourism key word popularity index linear

Table 1. The correlation index between key words and tourism flow.

Key word Pearson
correlation

Spearman correlation
coefficient

p ratios Conclusion

boao 0.671 0.613 0.00 Correlation
WuzhizhouIsland 0.738 0.726 0.00 Correlation
YaLongWan 0.751 0.763 0.00 Correlation
NanshanTemple 0.673 0.626 0.00 Correlation
Tianya Haijiao 0.759 0.637 0.00 Correlation
Clear Water Bay 0.801 0.784 0.00 Correlation
Hainan weather 0.7825 0.7175 0.00 Correlation

Table 2. Granger causality test results

Key word F-Statistic p ratios Samples

Y does not Granger Cause X 0.8903 0.4271 48
X does not Granger Cause Y 4.52374 0.0168 48
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3.3 Situation Awareness Prediction Model Based on Generalized Neural
Network

In 1999, for the first time, Tim Bass put forward the concept of Situation Awareness
[8]. The core thought of Situation Awareness is to predict the incidents’ prospect trends
through collecting real-time related multisource data as well as relating with the rele-
vant incident by analyzing related data so as to provide the data support for evaluating
current management status.

This paper adopts the situation awareness into the tourism flow evaluation model,
extracts tourism flow relevant perception factor information by analyzing tourism
space-time flow feature to complete the understand about tourist space-time behaviors
so as to realize the evaluation to the scene tourism flow situation. In line with the
tourists’ multimode tourism route analysis, the tourist would select a core scene as the
major tourism node and formulate a multimode travel route integrating the surrounding
scenic areas.

Through establishing high-order nonlinear prediction model, the neural network
model’s prediction accuracy is usually better than other traditional time sequence and
measurement model [9]. Due to the scene node’s trend flow state, key word popularity,
scenic route flow, GPS path check popularity enjoying the positive dynamic change
with the time, this paper utilizes the generalized neural network model (showing as
followed Fig. 3) to make the analysis and evaluation on the variation of regional scene
tourism flow status so as to reflect the scene flow evaluation to the decision manager to
issue the corresponding measures for the coming flow peak, to optimize service process
as well as improve the scene service quality.

The intelligent neuron is the neuron to adjust the manipulation function by certain
study rules as well as be equipped with the information storage. In the relevant
researches, adopting linear independent function preprocesses the neural network input
layer to make the neural network be better mapping effects [10]. The intelligent neuron
contains lots of structures. And in this paper, the author uses the linear independent
function to formulate the intelligent neuron [11]. The benefit of such intelligent neuron
is that without increasing the variables in the neuron, it could add the dimension of
variable by expanding function as well as enhance the neuron knowledge storage
ability so as to gain better function mapping effects, referring to the following specific
demonstration.

Fig. 3. The generalized neural network model
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Inputting neuron as x to expand the linear independent function group to form the
new neuron model, as shown in the Fig. 4.

The x is neuron input and ar; bn are the variable parameters. f ðxÞ is neuron output

f ðxÞ ¼ Pn
r�1

ar; xr þ bn. When the neuron has N samples, the input mapping formula is:

AX þ bn ¼ Y . In addition, the Y is the neuron output vector.

X ¼
x1; x21; x31; . . .; xn1
x2; x22; x32 . . .; xn2
..
.

xn; x2n; x3n; . . .; xnn

2
6664

3
7775, AT ¼ ða1; a2; . . .anÞ, Eliciting the following

formula through the Vandermonde Determinant:
Qn
r�1

xr
Q ðxj � xiÞ, 1� i� j� n.

During the model training process, adopting counterpropagation amending the
weight and threshold value caters to error [12], as well as utilizing LMS algorithm
regulates the adjustable parameters.

The stimulated training is applying the tourism flow relevant data: historical
statistic data, network key word are the model training data which are used to test the
precision of data and model prediction. And Then, the generalized neural network
model composed of intelligent neurons is used to gradually predict the tourist flow state
of the scenic spot in the T-time cycle.

4 Simulation Experiment Analysis

In the prediction process, the key words and historical statistical data of scenic spots are
used to predict the tourist flow of the relevant scenic spots, and then Scenic spot
prediction data and GPS data to carry out secondary training on the forecasting model,
so that the tourist flow of the upstream scenic spots can be used to forecast the tourist
flow of the specific downstream scenic spots. In addition, the island entry data come
from the travel statistics published by Hainan Tourism Development Board. The island
entry data are the month data and the data range are from Jan. 2014 to Dec. 2017. The
search data come from the search trend data from various websites and then calculate
the final key word statistic data in line with the above-mentioned key word popularity

Fig. 4. Neuron model

The Research of Regional Tourist Flow Situation Assessment 17



weight ratio. The paper adopts the normalization processing to input samples. The six
days’ training data are selected from the “beginning”, “middle” and “end” of each
month, totally screening 288 sets data. Randomly selecting 260 sets data repeatedly
trains the prediction data and the left 28 sets data are the verification model.

It predicts the variation of the adjacent scenic area tourist flow by the prediction
model as well as forecasts the continuous 3 days scenic area tourist flow of Sanya,
Hainan during National Day of 2018, as shown below (Table 3).

As shown in the Table 3, Keywords and statistical data were used to predict the
scenic spot, with an error rate of about 7%, a maximum error of 8.02% and a minimum
error of 4.05%. Because of the step-by-step prediction, the error of the downstream
scenic spot is about 22%. With the popularization of Internet, if the categorical data
enjoys the higher quality, the prediction values are closer to the true value. The neural
network prediction model which uses the multisource and historical data enjoys a
higher fitting degree and strong efficiency. Its prediction accuracy is higher than the
historical traditional data prediction model, but the new prediction model also could
improve the historical traditional data prediction model’s such shortcoming greatly.

5 Conclusion

With the independent travel emerging and rising, due to be affected by weather,
transportation, personal preference and many other elements, the regional scenic area
tourist flow has a very strong non-linearity. The contributions of this paper are mainly
establishing the regional scenic area tourist flow prediction model based on time variant
and multisource as well as maximumly forecasting the tourism tourist flow variation
route by relying on the change of the heat of GPS Path query change within the period.
The experiments demonstrate that the model gains the better prediction results.
Although the generalized neural network enjoys the strong adaptive learning ability and
is able to stimulate the scenic area tourist flow regulation better, there are still many
objective limitations for the real scenic areas. Hence, it needs further to make research
on how to ensure the relevance among many involved factors of tourist flow to clearly
and accurately predict the tourist flow.

Table 3. The results of tourism flow prediction (ten thousands)

Date Source Scenic
Actual
flow

Predicted
flow

Prediction
error %

The target
Scenic (一)

The target
Scenic (二)

Ultima Thule
2018-10-2

3.28 3.06 6.71 Nanshan Temple YaLongWan

Wuzhizhou Island
2018-10-3

0.74 0.71 4.05 Nanshan Temple Luhuitou Park

Nanshan Temple
2018-10-4

4.27 3.25 22.3 Ultima Thule Eternal love
sanya
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Abstract. Tourism plays an increasingly important role in people’s daily life.
However, in the era of big data, tourists find, it is difficult to acquire useful
knowledge of travel information on the Internet. Knowledge Graph describes the
real-world concepts, entities and their relationships in a structured form. Which
is capable of mapping the Internet information in the form that is closer to the
human cognition. Thus, provides the ability to organize, manage and understand
the vast travel information available on the Internet. In order to promote the
sharing of tourism knowledge and culture in China, we are committed to con-
structing the Chinese knowledge graph on domain-tourism, in which knowledge
is obtained from the existing Chinese encyclopedia knowledge graph and
unstructured web pages. In addition, we provide a storage scheme of RDF triples
data in the graph database and build the tourism knowledge application platform
based on it.

Keywords: Knowledge graph � Tourism � RDF

1 Introduction

Recently, with the development of Semantic Web, knowledge representation has
evolved from early first-order logic (e.g., FOIL [1], which learns probabilistic Horn
clauses.), production rule to RDF and OWL. Based on these representations, a large
amount of structured knowledge in different fields is generated and published by
building a common ontology base [2]. Knowledge graph based on semantic web,
which is further divided into two categories: general-purpose knowledge graph
(GKG) and domain-specific knowledge graph (DKG). General-purpose includes
WordNet [3], DBPedia, YAGO [2], Freebase, etc. The study of Chinese knowledge
graph can be traced back to HowNet project in China. In the industry, there are
OpenKG.CN, Baidu Zhixin, Sogou Zhicube. The academic circle includes XLore,
zhishi.me [4], and CN-DBpedia [5]. However, there are few Chinese domain-specific
knowledge graph. Especially, there is still shortage of Chinese knowledge graph on
tourism domain, which seriously hinders the development and inheritance of Chinese
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tourism culture. Therefore, we are committed to build a Chinese domain specific
tourism knowledge graph. The key contributions of this work are concluded as follows:

1. We have studied the neural network for word vector representation model in natural
language processing (NLP), and these models use to generate Chinese word vectors
to achieve the purpose of entity alignment.

2. After acquiring tourism knowledge, The Chinese domain-tourism ontology is
constructed by protégé and save it as RDF triples.

3. We map the tourism knowledge to the ontology, then the RDF triples data built and
stored in the Neo4j graph database. And finally based on the graph database a
tourism knowledge application platform built.

The rest of this paper is organized as follows. In Sect. 2, the construction of
Chinese domain-tourism knowledge graph is described. Section 3 describes the con-
struction of the domain-tourism ontology, the storage of tourism ontology and the
knowledge application platform developed on it. Finally, we conclude the paper and
point out further work in Sect. 4.

2 Construction of Chinese Domain-Tourism
Knowledge Graph

Figure 1 shows the development architecture of our Chinese domain-tourism knowl-
edge graph. It mainly includes three parts: acquisition of tourism knowledge, knowl-
edge fusion and knowledge completion. And we develop the Chinese domain-tourism
knowledge application platform based on it.

2.1 Knowledge Acquisition

The key data sources of this work are as follows: 1. Zhishi.me1: Zhishi.me provides
dump download. This study uses turtle format data (RDF triple format). We obtain the
links of tourism-related entities by searching for keywords such as travel, attractions,

Fig. 1. Development architecture of Chinese domain-tourism Knowledge graph.

1 http://openkg.cn/dataset/zhishi-me-dump.
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and scenic spots from the official website of zhishi.me. Then we extract the relevant
knowledge from the downloaded data. The main knowledge extracted includes:
abstract, category, infobox property and label. 2. CN-DBpedia is a large-scale general-
purpose structured knowledge base. Its official website provides free data download
service. We extract the travel-related knowledge from the structured triplet data that we
downloaded.

2.2 Knowledge Fusion

Through knowledge acquisition, we obtain the entity, relationship and entity property
information from data. After obtaining these goals, we need to integrate them to
combine the properties, texts, and relationship information refer to same entity in
different knowledge bases. The work we have done in this step focuses on entity
alignment in knowledge fusion. After the entity alignment, we fuse the relevant
information of the same entity and finally save it as triple.

Entity Alignment. Entity alignment refers to the process of judging whether there are
other entities in the knowledge base with the same meaning, that is, whether one or
more entities in the knowledge base points to the same object in the real language
context [6]. The entity in the knowledge base may have multiple expressions, such as:
different entity names of “terracotta army” and “terracotta warrior”, and these different
entities map to the same entity through entity alignment.

We have done vast study on word vector representation model in NLP, by using
these models to calculate the cosine distance among entities in the semantic space, that
is, the semantic similarity to get the purpose of entity alignment.

Skip-Gram Model. The Skip-gram model predicts the context through the target word,
and the goal is to find word representation that is useful for predicting surrounding
words in a sentence or a document [7]. More detail, given a sequence of training words:
w1, w2, w3, …, wT, the purpose of the Skip-gram model is to maximize the average log
probability

1
T

XT
t¼1

X
0\jjj � c

log pðwtþ jjwtÞ ð1Þ

where c denotes the size of the training window. The primary Skip-gram defines
p wtþ jjwt
� �

using the softmax function:

pðw0jw1Þ ¼ expðv0Two vwI ÞPW
w�1 expðv0Tw vwI Þ

ð2Þ

where vw and v
0
w represent the input and output vector representations of w respectively,

and W is the total number of words. Mikolov also proposes using Hierarchical softmax
or negative sampling category to improve the Skip-gram model [8].
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Dataset. The web pages in Sogou-T2 and Chinese Wikipedia dump3 as the text corpus
are used. Sogou-T is provided by a Chinese commercial search engine, which contains
2.7 billion words in total and Chinese Wikipedia dump contains approximately 2
billion words.

Settings. During training, the dimensions of word are dynamically selected ranging
from 100 to 500 randomly. And we set the training iterations to be 100, 150 or 200.
The word frequency less than 5 in the corpus is discarded, the Hierarchical Softmax
algorithm is used as the improvement of the Skip-gram model, and for learning rate η,
its initial value is 0.025.

Word2vec4 is an efficient toolkit of Google to obtain word vectors that released in
2013. The implementation of the Skip-gram model in this paper is based on the toolkit.

In this paper, total 7 groups of experiments are carried out, and we select 95
tourism-related entities as sample words. The word vector (200 dimensions) of 61
entities is obtained through the training experiment with 200 training iterations. By
calculating and obtaining the most similar entities, 36 entities aligned, with an accuracy
rate of 59%. To exemplify the learned representations, in below we show the most
similar entities for some sample entities in below Table 1. It proves that we have
obtained the same pointed entity in the real environment, that is, the effect of entity
alignment. For instance, “terracotta army” and “qin terracotta army”, “terracotta war-
rior” all points to the same entity in real life, similarity “temple” and “monastery”,
“shrine” referring to the same entity. The CBOW model is similar to the SG model, so
we are not repeating it again.

Directional Skip-Gram Model. The DSG model of Tencent AI Lab is based on word
vector training model of SG. On the basis of the co-occurrence relationship of words in
the text window, an additional position vector is added to represent the relative position

Table 1. Word Similarity result when trained using the Skip-gram model.

2 https://www.sogou.com/labs/resource/t.php.
3 https://dumps.wikimedia.org/zhwiki/.
4 https://code.google.com/p/word2vec/.
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of target words in the given context, to improve the accuracy of semantic representation
of word vectors. DSG model proposes an additional directional softmax function:

g wtþ j;wt
� � ¼

exp dTwtþ j
vwt

� �

PW
w¼1 exp dTwtþ j

vwt

� � ð3Þ

To measure the context wtþ j is more biased to the left or right of the target word wt,
where W denotes the total number of words in the corpus. vw represents the word
vector, and d represents the direction vector of each word in the context [9]. Moreover,
the g function has similar update strategy to the negative sampling technique: increase
the probability of positive samples while reduce the probability of negative samples.

The final softmax function of DSG model is added to formula (2): f wtþ j;wt
� � ¼

p wtþ jjwt
� �þ g wtþ j;wt

� �
.

We use the open source word vector published by the Tencent AI Lab. Using
Chinese Wikipedia redirection (synonym) entity pairs as test data, total 22797 pairs, by
computing the cosine distance of entity pairs to characterize the result of the entity
alignment. In our experiment, the accuracy of entity alignment results is obtained by
setting different thresholds of similarity. From the experimental results, when the
threshold of similarity is set to 0.65, the accuracy rate of entity alignment as high as
91.67%. However, as the threshold continues to increase, the accuracy rate of entity
alignment reduced, and when the threshold is set to 0.85, the accuracy rate becomes
reduced to 45.26%.

BERT Model BERT addresses the Generative Pre-trained Transformer unidirec-
tional constraints by proposing a new pre-training target. Model named “masked
language model” (MLM) [10]. The masked language model masks randomly some of
the tokens from the input, and predict the original vocabulary id of the masked word
based only on its context [11]. Furthermore, BERT adds an additional sentence-level
continuous prediction task on the basis of bidirectional language model, aiming at
predicting whether the text at both ends of the input is continuous text. As a result,
BERT representations are fine-tuned with just one additional output layer to create
state-of-the-art models for a variety of tasks, without substantial task-specific archi-
tecture modifications [11].

We achieve entity alignment by using Google’s pre-training BERT (BERT-Base,
Chinese) model based on character level to get the word vector of entities. 22,797 pairs
of Chinese Wikipedia entity pairs are extracted by us and HIT IR-Lab Tongyici Cilin
(Extended) dataset, that are used for experimental data. When the thresholds are set to
0.65, 0.70, 0.75, 0.80 and 0.85, respectively, the accuracy of entity alignment is more
than 99%. We also conduct a comparative experiment with the three models mentioned
above. For a fair comparison among different models, we use same dimension size for
all word embeddings, and discard the rare words that appeared less than 5 times in the
training corpus. For learning rate η, its initial value is 0.025. The window size and
negative samples are both set to 5. The experimental results are shown in Table 2.
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From the experimental results, compared with SG and CBOW models, DSG model
adds an additional position vector to represent the relative position of target words in
the given context, which improved the accuracy of semantic representation of word
vectors. BERT model through pre-train deep bidirectional representations by jointly
conditioning on both context in all layers, obtains state-of-art results on accuracy of
semantic representation of the word vector. All these ideas have reference significance
for us to study entity alignment.

2.3 Knowledge Completion

In the process of knowledge completion, the work we have done is mainly to complete
the infobox properties of entities. Infobox properties is a form of knowledge, which is
used to summarize the features of entities [12]. As the properties extracted from zhishi.
me and CN-DBpedia are limited, we extract the properties related to tourism entities
from the unstructured network text to complete the infobox properies. We use regular
expressions in Python scripts to extract entity properties information from tourism-
related sites (e.g. wikivoyage), mainly by making rules manually.

3 Construction of Chinese Domain-Tourism Ontology
and Application Platform

To acquire structured knowledge, it is necessary to construct the ontology. By sum-
marizing the concepts, properties and relations in the data, we determine the category
structure of the domain-tourism ontology, combined with the ontology construction
method of Stanford university, “seven-step method”, and use the ontology editing tool
Protégé to complete our Chinese domain-tourism ontology construction.

Furthermore, the ontology saves in RDF format. RDF data usually appears in form
of triples (S, P, O), i.e., (subject, predicate, object). An entity is usually described by
multiple triplet information, so an entity triplet information can form an RDF directed
subgraph, each triple is represented in the graph as “node-edge-node” relation-
ship. Neo4j is a graph-oriented database whose primitives are nodes, relationships, and
attributes. In this paper, we create a mapping between the labels of RDF data and the
Neo4j database, store the RDF data in the Neo4j graph database.

Table 2. Accuracy of using different models in entity alignment. CWEP represents Chinese
Wikipedia entity pairs dataset and HTTTCL represents HIT IR-Lab Tongyici Cilin (Extended)
dataset.

SG CBOW DSG BERT

0.65 0.58583 0.808177 0.522655 0.741696 0.902535 0.916743 0.99698 0.998947
0.7 0.482811 0.727069 0.439567 0.664587 0.808676 0.85599 0.99547 0.997894
0.75 0.369222 0.623766 0.347652 0.566432 0.767733 0.767733 0.997456 0.997456
0.8 0.259698 0.500329 0.246911 0.446793 0.690393 0.634031 0.994425 0.997061
0.85 0.151336 0.355442 0.150288 0.301582 0.358107 0.452603 0.987805 0.996008

CWEP HITTCL CWEP HITTCL CWEP HITTCL CWEP HITTCL
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Finally, we developed a domain-tourism knowledge application platform based on
knowledge graph. The main functions are as follows: (1) Visualize the urban tourism
heat and color depth represents the heat of tourism; (2) Semantic search: combine the
knowledge base to parse the entities entered by users, so that users’ intentions can be
more accurately understood, and entity overview can be given in the form of knowl-
edge cards; (3) Providing tourism-domain knowledge service, in which the specific
scenic spots will display the deep knowledge information such as history, culture,
geography, climate, sightseeing route, food, accommodation, etc.

4 Conclusion and Future Work

In this work, after information extraction, we introduce neural network for represen-
tation models to get the word vectors of the tourism entities, which are used to achieve
the purpose of entity alignment. Combined with other knowledge graph technology we
build the domain-tourism knowledge graph and develop a knowledge application
platform.

This paper is beneficial exploration and practice from tourism information service
to tourism knowledge service. In the future, in-depth research will be conducted on the
aspects of question answering, accurate tourism entity links and automatic construction
of tourism ontology, and recommendation systems.
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Abstract. Nondestructively detecting the damage change is important for the
protection of the earthen ruins. How to effectively detect the subtle changes in
earthen ruins is an urgent problem to be solved. In our paper, we use the
difference and the log-likelihood ratio method to create a difference image,
which can effectively avoid the influence of noise. Then the orthonormal
eigenvectors are extracted through principal component analysis (PCA) of non-
overlapping block set to create an eigenvector space which is mapped to each
vector in turn to form a feature vector space. The feature vector space is par-
titioned into two clusters according to the feature vector approximate degree by
using fuzzy c-means (FCM) clustering. The experiment results on the images of
Hanguangmen earthen ruin show that this method can find the changing area
simply and efficiently.

Keywords: Change detection � PCA � FCM clustering � Earthen ruins

1 Introduction

As a typical earthen ruin, the Tang Imperial City Wall is an important part of Chinese
civilization. In order to protect the earthen ruin, it is important to assess the damage
severity of the earthen ruin. So how to nondestructively detect the damage of earthen
ruin is a big challenge in earthen ruins protection. The use of images to detect changes
in earthen ruins provides us with an effective way [1]. Thus how to detect damage
change accurately and effectively becomes an urgent problem to be solved.

The change detection technique identifies regional variations by comparing image
changes at different times but in the same region. For different detection target objects,
the current detection method can be divided into Pixel-Based Change Detection
(PBCD), Object-Based Change Detection(OBCD) and mixed change detection Method
(Hybrid Change Detection, HCD) [2–4]. PBCD generates a difference map with a
single pixel as a basic processing unit and classifies the difference map. They are
greatly affected by the inherent speckle noise of the image, and the detection accuracy
is limited [5].
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Turgay Celik proposes a method for unsupervised change detection images change
using principal component analysis(PCA) and k-means clustering [6]. Orthonormal
eigenvectors are extracted through PCA non-overlapping block set to create an
eigenvector space. The change detection is achieved by partitioning the feature vector
space into two clusters using k-means clustering. However, the difference image is easy
to be affected by noise and the robustness of change detection is limited.

Leng et al. propose an improved hybrid change detection method to improve
detection accuracy [7]. The method firstly uses the pixel-level change detection method
to extract the initial change region. The difference map is generated by the average
likelihood ratio [8]; then the fuzzy clustering (FCM) is used to change The SAR images
are divided into three categories.

MAY Stéphane proposes an original method for transforming transform detection
problems into multi-temporal image sequences [9]. The original sketch of the image is
implemented using the improved Perona-Malik filter algorithm [10]. This method can
effectively remove the edge noise information for the change results. Then, an appli-
cation for change detection is proposed. Damage changes such as weathering in earthen
ruins are slow, which often lead to subtle changes in two images of the same object at
different times. So for the image of earthen ruins, the above methods are not suitable for
detecting subtle change.

we propose an improved change detection method based on PCA and FCM clus-
tering algorithm. Using the weighted difference image constructed with multi-temporal
images, our method can automatically analyze the change of difference image. The
difference image combines difference and the log-likelihood ratio value of the two
images. Eigenvectors of pixel blocks from the difference image are extracted by PCA.
Subsequently, a feature vector is constructed for each pixel in the difference image by
projecting the pixel’s neighborhood onto the eigenvectors. Then, the image can be
divided into unchanging regions and different changing regions by FCM clustering. In
order to avoid the edge effect, we also perform custom operator filtering on the clas-
sification results to obtain the final change detection results. Finally, we verify the
effectiveness of our method through experiments.

The main contributions of this paper are:

(1) An improved image change detection method is proposed. We use PCA to extract
the weighted difference image main feature vector to form the vector space.
The FCM method is used to classify the vector space to form the change image.

(2) The proposed method can be effectively applied to most images with weakly pixel
changes and it has strong anti-noise performance.

2 Change Detection Based on PCA and FCM Clustering

Our method is mainly divided into three parts. Firstly, the difference image and feature
vector are obtained. The next step is to construct the spatial feature vector. Finally, the
change image is obtained by clustering. The area of change is calculated according to
the size of the region.
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2.1 Weighted Difference Image

In general, the difference image has the absolute-valued differences of the intensity
values of the corresponding pixels of the grayscale images, Xd1 ¼ X1 � X2, X1 repre-
sents the initial reference image, X2 represents the changed image.

However, the difference image obtained by the direct difference method has poor
robustness. The ratio calculation is more suitable for the statistical characteristics [11].
Therefore, we use the local average logarithmic likelihood ratio change detection
operator to generate the difference image Xd2 and use the small blocks to replace the
local homogenous region [12]. The simplified calculation formula of the average
logarithmic likelihood ratio can be expressed as:

xd2ði; jÞ ¼ K ln

P

ðm;nÞ2Vi;j

X2ðm; nÞ
P

ðm;nÞ2Vi;j

X1ðm; nÞ ; ð1Þ

where V represents the local neighborhood pixel set of the pixel ði; jÞ within the
W1 �W1 blocks(W1 typically takes a value of 5). K is the amplification factor, and map
image pixel values to [0, 255].

In order to ensure the accuracy of the difference and to avoid the influence of noise,
we carry out the weight ratio fusion image according to the degree of image change.

Xd ¼ xXd1 þð1� xÞXd2; ð2Þ

where x represent the weight of Xd1, 0�x� 1. It has been found through testing that
the greater the degree of image change, the better the direct difference effect, and vise
visa.

2.2 Building the Feature Vector Space (FVS)

The next step is partitioning into W2 �W2 non-overlapping blocks, where W2 � 2,
generally take odd numbers. Consequently, let Xdði; jÞ ¼ fxdðm; nÞjðm; nÞ 2 Vi;jg be
W2 �W2 difference image block referenced by coordinates ði; jÞ. Notice that ði; jÞ is not
continuous, and our default image can be divided equally by the block. Using the
ordering of row-by-row extraction elements, the row vector formulation xdði; jÞ can be
obtained. For a M � N matrix, we can convert it into a matrix of R ¼ ðM � NÞ=ðW2 �
W2Þ rows and C ¼ W2 �W2 columns. The average vector of the set is defined by

/ ¼ 1
R

XR

i¼1

xid ð3Þ

Each vector differs from the average vector by the vector Di ¼ xid � /. We use
PCA to find a set of N orthogonal normalized vectors and their associated scalars.
Orthogonal vector is defined as:
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N ¼ 1
R

XR

i¼1

DT
i Di ð4Þ

The vector ni and k the corresponding scalars are the eigenvectors and eigenvalues
of the covariance matrix, respectively. We arrange their eigenvalues in descending
order, take the eigenvector nimax corresponding to its largest eigenvalue. Finally, pro-
jecting the nimax of each row vector xdði; jÞ to construct feature vector space Fd . Every
row vector in Fd be calculated by fi ¼ nTimaxDi, 1� i�R. The new feature vector space
is defined as:

Fd ¼ ½f1; f2; . . .; fR�T ð5Þ

2.3 FCM Clustering and Change Image

The feature vector contains important information about pixel change. We need to
group the pixels into two disjoint classes. When dealing with the data stream, inheriting
the approximate degree matrix can make traditional FCM more effective for data
stream [13].

For FCM clustering, the mean value of the difference image intensity is taken as the
first clustering center C1. The shortest distance between each pixel point and the nearest
cluster center is calculated. The new pixel point is selected as the new center according

Fig. 1. The original image data and the change detection result are shown in the figure. (a) is the
original image in September 2017, (b) is the new image in November 2018, (c) change result
image with our method, (d) is the true map image, and red pixels represent the change parts in
actual wall area.
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to the probability distribution disði; jÞ2=Px2X disði; jÞ2 until cluster center points C2 are
selected. The approximate degree of every pixel can be calculated by:

uijðkÞ ¼
1

½d2ðxij; c1Þ=d2ðxij; c1Þþ d2ðxij; c1Þ=d2ðxij; c1Þ�1=ðm�1Þ ; ð6Þ

where uij represents the approximate of the pixel sample xij to C1, m stands for
ambiguity, and d is Euclidean distance. The fuzzy index m takes a value of 2, the
tolerance error e ¼ 0:0001.

After the iteration, the data is assigned to different classes according to an
approximate degree. In the difference image, the cluster with lower average value is
assigned as the unchanged class and another cluster is assigned as change class. We can
build a binary image to show the result of the change detection. In order to eliminate
the edge effects during image processing, we perform edge etching on the output
image. The structural elements used for the etching operation use a 5� 5 square
structure element that a center diamond area value is 1 and a corner edge area is 0.
Finally we output our results of the change results.

3 Experimental Results

In order to nondestructively detect the damage of earthen ruins, we have monitored the
wall surface of Hanguangmen earthen ruin of the Tang Imperial City Wall with
cameras twice a day since September 2017. We get 700 images of Hanguangmen
earthen ruin at different times while in the same positions. In our experiments, we took
two pictures before and after the change in two years. The typical parameters of block
size is 5� 5, different weight x ¼ 0:8. We compare it with the method in [6] and
evaluate it from the effects of change and robustness.

We describe the effects of our algorithm from an analytical and quantitative per-
spective and verify the effectiveness of the proposed method with these images.

Figure 1(a) and (b) are the reference image and the change image (size 1200� 650)
in the same area of Hanguangmen earthen ruin in September 2017 and November 2018
respectively. There are some subtle changes in the two images at different periods due
to the destruction of the natural environment. Figure 1(c) is the final image change
detection result. White parts indicate the change area, we can observe the change of the
earthen ruin. Figure 1(d) is the change map image, and red parts represent the change
area of Hanguangmen earthen ruin. By observing the results of the experiment, we can
observe that the changing area is located at the edge of the damaged area. This follows
the general rule of destruction of earth ruins. We can combine disease environment
information with the degree of change in each region to regulate the environment and
protect the severe areas.

We also measure the size of the change area according to the image size. The
proportional relationship shows that the size corresponding to each pixel is about
0.07 cm2. Therefore, according to the number of changed pixels, the area of the change
area can be estimated to be 678.72 cm2.
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In order to verify the robustness, we use the original algorithm as a comparative
quantitative analysis of the ability to resist noise. We use the peak signal-to-noise ratio
(PSNR) to detect noise immunity. It is often simply defined by mean square error
(MSE). If two M � N gray images I and K of noise approximation, then their mean
square error is defined as:

PSNR ¼ 10 � log10ð
A2

MSE
Þ;MSE ¼ 1

MN

Xm�1

i¼0

Xn�1

j¼0

jjIði; jÞ � Kði; jÞjj2: ð7Þ

where A is the image maximum intensity. We set it to 1.
We use the original image X1 and the changed image X2 to generate a change image

CI1. Then we add noise generation to the X1 image and generate a change image CI2
with X2. The degree of difference between CI1 and CI2 is defined as:

& ¼ 1� 1
A2

1
MN

Xm�1

i¼0

Xn�1

j¼0

ðCI1ði; jÞjjCI2ði; jÞÞ : ð8Þ

where (CI1jjCI2) stands for “and” operates. If CI1 ¼ CI2, CI1jjCI2 ¼ 1. Otherwise,
CI1jjCI2 ¼ 0.

As shown in Fig. 2, it is a curve of algorithm comparison. we perform an anti-noise
contrast experiment on the proposed algorithm and other algorithms. In Fig. 2(a), we
compare our method with the methods [6, 14] by using zero-mean Gaussian noise. In
Fig. 2(b), we make a speckle noise comparison with the [6] method. It can be seen that
our method has better performance than that in [6, 14] when the PSNR value becomes
large. It can be observed that the experiment of our improved algorithm is significantly
better than the original algorithm and can better adapt to the images of earthen ruins.

(a) 0-means Gaussian noise (b) speckle noise

Fig. 2. Anti-noise experiments result are performed on the images, D represent similarity after
adding noise. (a) is a 0-means Gaussian noise comparison, and (b) is a speckle noise comparison.
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4 Conclusion and Future Work

In this paper, a change detection method is proposed to detect the change in the image
of earthen ruin. We use PCA to extract the relevant principal components and
orthogonalize it to the vector space of each pixel of the difference image. Then we use
the FCM algorithm to estimate the relationship between pixel and cluster center. The
proposed method can effectively detect the change regions. We compare our method
with other algorithms with different noise. The experiment results show that our pro-
posed algorithm performs better than that of the compared methods.

Our future work will focus on the relation between change and disease factors to
identify associated patterns of different diseases and image changes. Secondly, it is also
a research direction to borrow deep learning methods to do trend prediction.
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Abstract. The aim of this paper is to find the optimal design for tiny YOLO2 in
an embedded system environment. Our focus is to rebuild the given YOLO2
code and to find the optimal design parameters in order to maximize the speed
using the light-weight GPGPU in a target embedded environment. To maximize
the YOLO2 performance we used OpenCL framework while utilizing the
embedded GPGPU and tried various aspects of OpenCL design parameters such
work item, work group, and resulting in reducing the global memory access
overhead and maximizing computing load balancing between computing units
under constraints including local memory resources and computing resources.
Our experimental results show that the overall performance enhancement is 18.2
times compared to the naive implementation.

Keywords: High-Performance Computing � OpenCL � YOLO �
Embedded System � Parallel/Distributed System

1 Introduction

DCNN (deep convolutional neural network) is one of deep learning networks that is
known to be suitable for object recognition based on image data [1, 2]. However,
DCNN requires high computing resources and demands longer time and energy con-
sumption even in prediction phase as well as training phase. Many researches have
tried to solve this problem by using GPGPU and FPGA accelerators [3, 4]. One of
recent trends in object recognition is that DCNN prediction is required in various
embedded systems such as vehicles, mobile phone, and surveillance cameras to achieve
edge computing where recognition should be performed on the nodes, not on the
remote servers. In this paper, under the tight constraints from an embedded system, we
have optimized the tiny YOLO2 [5] that is a popular DCNN open source for object
detection and location. We tried to increase the memory efficiency with the limitation
of a small amount of local memory in the embedded GPGPU system by utilizing
blocking techniques [6, 7]. We implemented the methods to adjust the design
parameters including workload for each computing units of embedded GPGPU to do
fine tuning global memory and local memory accesses.
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2 Background

2.1 OpenCL

An OpenCL application consists of a host program and kernels. The host is a program
that manages logic and data for parallel processing, and kernels are functions that
execute parallel computations on device such as GPGPU. The host launches the kernels
once it is ready to process data, and the kernels execute parallel computations. A PE
(processing element) is the smallest physical unit that performs computation. Each
work item is executed on the same PE, and every work item has its own private
memory that other work items are not allowed to access. A CU (computing unit)
consists of several PEs, and each work group is executed on the same CU. A work
group has a local memory which all work items belonging to the same work group
share. Global memory is an off-chip memory of device that allows access to all work
items. This OpenCL memory model is illustrated in Fig. 1. One of GPU computing
optimization techniques is to minimize the global memory accesses [8].

2.2 Our Target DCNN: YOLO Network

DCNN is a generally used deep learning model that is applied to object recognition.
DCNN consists of many neural network layers, and each layer in DCNN detects
features of objects. Due to the large number of layers and high complexity of each layer
DCNN requires a number of parameters and needs a number of data movements
between local and global memories. The application network used in this paper is the
tiny YOLO [6] that has total of fifteen layers and has three types of layers: convolution,
max-pooling, and fully connected. Tiny YOLO in this paper is implemented by
“darknet” framework and can classify twenty different object types.

Fig. 1. OpenCL memory model
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2.3 Our Target Board: R-Car H3

The embedded platform with GPGPU we used is R-car H3 from Renesas which targets
automotive information processing. This platform has 10 CPU cores, IMG PowerVR
GX6650 GPU supporting OpenCL v1.2. we implemented the tiny YOLO2 with
OpenCL v1.2 on this embedded system. The program should be optimized in different
way from PC environment because of the small amounts of local memory and CUs
provided from this platform. Specifications of the board are shown in Table 1.

3 Accelerator Design Optimization Techniques

3.1 Blocking in Image Convolution

Efficient usage of memory and distribution of kernel’s work are required to maximize
the performance of GPU. In order to achieve the maximum performance of GPU, we
used blocking method. Blocking is a method of finding the optimal memory structure
size for memory reuse. Matrix multiplication algorithm using blocking method was
introduced in [6, 7], and we used the blocking method for image convolution opera-
tions. Reusability of data is necessary due to the memory hierarchy, and blocking
method allows re-usage of data in local memory.

Memory hierarchy of our computing platform consists of three levels: global
memory, local memory, private memory. Figure 2 shows blocking method in a part of
convolutional layer, and there are thirteen different parameters: Xi, Yi, C, Fw, Fh, Xo,
Yo, K, WGw, WGh, WIw, WIh, w, which represents input width, input height, input
channel number, Filter width, Filter height, output width, output width, output channel
number, work-group width, work-group height, work-item width, work-item height,
workload, respectively. Parameters Xi, Yi, C have subscript 0, 1, and 2 which represent
memory hierarchy. Parameters that are numbered with 0, 1, 2 uses private memory,
local memory, and global memory, respectively. Equation (1) is an expression for

Table 1. R-car H3 properties.

Category Properties

CPU Quad ARM Cortex-A53, Quad ARM Cortex-A53 and ARM Cortex-
R7 Dual lock-step

Memory LPDDR4-3200 (Bandwidth 128b)
GPGPU IMG PowerVR Series6XT GX6650
Number of GPGPU
Core

192 Cores

Number of Local
Memory

3068 Byte

Number of Compute
Unit

6

Max Work Group
Size

512
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obtaining one output value of Convolution. The Kernel code was designed based on the
equations in Eq. (1) to distribute the work to work-items. In addition, we set the work-
group size according to the size of the local and private memory of the device and the
size of output plane. We set the WIw, WIh and w variables to control the amount of the
work given to a work-item using the equation in Table 2. The parameters used in
Table 3 have a different value depending on the size of the Neural Network and the
board used, and the larger the memory size, the higher the memory efficiency. Also,
Fig. 3 shows the Hierarchical blocking of a single convolutional layer with the values
in Table 2.

Output k; y; xð Þ ¼
XC2�1

c¼0

XFh�1

b¼0

XFw�1

a¼0

input k; c; yþ b; xþ að Þ � weights k; c; b; að Þ; ð1Þ

where 0� x\Xoð Þ; 0� y\Yoð Þ; 0� k\Kð Þ:

3.2 Optimal Workload

In the blocking method above, one work-item is responsible for the computation of one
output node. However, we still have room for further optimization by making the
global memory access more efficient. In the output image, computing the values at the
same point on different planes requires exactly the same part of the input layer. In other
words, the output node at (ki, y, x) and (kj, y, x) refer to the same address of the input
layer for convolution operations. To take advantage of that, we utilized the concept of
workload to avoid the redundant accesses to the input layer. In this method, each work-
item, with given the workload w, is in charge of the computation of w output nodes.
Figure 4 shows how this method differs from the previous one. With the workload
concept, a work-item yields more than one output nodes as depicted in <case 2> of
Fig. 4, while without the workload just one value of the output pixel comes out from a
work-item as in <case 1> of Fig. 4. As a result, the application of the workload reduces
not only the number of accesses to the input layer but also the number of work groups

Fig. 2. Hierarchical blocking of a single convolutional layer
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to 1/w of the original number of accesses and work groups, which leads to the alle-
viation of the memory traffic. However, as this method brings lower concurrency, it is
necessary to find the optimal number of workloads depending on the specific device
and the specific application.

4 Experimental Results

4.1 Performance Analysis Blocking Technique

We firstly applied the GEMM technique which is generally used for the acceleration of
the convolution operations. However, it is only efficient in PC environment that has
enough amount of memory. Since the amount of memory is small in embedded system,
the image convolution with blocking method is faster because of less global memory
access. Figure 5 shows the time ratio of image convolutions by blocking method with
single core CPU, GEMM method with GPU acceleration, blocking method with GPU,

Table 2. Equation of the parameter in Tiny-yolo v2.

Parameter Size

Xi0 WIw � StrideþFw � 1ð Þ
Xi1 WGw �WIw � StrideþFw � 1ð Þ
Yi0 WIh � StrideþFh � 1ð Þ
Yi1 WGh �WIh � StrideþFh � 1ð Þ
Local memory Xi1 � Yi1 þ Fw � Fh � C1 � wð Þ
Private memory Xi0 � Yi0 þWIw �WIh � wð Þ

Table 3. Example of the parameter in Tiny-yolo v2

Xi0, Yi0 Xi1,Yi1 C0, C1 Fw, Fh WIw,WIh WGw, WGh w Xo1, Yo1

3 15 1 3 1 13 1 13

Fig. 3. Hierarchical blocking of a single convolutional layer in paper
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respectively. Our image convolution operation by blocking with GPU is 3.25 times
faster than CPU and 1.28 times faster than GEMM approach.

4.2 Exploring Design Space Further: Optimal Workload

The number of work groups, global memory accesses, and operations per work group
should be considered in order to decide the workload per work item. In our experiment,
all layers showed the maximum performance when the workload was eight. It is
noticeable that the overall computing time graph is convex function curve with minima.
We analyzed the reason of optimal point existence.

The change in the number of work groups and time consumed according to the
change of workload in the 13-th layer of tiny YOLO2 is shown in Fig. 6. As the
workload parameter increases, the number of work groups used in the kernel decreases,

Fig. 4. Optimization using workload

Fig. 5. Compare CPU, GEMM GPU and image convolution GPU time
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and the overall kernel time decreases up to a certain point (workload = 8) and bounces
back and slightly increase beyond the point.

The number of global memory accesses and the number of operations per work
group are shown in Fig. 7. The number of global memory accesses required by the
entire kernel is reduced by the inverse proportion of the workload, and the number of
operations required per work group is increased accordingly. As the workload per work
item increases, the number of work group decreases and the total memory access
latency decreases. However, the amount of computations per work group increases. As
the number of work groups decreases and the size of work group (number of work
items per workgroup) increases, the CU may not be used efficiently due to the optimal
computing load balance failure between CU. Therefore, the optimal number for the
workload that balances the number of work groups and global memory access delay

Fig. 6. Result time and number of work group in workload

Fig. 7. Result memory access and number of operation in layer 13
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time should be exist for each case. The embedded board we used had 6 CUs and found
that the best performance is obtained when the workload is 8.

5 Conclusion

We applied blocking and workload change techniques to optimize DCNN under
specific embedded GPGPU. Blocking is a method that uses small local and private
memory efficiently. Image convolution using blocking method is 1.28 times faster than
GEMM method. We also applied workload technique to reduce the number of global
memory accesses and optimize the memory delay time. The number of work groups
according to the number of CUs is also optimized. Using these technique, the overall
computing speed was 18.2 times faster than the computing speed with single CPU.

Acknowledgments. This work was supported by National program for Excellence in software
at Handong Global University (2017-0-00130) funded by Ministry of Science and ICT in Korea.
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Abstract. With the development of eye-tracking technology, existing studies
verified the effect of culture on eye movements. However, the detail of how the
different cultures, especially the different Asian cultures affect people’s color
preferences about products by visual attention remains in black box. In this
paper, we focus on the difference between Chinese and Japanese who have
similar but different cultures and try to identify their difference in visual
attention about color preferences when selecting goods by using eye-tracking.
The finding proves that people with different Asians cultures have different
viewing patterns when faced to select goods with different colors. The results
also indicate that culture as a factor does affect to ones’ evaluation of products.
The results can provide guidelines for products design or visual marketing
management.

Keywords: Eye-tracking � Eye-movement analysis � Color preferences �
Cultural variation

1 Introduction

Color is a powerful tool to attract a subject’s attention, and to bring out the desire to
consume [1]. Since people’s color preference may affected by culture and geographical
factors [2], many studies on color preference of culture have been done. However, prior
studies usually see Asians to be holistic [3] and did not considered the difference of
eye-movements among the people who similarly living in Asia, such as the Japanese
and Chinese. Thus, in order to render the visual marketing efforts, it is important to
identify whether the difference exists between these “similar foreigners” and locals in
eye movements on product color design.

In this paper, we focus to identify the difference of Chinese and Japanese people in
visual attention when selecting goods which used different color strategy by using eye-
tracking. The scientific significance of our study is to provide a clear influence paths of
different cultures on the color preferences by identifying the role of eye movements in
this process. Different to the prior studies which focus on the difference between
Westerners and Asians, this paper provides a smaller range to discuss the difference
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between Chinese and Japanese who have similar but different cultures in a visual
attention level. The use of eye-tracking data is helpful for managers to visualize the
process of users’ products selection, and the results of this study may provide guide-
lines for products design or visual marketing management.

2 Related Work

In recent years, based on the data collection by eye-tracking technology which enabled
us to accumulate the detailed information on individuals’ eye-based behaviors, existing
studies verified the effect of culture on eye movements. For instance, based on the
analysis of eye-movements data of American and Chinese participants while they
viewed photographs with a focal object on a complex background, Chua et al.
examined the possibility that the cultural differences arise from culturally different
viewing patterns when they are confronted with a naturalistic scene [3]. However, this
research sees Asians to be holistic and did not considered the difference of people who
have similarly living in Asia, such as the Japanese and Chinese people who have
similar but different cultures.

Color’s effects on human performance and cognitive interpretation provide
important evidence suggesting potential consumer reactions [4]. Prior studies find that
color influences on consumers’ related evaluation [5]. Many researchers had interest in
the studies related to the different visual attention about colors of Asia people. For
instance, based on the correspondence analysis of the choices of people from different
area of Asia, Saito’s research finds that different area (county) in Asia shows tendencies
for unique color preference by using questionnaires [6]. The reasons given for the
choices suggested that associative images based on environmental and cultural aspects
may have important influences on color preference. On the other hand, according to the
research of Lee et al. who utilized an eye-tracking experimental method to explore the
possible relationships between color preferences and characteristics of scan-path [7].
Their result find that people’s eye movement information does indicate to their color
preference. However, they did not discussion about the culture effect and the specific
effects on color preferences.

As a summary, prior researches indicated that color can influence people’s evalu-
ation about products, and according to the questionnaire survey, there are significant
differences among the various Asian people who have different cultures with respect to
the issues of color preferences. However, although previous studies have shown that
the difference exists in eye movement between westerners and east Asians, the detail of
how these different cultures, especially the different east Asian cultures affect cus-
tomers’ color preferences about products by eye-movements remains in black box.
Therefore, based on the prior research and the actual situation of our experiment
environment, the following two hypotheses are assumed.

H1. Subjects with different cultures have different eye movements when selecting
goods with different color strategies.
H2. Subjects’ culture as an influencing factor has effect people’s product evaluation
when selecting goods with different color strategies.
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3 Experiment Design

3.1 Design Concept

We focus on the difference between Chinese and Japanese in a visual attention level
when selecting goods. Based on the prior researches of eye-tracking in marketing field
[8], a universal model for eye-movement related experiments is applied to this study.
As shown in Fig. 1, according to this universal model, the influencing factors for
people’s eye-movement can be grouped into two types of factors, the top-down factors
and the bottom-up factors. The top-down factors are these from subjects which will not
change with the experiment environments, such as age and gender. On the other hand,
the bottom-up factors are part of experiment environments, such as various color
stimuli from products’ pictures. Both types of factors will affect eye-movement metrics
(average fixation duration, visit count, etc.), and finally lead to the downstream effects,
which will be the score of color preference in this study.

In this study, we plan to collect the eye-movement data from Chinese and Japanese
customers who have similar but different cultures at an emulated in-store environment
through laboratory experiments by using the eye-tracker device (Tobii Pro glass II).
Ten Japanese college students and 30 Chinese overseas students are invited as the
experimental participators to test their eye movements when facing to select goods with
different color strategies.

3.2 Definitions of Measures

Except the culture and other demographic data such as gender and age, we defined the
measures used to our experiment as follows.

Fig. 1. The basic model of our experiment.
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Color Definition. To distinguish the effects of different colors, we used for data
collection in the research were five kinds of product categories, include confectionery,
cosmetic, clothing, medicine and electrical products which are kinds of goods cate-
gories that Chinese people like to buy when they travel to Japan [9]. In order to
simulate the scene where customers choose products, each product was represented
eight times in eight different NCS colors, include R, Y50R, Y, G50Y, G, B50G, B and
R50B. Eight blocks in each experiment, and each block contains1 image of the product
with a color applied on it. Each block will be given a different AOI (Area of interest)
for eye-movement analysis. Their Numbers will be defined from A to H with corre-
sponding virtual variables.

Eye-Movement Measures. For each AOI, based on the prior studies and our analysis
software of our eye-tracker device, we use six measures to describe one’s eye-
movement. Include Total Fixation Duration (TFD), Fixation Count (FC), First Fixation
Duration (FFD), Total Visit Duration (TVD), Visit Count (VC), Average Fixation
Duration (AFD) and Average Visit Duration (AVD), which can be obtained directly
through analysis software of Tobii II.

Product Evaluation Score (PEScore). After each experiment, subjects need to give a
subjective ranking of preferences for 8 colors. The results will be calculated as a score
to describe the evaluation to this type of color. For example, in one experiment, for the
AOI “A” with color B (Blue), if the subjects’ favorite top 1 color is also blue, the score
for AOI “A” will be 1, which means the higher the score, the less the subject prefer this
color.

4 Analysis and Discussion

In this section, to investigate the detail of how east Asian cultures affect subjects’ color
preferences and possible influencing factors, after the data cleansing and normalization
process, related statistical hypothesis tests and regression analysis are presented. For
the data collected by eye-tracker glasses (Tobii II) in the experiment, we got totally
2296 sets of records for all subjects, after pre-processing. The average time of each
experiment record is almost 29.2 s.

Hypothesis H1 claims that subjects from different country may have different eye-
movement measures when selecting goods with different color strategies. To test this
hypothesis, Mann-Whitney U Test is applied as the non-parametric test.

As shown in Table 1, results indicate that between Chinese and Japanese, the
difference of eye-movement measures are significant (p-value < 0.01), expect the
measure of FFD (First Fixation Duration, p-value = 0.553 > 0.05). For most of eye-
movement measures, Chinese people have a higher level than Japanese people (z-
value < 0). Test result provides evidence for H1 that people have different East Asians
cultures have different viewing patterns when faced to select goods with different color
strategies. H1 is partly supported.
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To test H2 hypothesizes, in order to obtain the specific influencing factors affecting
subjects’ products evaluation, based on the data we collected including demographic data
(culture, gender, age, etc.), products categories (1–5) and color data (products color A–H)
and eye-movements data (TFD, FC, FFD, TVD, VC, AFD, AVD), the forward stepwise
regression analysis be applied with the PEScore as the dependent variable.

As shown in Table 2, the results showed that the PEScore was estimated by VC,
color A, B, C, D, F(Sig. < 0.01) and culture (Sig. < 0.05), r and R2 were 0.397 and
0.158, respectively. Results shown that the factor of culture as an independent variable
does affect to the PEScore, even though the effect is small, products may have a higher
score (which means a lower preference) when the subjects come from Japan. H2 is

Table 1. Comparison of eye-movement measures.

Group N Mean rank Sum of U Z P

TFD Chinese 1770 1191.33 432731.50 315361.500 −8.904 .000**

Japanese 484 894.07 2108653.50
FC Chinese 1770 1173.20 464824.50 347454.500 −6.389 .000**

Japanese 484 960.38 2076560.50
FFD Chinese 1770 1131.75 538179.00 420809.000 −.594 0.553 n.s.

Japanese 484 1111.94 2003206.00
TVD Chinese 1770 1188.44 437847.00 320477.000 −8.501 .000**

Japanese 484 904.64 2103538.00
VC Chinese 1770 1177.87 456559.50 339189.500 −7.055 .000**

Japanese 484 943.30 2084825.50
AFD Chinese 1770 1173.10 460683.50 343313.500 −6.638 .000**

Japanese 484 951.83 2071691.50
AVD Chinese 1770 1161.34 483635.00 366265.000 −4.859 .000**

Japanese 484 999.25 2053243.00

*p < 0.05, **p < 0.01, n.s.: not significant

Table 2. Results of forward stepwise regression analysis.

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) 3.018 .143 21.140 .000
VC 1.839 .165 .237 11.124 .000
F 1.119 .147 .163 7.592 .000
C .762 .146 .110 5.215 .000
D .631 .150 .089 4.217 .000
A −.772 .150 −.110 −5.160 .000
B −.754 .145 −.110 −5.201 .000
Culture .227 .110 .041 2.065 .039
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supported. In addition, VC as the factor have the largest weight, which means that if a
subject will look at a product more than once when he/she did not prefer its color.

5 Conclusion

This paper provided a smaller range to discuss the difference between Chinese and
Japanese who have similar but different cultures in a visual attention level when faced
to select goods with different color strategies. Through statistical hypothesis tests and
stepwise regression analyses, our study proved that except the measure of FFC, sig-
nificant difference exists between Chinese and Japanese people on eye-movement
measures. Our finding also proved culture as a factor has influence people’s product
evaluation. Moreover, our work finds that if a customer looks at products more than
once, it may mean he/she did not prefer its color.

The finding of the study may be helpful to visualize the process of user’s goods
selection, and the results may help mangers to better understand the effects of color of
products on different culture users which can provide guidelines for their products
design or visual marketing management.

As for our future work, we will further improve the experiment with more
influencing factors and try to use the technology of machine learning to predict cus-
tomers’ evaluation of the product based on their eye-movement measures.

Acknowledgments. This work was supported by 2018 Waseda University Grants for Special
Research Projects with No. 2018S-166.
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Abstract. The smart speaker provides users with useful functions such as
music playback and online search with simple operation. However, since smart
speakers always wait for the user’s voice, if they are exposed to security threats,
serious problems can occur such as eavesdropping and privacy disclosure.
Therefore, in order to provide improved security for of all smart speakers, it is
necessary to identify potential security threats and systematically investigate
vulnerabilities. In this paper, we perform security threat modeling for four
products with high market share. STRIDE threat modeling was used to make a
checklist for systematic vulnerability checks and the checklist was used to check
vulnerabilities of commercial devices. Here, we propose a new method to
improve the security of smart speaker through the analysis of the vulnerability
check result and the vulnerability of each product.

Keywords: Smart speaker � Threat modeling � STRIDE

1 Introduction

Smart speaker is a voice recognition platform that if a user delivers a voice command,
artificial intelligence recognizes the voice and performs specific functions such as
music playback, alarm setting, and Internet search. The smart speaker provides various
useful functions and therefore, market size is growing rapidly [1]. However, smart
speakers listen to the user’s voice while waiting for input such as “Alexa” and “Ok
Google”, so if they are exposed to security threats, serious problems can occur such as
eavesdropping and privacy disclosure. For example, recently, privacy was delivered
from a person to another due to the malfunction of the smart speaker [2].

In this paper, we selected several security threat models suitable for smart speakers
to make checklist [3] for systematic vulnerability checks. After checking the vulner-
ability of the commercial devices using the checklist, we propose how to improve the
security level of smart speakers by case studies. Devices with high domestic and
foreign market share due to high security level are chosen as models.
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2 Related Works

Threat modeling is a method to identify the overall security threats of a product using
an organized structure. It is used to identify and remove vulnerabilities that may occur
during the designing of the Security Development Lifecycle (SDL) to enhance security
level. Additionally, it is one of an mitigation strategies for security threats to reduce
latent damages [4]. We selected four well-known threat models and compared them to
select suitable models for smart speakers. The contents are the same as Table 1.

All the threat modeling methods presented above classify and mitigate the threats,
but each method approach to threats from different perspectives. However, STRIDE is
the best approach to smart speakers if you consider analysis focus, analysis viewpoint,
and documentation support for the threat model. It is well documented for security
threats, and identifies security threats at the design step, and categorizes security threats
from a S/W vulnerability viewpoint.

Meanwhile, The existing researches on improving security of smart speakers have
been performed limitingly based on the personal experiences.

Hyunji Chung et al. described potential threats of Amazon Echo in four categories.
The four categories contained disclosure of the firmware update of the wireless device,
disclosure of a voice file to the cloud server, the sniffing of a transmitting data between the
smart speaker and the server, and the risk of controlling the smart device through arbitrary
voice command transmission [9]. However, this paper describes simple and general
threats that are predictable, and studies on the security threats were not deep enough.

At DEFCON 26, the Tencent Blade Team proposed that for MIIO and Amazon
Echo, possible threats can be occurred by disclosure of authentication tokens and
firmware acquisition. In this study, by attacking the certain part of the smart speaker,
possibility of a remote control attack was shown [10]. However, since this paper did
not consider comprehensive security enhancement for the smart speakers, only limited
solutions for specific function of the device were proposed.

Table 1. Comparison of threat modeling.

STRIDE [5] Trike [6] LINDDUN [7] PASTA [8]

Analysis focus Design Requirements Design Requirements
Analysis viewpoint Software

Vulnerability
Risk management
for Asset

Privacy Risk management
for Business

Identification of
system element

Data Flow
Diagrams

Data Flow Diagrams
& Use Flows

Data Flow
Diagrams

Data Flow
Diagrams

Threat
determination
methodology

STRIDE Actor, Asset, Action
matrix

LINDDUN Threat-attack
scenarios

Complexity Medium High High High
Documentation and
support

Very good Bad Good Good

Last update 2018 2012 2014 2015
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3 Deriving Security Evaluation Criteria for Smart Speakers

3.1 Deriving Data Flow Diagram

We selected STRIDE as model system to identify threats in terms of vulnerability. To
figure out the structure of the smart speaker DFD (Data Flow Diagram) was used.
Since DFD shows the data flow of Entity, Process, Data Store, and Data Flow by
visualization, it is easy to identify attack point and method if described accurately.
The DFD description of smart speaker is shown in Fig. 1.

3.2 STRIDE Threat Modeling

STRIDE. It is possible to identify the threats of each component with STRIDE
because the components of the DFD have their own potential threats. For a detailed
explanation of STRIDE, refer to Appendix: STRIDE.

Attack Tree. To systemize all security threats, Attack Tree was visualized (Fig. 2).
using Attack Library, a detailed threat lists for security threats and analysis targets,
created with STRIDE. Refer to the Attack Tree, attack on smart speaker can be cate-
gorized into four types. Data acquisition, data modulation, denial of service attack, and
speaker control.

Fig. 1. Smart speaker data flow diagram

Fig. 2. The attack tree of the smart speaker
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3.3 Vulnerability Checklist

Generally, when checking the vulnerability of a device, analysts or experts use their
own know-hows or well-known checklist.

Table 2. A part of smart speaker checklist

Type Surface No Detail Threat No

Application Authentication
Policy

A1 Check number of login attempts limit T11, T60,
T61

A2 Confirm password rule settings, including
password length and special symbols,
alphanumeric characters

T11

A3 Confirm of privacy exposure T6, T9, T58
A4 Confirm of authentication related

information (cookies, session values,
tokens, etc.)

T5, T8, T10,
T59

APP
Permission

A5 Confirm unnecessary permission requests
for APP behavior

T70, T71

Apply
Encryption

A6 Check APK source code obfuscation T70, T74
A7 Communication data encryption check T58, T59

Network Port Scanning N1 Open port check T68, T71
N2 Identify unnecessary management ports T68, T71

Packet Sniffing N3 Confirm whether sensitive information is
encrypted

T27, T32,
T33, T70,
T78, T86

N4 Acquiring sensitive information through
MITM

T6, T58,
T69, T70

N5 Confirm firmware acquisition T33
Packet
Transmission

N6 Verifies speaker control through arbitrary
commands or voice file transfer

T23, T24

N7 Confirm replay attack possible (user
account access, speaker function, etc.)

T23, T62

Hardware Check
Debugging
port

H1 Check UART port T68
H2 Check JTAG port T68

Firmware
Acquisition

H3 Firmware acquisition via UART/JTAG
port

T38, T39,
T71

H4 Firmware acquisition through flash
memory dump

T36, T39

Firmware
Modification

H5 Modify the firmware through the boot
loader

T38

System System shell
Check

S1 Confirm ID, password exposures for
administrators in the system shell

T68, T70

S2 Confirmation of general user’s access to
administrator shell

T68, T70
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However, since this approach cannot cover all areas of the object, it is difficult to
improve security level. Therefore, it is necessary to make a new checklist specialized to
the smart speaker in order to compensate for existing methods.

Attack vectors derived from STRIDE was distinguished into application, network,
hardware and system. Additionally, in order to verify the completeness of the checklist,
threats derived from each model was expressed in association with each checklist. The
results are shown in Table 2.

Up to date, all threats of smart speakers have been identified according to sys-
tematic procedures such as DFD, STRIDE. Checklist of all smart speaker-related
security threats and data collections being studied are included. These studies will
provide researchers or security analysts a method of complete security check.

4 Security Evaluation of Smart Speakers

4.1 Vulnerability Assessment Using Security Evaluation Criteria

In this chapter, we used the checklist derived from Sect. 3 to evaluate the security level
of A and B companies which are known to have high market share worldwide, and smart
speakers of C and D companies with high market share in Korea. Then, weaknesses of
each device have been compared and analyzed, and security threats are proposed.

The security evaluation environment was constructed similar to the actual one for
the fairness and reliability of contents and methods. First, the smart speakers are
updated to the latest firmware. The smart phone was installed the latest version of the
application related to the smart speaker. Arbitrary environment such as installing
malicious files and certificates were not considered.

Application. The evaluation results of the applications are shown in Table 3. The A1
and A2 were checked using the functions in the application, A3, A4, and A7 used data
sniffing and Man In The Middle (MITM) attack [11], A5 and A6 were checked by
static analysis of the application code.

(a) A3: During the log in process, ID and PW of user are exposed in the application
of A, C. Figure 3 shows the result. In case of company A, all the contact infor-
mation (name, phone number, etc.) are exposed when using Calling & Messaging.
Figure 4 shows user contact information taken.

Table 3. Evaluation results of
application type

Type No A B C D

Application A1 O O O O
A2 O O O O
A3 X O X O
A4 O O O O
A5 O O O O
A6 O O O O
A7 O O O O

Table 4. Evaluation results of
network type

Type No A B C D

Network N1 O O O O
N2 O O O O
N3 O O O O
N4 O O O X
N5 O O O X
N6 O O O O
N7 O O O O
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The application of each manufacturer was applied various protection techniques
such as protection policy for privacy, code obfuscation, encryption communication
using SSL, and pinning [12, 13]. However, some vendors have been vulnerable to
MITM, which could threaten the disclosure of privacy such as user account information
and contact information.

Network. The security evaluation results of networks are shown in Table 4. N1 and
N2 used port scanning, N3 and N5 used sniffing, N4 used MITM, N6 used the APIs
found from application code analysis, and N7 was checked by intercepting the packets
and retransmitting them.

N4 is vulnerable to information disclosure due to MITM attack, and N5 is vul-
nerable to firmware update that is updated wirelessly. The results are as follows.

(a) N4: Device of company D can send a voice to smart speakers using application.
By the vulnerability check, our group found that it was possible to obtain the
voice data of the user transmitted from the application to the device D as shown in
Fig. 5. If the user’s voice is disclosed, privacy can be taken to invade privacy.

(b) N5: With sniffing, it was possible to get updating firmware of the company D’s
device (Fig. 6). Most of the smart speakers check the device’s firmware version
periodically to update the wirelessly update. However, if the firmware is dis-
closed, an attacker is able to eavesdrop and take out privacy.

By checking the network communication of the application-server and smart
speaker-server, most devices from companies A to D have plans to counter security

Fig. 3. Exposure of ID, Password

Fig. 4. User contact information

Fig. 5. Exposure of voice data Fig. 6. Obtain firmware being wire-
less update
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threats such as avoid using of unnecessary ports, encrypted communication and pinning
using SSL. However, in case of company D, there was no encryption in certain
functions. In addition, as security plan for MITM was absent, it is possible to eavesdrop
and take out privacy.

Hardware. All the manufacturers removed means to access to UART and JTAG ports
to prevent smart speaker debugging, firmware acquisition and modification. Therefore,
checking every points of the system including the H4, H5 were impossible. As above,
if debugging port is blocked, in all smart speakers, it becomes difficult to acquire and
modify firmware, and access to the device file system will be difficult. Therefore,
hardware-related attacks seem difficult.

4.2 Comparison and Analysis of Smart Speaker Vulnerabilities

As a result of security evaluation of smart speaker by four manufacturers, the potential
vulnerabilities are shown in Table 5. In the checklist of applications, a vulnerability
was found in the privacy disclosure (A3) of the authentication policy. In the networks,
two vulnerabilities were found in packet sniffing MITM attack (N4) and firmware
acquisition (N5). Most of the selected devices were vulnerable to sniffing and MITM
attacks among the network attacks.

5 Conclusion

In conclusion, we have derived a new security evaluation criteria for smart speakers
using STRIDE to evaluate the security level of commercial devices. In selected smart
speakers, disclosure of privacy and disclosure of firmware and voice files of wireless
updating were found. Based on the results our group compare and analyse potential
threats of smart speakers and found MITM attack is possible in most devices.

MITM attacks are tricking MAC and IP to intercept and listen to packets between
users and servers which can lead serious problems such as disclosure of privacy,
contacts or voices. Therefore, if smart speakers are applied SSL encryptions, certificate
and public key pinning will minimize MITM attacks. Although smart speakers have
different functions for each manufacturer, they contain common functions related to

Table 5. Compare smart speaker vulnerabilities

Checklist A B C D

Application
A3

Account and Contact
information

X Account
information

X

Network
N4

X X X Voice file exposure

Network
N5

X X X Firmware
acquisition
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user’s privacy such as voice recognition, scheduling, alarming, and memo. By utilizing
security evaluation standards proposed in this paper, it could be possible to make a
checklist applicable to specific smart speakers.

Acknowledgements. This work was supported by Institute of Information & communications
Technology Planning & Evaluation (IITP) grant funded by the Korea government (MSIT)
(No. 2017-0-00184, Self-Learning Cyber Immune Technology Development).
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Attack Library

No Year Type Source/Author Title

1 2011 Conference Black Hat 2011/Joe Grand Hardware Reverse Engineering:
Access, Analyze,& Defeat

2 2013 Conference DEFCON 21/Phorkus and
Evilrob

Hacking Embedded Devices,
Doing Bad Things to Good
Hardware

3 2013 Conference Black Hat 2013/J Zaddach Embedded Devices Security and
Firmware Reverse Engineering

4 2014 Conference Australian Information Security
Management
Conference/Veelasha
Moonsamy, Lynn Batten

Mitigating man-in-the-middle
attacks on smartphones – a
discussion of SSL pinning and
DNSSec

5 2015 Conference Zeronights/Alexander, Boris Practical Firmware Reversing
and Exploit Development for
AVR-based Embedded Devices

6 2015 Conference International Telemetering
Conference/Wondimu Zegeye,
Richard A Dean, Farzad
Moazzami, Yacob Astatke

Exploiting Bluetooth Low
Energy Pairing Vulnerability in
Telemedicine

7 2017 Conference Black Hat 2017/Ben Seri and
Alon Livne

Exploiting BlueBorne in Linux-
based IoT devices

8 2017 Conference HITBSecConf/Slawomir Jasek Blue picking – hacking
Bluetooth Smart Locks

9 2018 Conference DEFCON 26/Tencent Blade
Team

Breaking Smart Speaker, We are
Listening to you

10 2017 Conference Black Hat 2017/Sen Nie, Ling
Liu, Yuefeng Du

Free-Fall: Hacking Tesla from
Wireless to CAN BUS

11 2016 Conference Black Hat 2016/Chilik Tamir Su-a-Cyder: Home-Brewing iOS
Malware Like a B0$$

12 2011 Conference 28th Chaos Communication
Congress/Dario Carluccio

Smart Hacking for Privacy

13 2018 Vulnerability CVE CVE-2018-9070
14 2016 Web

document
Cert Italia Malware Android “CALLJAM”

SCOPERTO SU GOOGLE
PLAY

15 2016 Web
document

Cert Italia “DRESSCODE”:
NUOVO MALWARE
ANDROID SCOPERTO SU
GOOGLE PLAY

16 2014 Web
document

DistriNet LINDDUN: Privacy Threat
Modeling

17 2017 Paper University of Notre Dame/Yuan
Gong, Christian Poellabauer

Crafting Adversarial Examples
for Computational Paralinguistic
Applications

(continued)
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(continued)

No Year Type Source/Author Title

18 2010 Paper IEEE Design & Test of
Computers

Attacks and Defenses for JTAG

19 2013 Paper NDSS 2013/Ang Cui, Michael
Costello, Salvatore J. Stolfo

When Firmware Modifications
Attack: A Case Study of
Embedded Exploitation

20 2014 Paper 2014 IEEE Symposium on
Security and Privacy/Lin Shung
Huang, Alex Rice, Erling
Ellingsen

Analyzing Forged SSL
Certificates in the Wild

21 2015 Paper IJRSCSE 2015/Vimalesh Kumar
Dubey, Kumari Vaishali,
Nishant Behar, Manish
Shrivastava

A Review on Bluetooth Security
Vulnerabilities and a Proposed
Prototype Model for Enhancing
Security against MITM Attack

22 2016 Paper USENIX 2016/Nicholas Carlini,
Pratyush Mishra, Tavish Vaidya,
Yuankai Zhang, David Wagner

Hidden Voice Commands

23 2017 Paper IEEE Computer Society/Hyunji
Chung, Michaela loarga, Jeffrey
Voas, Sangjin Lee

Alexa, Can I Trust You?

24 2017 Paper ACM Conference on Computer
and Communications Security
(CCS)/Xiaoyu Ji

DolphinAttack: Inaudible Voice
Commands

25 2017 Paper MIT/William Haach, Michael
Wallace

Security Analysis of the Amazon
Echo

26 2017 Paper Michigan State University/Xinyu
Lei, Guan-Hua Tu, Alex X. Liu

The Insecurity of Home Digital
Voice Assistants - Amazon
Alexa as a Case Study

27 2017 Paper ACM CCS 2017/Mathy Vanhoef Key Reinstallation Attacks:
Forcing Nonce Reuse in WPA2

28 2017 Paper Personal and Ubiquitous
Computing/Da-Zhi Sun, Yi Mu,
Willy Susilo

Man-in-the-middle attacks on
Secure Simple Pairing in
Bluetooth standard V5.0 and its
countermeasure

29 2017 Paper Australian Information Security
Management Conference/Brian
Cusack, Bryce Antony, Gerard
Ward

Assessment of security
vulnerabilities in wearable
devices

30 2014 Paper 2014 ACM SIGSAC Conference
on Computer and
Communications
Security/Yeongjin Jang,
Chengyu Song, Simon P. Chung,
Tielei Wang, Wenke Lee

A11y Attacks: Exploiting
Accessibility in Operating
Systems

(continued)
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(continued)

No Year Type Source/Author Title

31 2018 Paper Deep Learning and Security
Workshop/Nicholas Carlini,
David Wagner

Audio Adversarial Examples:
Targeted Attacks on Speech-to-
Text

32 2018 Paper NIPS 2017 Machine Deception
workshop/Moustafa Alzantot

Did you hear that? Adversarial
Examples Against Automatic
Speech Recognition

33 2018 Paper Beijing Key Laboratory of IoT
Information Security
Technology/Nan Zhang,
Xianghang Mi, Xuan Feng

Understanding and Mitigating
the Security Risks of Voice-
Controlled Third-Party Skills on
Amazon Alexa and Google
Home

34 2018 Paper Rongjunchen Zhang, Xiao Chen,
Jianchao Lu

Using AI to Hack IA: A New
Stealthy Spyware Against Voice
Assistance Functions in Smart
Phones

35 2018 Paper ACMSE 2018/Richmond,
Kentucky

Testing vulnerabilities in
Bluetooth Low Energy

36 2017 Paper IEEE Access/Efthimios Alepis,
Constantinos Patsakis

Monkey Says, Monkey Does:
Security and Privacy on Voice
Assistants

37 2015 Paper IEEE Transactions on
Electromagnetic
Compatibility/Chaouki Kasmi,
Jose Lopes Esteves

IEMI Threats for Information
Security: Remote Command
Injection on Modern
Smartphones

38 2015 Paper UseNIX 2015/Tavish Vaidya,
Yuankai Zhang, Micah Sherr,
Clay Shields

Cocaine Noodles: Exploiting the
Gap between Human and
Machine Speech Recognition

39 2017 Paper CSAE 2017/Xiao Fu, Zhijian
Wang, Yong Chen, Feng Ye

Research on Android
Application Package Stealth
Download Hijacking

40 2018 Paper Ben Gurion University/Or Ami,
Yuval Elovici, Danny Hendler

Ransomware Prevention using
Application Authentication-
Based File Access Control

41 2017 Paper ICISS 2017/Anis Bkakria,
Mariem Graa, Nora Cuppens-
Boulahia

Experimenting Similarity-Based
Hijacking Attacks Detection and
Response in Android Systems

42 2012 Paper SEC 2012/Alessandro Armando,
Alessio Merlo, Mauro Migliardi,
Luca Verderame

Would you mind Forking This
Process? A Denial of Service
attack on Android

43 2014 Paper SPSM 2014/Steven Arzt,
Stephan Huber, Siegfried
Rasthofer, Eric Bodden

Denial-of-App Attack: Inhibiting
the Installation of Android Apps
on Stock Phones

44 2017 Paper ASIA CCS 2017/Behnaz
Hassanshahi, Roland H.C. Yap

Android Database Attacks
Revisited
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No Year Type Source/Author Title

45 2017 Paper IJCSMC 2017/Zainab S. Alwan,
Manal F. Younis

Detection and Prevention of SQL
Injection Attack: A Survey

46 2017 Paper 2017 IEEE Symposium on
Security and Privacy/Nethanel
Gelernter, Senia Kalma, Bar
Magnezi, Hen Porcilan

The Password Reset MitM
Attack

47 2017 Paper ISC 2017/XingXing Wang Improving Password Guessing
using Byte Pair Encoding

48 2015 Paper IJCSIT 2015/Aqib Malik A Model to Restrict Online
Password Guessing Attacks

49 2018 Paper IEEE 2018/Roberto Merco Replay Attack Detection in a
Platoon of Connected Vehicles
with Cooperative Adaptive
Cruise Control

50 2017 Paper INTERSPEECH 2017/Parav
Nagarsheth

Replay Attack Detecting using
DNN for Channel
Discrimination

51 2017 Paper 2017 IEEE International
Symposium on Circuits and
Systems/Mohammad Raashid
Ansari

A low-cost masquerade and
replay attack detection method
for CAN in automobiles

52 2018 Paper Georgetown University Law
Center/David A. Hyman

Implementing Privacy Policy:
Who should Do What?

53 2015 Paper Journal of Computer and
Security/Nader Sohrabi Safa

Information security policy
compliance model in
organizations

54 2017 Paper 23rd ACM SIGKDD/Lu Zhang Achieving Non-Discrimination
in Data Release

55 2015 Paper Privacy Enhancing
Technologies/Reza Shokri

Privacy Games: Optimal User-
Centric Data Obfuscation

56 2017 Paper Cryptography and
Security/Samuel Yeom

Privacy Risk in Machine
Learning: Analyzing the
Connection to Overfitting

57 2017 Paper International Conference on
Advances in Electrical,
Electronics, Information,
Communication and Bio-
Informatics/Ashalatha R

Data storage security algorithms
for multi cloud environment

58 2015 Paper International Conference on
Next Generation Computing
Technologies/Preeti Sirohi

Cloud computing data storage
security framework relating to
data integrity, privacy and trust

59 2014 Paper Intelligent Information Hiding
and Multimedia Signal
Processing/Jen Ho Yang

An ID-Based User
Authentication Scheme for
Cloud Computing
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No Year Type Source/Author Title

60 2016 Paper IEEE Signal Processing
Magazine/Vishal M. Patel

Continuous User Authentication
on Mobile Devices: Recent
progress and remaining
challenges

61 2012 Technical
Report

SANS/Neil Jones Exploiting Embedded Devices

62 2012 Technical
Report

Inverse Path/Andrea Barisani,
Daniele Bianco

Practical Exploitation of
Embedded Systems

63 2015 Technical
Report

Samsclass/Sam Bowne Making an SSL Auditing Proxy
with a Mac and Burp

64 2016 Technical
Report

Vanderpot/Ike Clinton, Lance
Cook, Dr. Shankar Banik

A Survey of Various Methods
for Analyzing the Amazon Echo

65 2016 Technical
Report

Oxford University Security Vulnerabilities in
Speech Recognition Systems

66 2016 Technical
Report

Vanderpot Amazon Echo Rooting: Part 1

67 2016 Technical
Report

Vanderpot Amazon Echo Rooting: Part 2

68 2017 Technical
Report

MWR labs/Mark Barnes Alexa, are you listening?

69 2017 Technical
Report

medium.com/micaksica Exploring the Amazon Echo
Dot, Part 1: Intercepting
firmware updates

70 2017 Technical
Report

medium.com/micaksica Exploring the Amazon Echo
Dot, Part 2: Into MediaTek
utility hell

71 2017 Technical
Report

NowSecure/Rono Dasgupta Certificate pinning for Android
and iOS: Mobile man-in-the-
middle attack prevention

72 2017 Technical
Report

Securing/Slawomir Jasek Gattacking Bluetooth Smart
Devices

73 2018 Technical
Report

CanSecWest/HyperChem Practical JTAG: From 0 to 1

74 2015 Technical
Report

Charlie Miller, Chris Valasek Remote Exploitation of an
Unaltered Passenger Vehicle

75 2018 Technical
Report

IEEE Security & Privacy/Lee
Garber

Security, Privacy, Policy, and
Dependability Roundup
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STRIDE

Type No Name Threat description Attack library Threat
No

Entity E1 User S The attacker masquerades as a
User

18, 24, 25, 27 T1

R The attacker denies the control
of the speaker

18, 24, 25, 27 T2

Entity E2 Provider S The attacker masquerades as a
Provider

36, 45 T3

R The attacker denies the provided
of the speaker

36, 45 T4

Process P1 Register
Speaker

T Threats to manipulate
authentication values in transit

4, 10, 13, 16,
31, 57

T5

I Threats that expose User’s ID,
Password

4, 13, 16, 22,
31, 43

T6

D Threats that prevent you from
performing User authentication
by passing invalid argument
values

4, 10, 31, 43, 57 T7

Process P2 Authentication T Threats to manipulate
authentication values in transit

4, 13, 20, 31,
43, 57

T8

I Threats that expose User’s ID,
Password

4, 13, 20, 22,
31, 43

T9

D Threats that disable data
transmission of authentication
values

4, 20, 31, 43 T10

E Threats to gain the privileges of
a router through a specific attack

20, 29, 30 T11

Process P3 Routing S After an attacker obtains an
administrator account using a
random assignment attack,
Attacker masquerades as a
administrator

29, 30 T12

T Threats to tamper with existing
file system files

29, 30, 45 T13

R Threats denying actions such as
accessing, running, or tampering
with the file system

29, 30, 43, 45 T14

I Threats that expose users’ data
flowing through the router

4, 13, 20, 22,
31, 43

T15

(continued)
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(continued)

Type No Name Threat description Attack library Threat
No

Process P4 Request Smart
Speaker
Command

S Disguised as user through long
distance voice command

16, 18 T16

S Disguised as a user using voice
commands over a
communication medium

16, 18 T17

S Beyond the wall, disguised as a
user through voice commands

16, 18 T18

S Disguised as user through high
frequency voice attack

15, 17, 18, 24,
25, 39, 46

T19

R Threat of denying high
frequency voice attacks

15, 17, 18, 24,
25, 39, 46

T20

I Threats that expose your
information through malicious
voice

6, 18, 23, 24,
26, 39, 46

T21

D Threats that cannot use speakers
through malicious voice

6, 18, 23, 24,
39, 46

T22

Process P5 Detect Wake
Word

S An attacker masquerades as a
user and instructs the speaker

6, 16, 18, 23,
24, 25, 26, 27,
39, 46

T23

R Threat of denying of attacker’s
voice

6, 16, 18, 23,
24, 25, 26, 27,
39, 46

T24

Process P6 Execute Voice
Data

S Using IP spoofing to trick
speakers into disguise as a
server

4, 13, 23, 31 T25

T Threats to send manipulated
voice files to speakers

4, 13, 23 T26

R Threats that an attacker denies
camouflage and tampering

4, 13, 23 T27

D Threats that do not use speakers
through manipulated voice files

6, 23, 24 T28

Process P7 Periodic
Firmware
Check

T Threats to modify firmware
information

4, 5, 12, 38, 43,
49

T29

I Threats that expose firmware
information

4, 5, 12, 38, 43,
49

T30

D Threats that make the update
impossible by modifying
version information

12, 43, 49 T31

(continued)
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(continued)

Type No Name Threat description Attack library Threat
No

Process P8 Publish
Firmware
Updates

S Malicious firmware disguised as
normal firmware

1, 5, 12, 38, 49 T32

T Threats to modify firmware to
update

1, 3, 12, 38, 43,
49

T33

R Threat to denial of tampered
firmware installation

1, 12, 38, 43, 49 T34

I Threats that expose the system
information contained in the
firmware

5, 12, 38, 41, 49 T35

I Threats to fetch firmware files 1, 5, 12, 38, 41,
43, 49

T36

D Threats to disable firmware
updates

12, 43, 49 T37

Process P9 Install
Firmware

T Threats to modify firmware 1, 3, 5, 10, 11,
32, 34, 35, 40,
41, 42, 45, 49

T38

R Threat to deny firmware
tampering and installation

1, 3, 10, 32, 34,
35, 40, 41, 42,
45, 49

T39

D threat that disables system
operation by installing corrupted
firmware

1, 3, 5, 10, 11,
32, 34, 35, 40,
42, 45, 49

T40

E Threat that an attacker installs a
malicious file

1, 3, 5, 10, 11,
32, 34, 35, 40,
41, 42, 45, 49

T41

E Threat that user’s voice
eavesdropping through
modulated firmware

5, 12, 38, 49 T42

Process P10 Publish
Applications

S Disguising a malicious
application as a normal
application

12, 36, 50, 51,
52, 54

T43

T Threats to tamper with installed
applications

36, 50, 52, 54 T44

R Threat to denial of application
installation history

36, 50, 54 T45

I Threats that expose information
in the application

36, 50, 54 T46

E Threats that control smartphone
functionality through malicious
applications

36, 47, 48, 51 T47

(continued)
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(continued)

Type No Name Threat description Attack library Threat
No

Process P11 Publish
Application
Updates

S Malicious application disguised
as normal application

12, 36, 50, 51,
52, 54

T48

T Threats to tamper with updated
applications

12, 50, 52, 54 T49

R Threat to denial of application
tampering

12, 50, 52, 54 T50

I Threats that expose information
in application

36, 50, 54 T51

D Threats that disable application
updates

12, 50, 54 T52

Process P12 Install,
Uninstall
Application

T Threats to install moderated files 36, 38, 50, 51 T53
D Threats that disrupt system

operation by installing corrupted
files

36, 51, 54 T54

E Threats that unauthorized users
install files

36, 51, 54 T55

Process P13 Periodic
Application
Check

T Threats to tamper with
application information

4, 13, 43 T56

I Threats that expose application
information

4, 13, 22, 31,
43, 54

T57

D Threats that make the update
impossible by modifying
version information

4, 13, 31, 43, 54 T58

Process P14 Application
Login

S masquerades as a user through
password guessing attack

59, 60 T59

S Disguised as user through replay
attack

61, 62, 63 T60

I Threats that exposed
authentication values are
exposed

4, 13, 31, 53, 54 T61

I Threats that expose other
information needed for
additional authentication

4, 13, 22, 31,
53, 54

T62

D Threats that make login page
inaccessible

4, 13, 31, 53 T63

D Threats that exceed the number
of login attempts and make
normal access impossible

4, 53 T64

E Threats accessible to user
accounts using exposed
authentication values

4, 13, 54 T65

(continued)
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(continued)

Type No Name Threat description Attack library Threat
No

Process P15 Bluetooth
Pairing

S Disguised as user through replay
attack

61, 62, 63 T66

T Threat of modifying
transmission information of
Bluetooth

7, 9, 14, 21 T67

I Threats that Bluetooth
transmission information is
exposed

7, 9, 14, 21, 28 T68

D Threat that Bluetooth pairing
impossible

9, 14, 21 T69

E Threats to gain the rights of a
device through a particular
attack

8, 44 T70

Data
Store

D1 Smart Speaker T Speaker system files, threats to
tamper with memory

1, 3, 5, 10, 11,
32, 34, 35, 40,
41, 42, 45, 49

T71

R The threat that an attacker
controls the device and denies
this behavior

6, 16, 18, 19,
24, 25, 33, 39,
46

T72

I Threats that expose sensitive
information (voice, schedule,
etc.)

6, 16, 18, 19,
23, 24, 25, 33,
34, 35, 37, 39,
46

T73

D threat that prevents a device
from being used for a certain
amount of time

6, 10, 16, 23,
24, 25, 32, 34,
35, 39, 40, 42,
53

T74

Data
Store

D2 User Smart
phone

T a threat that modifies memory
on smartphone

1, 2, 29, 30 T75

R Threats denying access to
system files memory on smart
phones

1, 2, 29, 30 T76

I Threats that expose system files,
memory contents on smart
phones

1, 2, 3, 29, 30 T77

D Threats that do not provide
service due to memory
corruption

29, 30, 53, 54 T78

D Threats that fail to provide
services due to network
paralysis

29, 30, 53, 54 T79

(continued)
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(continued)

Type No Name Threat description Attack library Threat
No

Data
Store

D3 Firmware
Data Store

T Threats to manipulate
transmitted firmware

12, 43, 49, 58 T80

I Threats that expose firmware
data

10, 12, 16, 18,
41, 43, 49, 58

T81

D Threats not uploading firmware 12, 43, 58 T82
Data
Store

D4 Database T Threats to transmit modulated
data

4, 10, 31, 43 T83

R Threat denying modulated data
transmission

4, 31, 43 T84

I Threats that expose your
sensitive information

4, 10, 19, 22,
31, 43

T85

D Threats that fail to provide
services through arbitrary
queries

10, 55, 56 T86

Data
Store

D5 App Store T Threat to upload moderated apps
to the App Store server

47, 48 T87

R Threats denying access to the
App Store server

47, 48 T88

I Threats to exposure of
application data

19, 22 T89

Data
Store

D6 Smart Speaker
Voice Server

T The threat that an attacker sends
a malformed voice file to the
server

18, 24, 25 T90

R A threat that denies attackers
from sending malformed voice
files to the server

18, 24, 25 T91
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Abstract. At present, in the process of providing accurate location service for
high-precision GNSS receiver of tilt survey, external environment, hardware
structure and other factors will restrict the accuracy, universality and stability of
service. To solve these problems, a method is proposed an improved attitude tilt
survey algorithm only based on data fusion solution of an accelerometer and a
GNSS receiver. On the premise of not changing hardware of the GNSS receiver,
the algorithm enhances stability and universality of the attitude tilt survey. In the
end, the measurement environment was chosen for comparative verification:
Results indicate that the algorithm is slightly higher than attitude tilt survey
proposal based on magnetic compass system in position correction accuracy,
eliminates complicated calibration and preparation of sensors, reduces cost of
operations and materials, As verified, the algorithm has outstanding advantages
and wide application outlook in the field of precision engineering position
services.

Keywords: Position service � Data fusion � Tilt survey � Integrated navigation

1 Introduction

With the development of GNSS (Global Navigation Satellite System) and MEMS
(Micro Electro Mechanical System) sensors, real-time, intelligent and high-accuracy
positioning [1] for LBS (Location Based Services) is widely applied to fields such as
engineering staking-out, deformation monitoring, ground feature prospecting, etc. the
GNSS receiver has become an important tool for high-accuracy position services at
present. However, in positioning measurement operations, characteristics such as long
duration, bad conditions and diversified difficulties, bring serious effects on use effi-
ciency and general applicability of GNSS receiver. Hence, measurement proposal
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which realizes “inertia-satellite” combined navigation based on integration of relevant
inertia sensors has become a hot topic in the current research [2].

In current tilt survey researches [3], it usually using multiple inertial sensors [4] to
measure carrier attitude angles (roll angle, pitch angle and azimuth). Then, using the
rotation relationship of spatial attitude vectors to achieve the tilt compensation of
geographic coordinates. The general applicability of this proposal is always restrained
due to failure of normal work of the magnetic compass [5]. But till now, the proposals
of reducing error factors, reducing cost and enhancing general applicability of tilt
survey on the premise of ensuring measurement accuracy are rarely reported.

The paper analyzes relevant problems of the current mainstream tilt survey pro-
posal. The research proposes an optimized tilt survey algorithm, namely High precision
GNSS receiver tilt survey algorithm based on accelerometer. The algorithm enhances
stability and universality of the attitude tilt survey. Finally, through comparative ver-
ification of measured data, it is verified that the thesis is better and more generally
applicable than the current mainstream tilt survey algorithms.

2 Work Principles of Tilt Survey Based on Accelerometer

If the accelerometer is moving linearly at a constant speed or stays still, the triaxial
output values of accelerometer can be recorded as AccX, AccY and AccZ, which is
described the force situation for CCS (carrier coordinate system). It’s recorded as
vector Fb. At the same moment, it only bears the gravity for GCS (geographic coor-
dinate system) now. It is recorded as vector Gn, then:

Fb ¼ ½AccX AccY AccZ�T; Gn ¼ ½ 0 0 1�T ð1Þ

According to the Euler’s rotation theorem, it is used Matrix Cn
b describes a rotation

matrix from Fb to coordinate system Gn. Its math connotation is that two coordinate
system sharing the same origin point can coincide completely finally through a series of
ordered rotation of fixed axis included angle. As follow:

Gn ¼ Cn
b * F

b ð2Þ

Define h, b and c as roll, heading and pitch in the attitude angle, according to the
Z-Y-X rotation principle in the aerospace field, it can be expressed as follows:

Cn
b ¼

1 0 0
0 cos h sin h
0 � sin h cos h

2
4

3
5 cos c 0 � sin c

0 1 0
sin c 0 cos c

2
4

3
5 cos b sin b 0

� sin b cos b 0
0 0 1

2
4

3
5 ð3Þ

According to the formula (1), (2) and (3), relations between the roll angle h and the
pitch angle c and the accelerometer output values can be solved:
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h ¼ arctan Accy

Accz

� �
, h 6¼ 90

c ¼ arctanð�Accx=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Acc2y þAcc2z

q
Þ

8<
: ð4Þ

The tilt angles indicate intersection angles between Inclined oxy plane and the
geographical plane. It’s defined that H1 is made pass point O. The H2 parallel to the H1
is used to cut oxy. Finally generated the geometric model shown in Fig. 1:

OA and OB indicate x axis and y axis of carrier coordinate system. D is the foot
point on the AB edge, which passes O. Hence, the area of right-angled triangle AOB
can be obtained through equivalent area conversion with two computation methods:

SDAOB ¼ 1
2
� AB � OD =

1
2
� OA � OB ð5Þ

In right-angled triangle ODD′ AOA′, BOB′ and AOB, based on given definition,
Horizontal tilt angle(d) can be obtained as following relation:

d ¼ arcsin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin h2 þ sin c2

q� �
ð6Þ

When the tilt angle of the receiver can be obtained, combined with the GNSS
receiver measurement parameters, tilt survey can be described as following Fig. 2:

Hence, attitude A, B and Z describe relations of projections of observation point of
GNSS receiver under one attitude, with attitude A as the example, In the right-angled
triangle OAA′, OA = H, ∠OAA′ = d, the projection circle with known point as the
circle center and OA’ as the radius must pass the to-be-measured O. Hence, when
randomly collecting three sets of projection circles, the equation set of circles can be
listed and the general intersection solution can be obtained. In this way, the to-be-
measured point can be computed.

H1

H2

O

A

B
D

A

D

B

Fig. 1. Geometric model of carrier inclination
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3 Algorithm of Tilt Survey Based on Accelerometer

At first, the predefined array Tc stores and collects projection circles computed with tilt
angle and positioning characteristics of the receiver under any attitude. It’s defined that
the data Circle describes the projection circle, involving serial number Index, center
coordinates (X, Y), radius R and the geographic elevation H. Through actual Opera-
tions of the GNSS receiver, projection circles under tilt attitude are collected, computed
and recorded to Tc for subsequent tilt survey computation.

When the acquisition completes the projection circle, According to Tc and in
combination with the plane circle equation set, intersection points between every two
circles are solved. Finally, according to intersection points that at least one of them
share the similar solution, Extracting the feature intersection points that satisfy the
condition by using the extraction algorithm. The specific process is as follows:

Input: Tc which stores three sets of projection circles.
Output: Values of geographic coordinates of to-be-measured point O.
Step 1. Traverse array Tc. According to the algorithm of solving intersection 

point with two circles, six intersection values between three circles are computed, it’s  
Intersected in Pt1 and Pt2 of circles A and B. Intersection points of circles A and C 
are Pt3 and Pt4. Intersection points between circles B and C are Pt5 and Pt6. 

Step 2. Extract Pt1 and Pt2. Work out their distances with Pt3, Pt4, Pt5 and Pt6, 
which are recorded as L13, L14, L15, L16, L23, L24, L25 and L26.

Step 3. Select the minimum value Min1 among L13, L14, L15, L16, Select the 
minimum value Min2 among L23, L24, L25, L26, Min1 and Min2 are compared. 
Step 4 will be started if Min1<Min2. Step 5 will be started if Min1>Min2.

Step 4. Recorded Pt1 as result. If L13< L14, recorded Pt3 as result, else recorded 
Pt4 as result. If L15< L16, recorded Pt5 as result, else recorded Pt6 as result.

Step 5. Recorded Pt2 as result. If L23< L24, recorded Pt3 as result, else recorded 
Pt4 as result. If L25< L26, recorded Pt5 as result, else recorded Pt6 as result.

Step 6. Output the Average data as to-be-measured point O.

The algorithm flow chart is as follows Fig. 3:

H

A BZ

O

Fig. 2. Tilt survey geometric model based on acceleration sensor
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4 Experiment and Result Analysis

When the GNSS receiver is operating with a tilt survey algorithm, Acquisition coor-
dinate accuracy fluctuates with the superiority of the algorithm. Therefore, Accuracy of
coordinates collected can directly reflect relevant performance of the algorithm. In
order to verify the superiority of the algorithm in this paper, select a representative
work area for testing: 1. Roofs with serious magnetic interference; 2. flower bed edges.
And 50 groups of coordinates were collected with the Android measurement software
in the above environment, as follow (Figs. 4, 5 and 6):

Based on traditional GNSS Receiver measurement of millimeter accuracy result
data, experimental results in above diagram indicate that the average error generated by
the algorithm in the thesis aiming at geographic coordinates collected at any

start

end

Record Pt3 Record Pt4 Record Pt5 Record Pt6

Calculate intersections and screen PT1 and PT2 as record

Min3>Min4?

Pt1 Pt2

Min5>Min6?

NY YN

Fig. 3. The algorithm flow chart

Fig. 4. Comparison of north coordinate and flower bed edges
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environment are stabilized within 3 cm. Through a series of calibration, the average
errors of geographic coordinates calculated by the [3] algorithm also can realize the
positioning accuracy within 3 cm. However, when serious magnetic interference exists
in the environment, the average error for north and east coordinates and elevations
obtained after tilt correction is larger than 10 cm and quite unstable. In general, the
correction algorithm is meaningless under this case.

5 Conclusion

Aiming at the limit of high-precision GNSS receiver that use errors are large when
mainstream tilt survey proposals are used during precision position services under
strong magnetic interference and poor magnetic field environment, the paper puts
forward a tilt survey solution proposal which only requires an accelerometer. On the
premise of not changing the hardware of GNSS receiver, the proposal researches
correlated geometric relations between carrier tilt angle and tilt pose during positioning
measurement, constitutes equation sets with multiple sets of poses and solves general
intersection solutions and works out coordinates of a to-be-measured point based on
screening of characteristics to-be-measured points. Finally, accuracy analysis results of

Fig. 5. Comparison of east coordinate and magnetic interference environment

Fig. 6. Comparison of elevation coordinate and software
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measured data indicate that the positioning accuracy of algorithm in the paper can be
stabilized within 3 cm. The positioning accuracy of current mainstream tilt survey
algorithm is poor due to changes of magnetic field environment. It is verified that the
algorithm proposed by the paper has better stability and general application perfor-
mance. Meanwhile, the algorithm eliminates use of the magnetic sensor, so the mea-
surable economic cost can be reduced for industrial generalization of pose tilt survey of
the receiver. It is verified that the research of this paper has outstanding practical values
in the precision position service field.
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Abstract. The computer can reduce the interference of useless information by
limiting the operation area and extracting the image of a single seal before
identifying the authenticity of seal. Seal positioning is to determine the position
of the seal in the image according to the geometric features of the seal. The
rectangular seal region is extracted from the image to obtain a single seal image.
The positioning of the seal image can greatly reduce the computation of the
subsequent seal recognition and improve the accuracy and speed of the recog-
nition operation. The difficulty of automatic locating rectangular seal lies in
calculating center, side length and deflection Angle. This paper presents a
method of automatic positioning of rectangular seal based on shape feature.
Firstly, the color image of the seal is preprocessed to remove the useless
information in the color image, and then the line segment element is used as the
minimum unit to construct the line according to the rule of digital line. Quickly
locate the rectangle in the image by comparing the length and direction of the
line. The experimental results show that the positioning speed of the rectangular
seal is improved while the accuracy is guaranteed. The position of the seal in the
image can be quickly and accurately located.

Keywords: Seal positioning � Rectangle detection � Digital line

1 Introduction

Seals are used in many fields. Artificial multi-angle folding method can identify the true
and false seal. However, this method requires a wealth of experience to judge, so the test
results have a strong subjectivity [1, 2]. Using computer to quickly and accurately
identify the seal has become an urgent problem to be solved. The operating object of seal
authenticity recognition is a single seal image. The operating area is restricted before the
seal is recognized by computer [3]. Locating the seal and extracting the image of a single
seal can reduce the interference of useless information. Therefore, as a key step to judge
the authenticity of a seal, automatic seal positioning is directly related to the speed and
correctness of the judgment results. How to efficiently realize automatic seal positioning
becomes an urgent problem to be solved. Rectangular seals are common in daily life.
Gioi et al. [4] proposed a linear time segment detector, which can provide accurate
results, controllable number of error detection, and does not require parameter adjust-
ment. Lin et al. [5] have developed a rectangular detection algorithm based on line
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detection. The idea is to find the line segment of a certain length range during line
detection, which is used for the detection of aerial architectural images. Ren et al. [6]
proposed a rectangular detection method based on gray projection integral extremum
method. Liu [7] proposed a line segment detection algorithm based on global contour.
This algorithm is a hierarchical method combined with Markov random field
(MRF) model. On the one hand, the detection efficiency of these methods is directly
dependent on the detection efficiency of straight lines; on the other hand, if the number
of rectangles in the image is large, a large number of invalid line segment combinations
will be generated, and the detection efficiency will be further reduced.

This paper proposes a rectangular seal positioning method. The goal of the algo-
rithm is to complete the automatic positioning of the rectangular seal in the case of less
user interventionl.

2 Research on Rectangular Seal Positioning Algorithm

In order to improve the speed of seal positioning and meet the real-time requirements,
the grayscale image is first converted into a binary image. The skeleton diagram is
obtained by thinning algorithm to highlight the shape characteristics of the seal [5].
Based on the detailed skeleton diagram, the method of locating seal is proposed. We
detect the straight line according to the criterion of the straight line and the charac-
teristic of the straight line. The line segment element is used as the minimum unit to
construct a straight line. After detecting all the lines, the rectangles in the image can be
quickly located by comparing the length and direction of the lines [6].

2.1 Image Preprocessing

In the collected test image, the seal region, background and text overlap each other.
Mainly includes the red seal image and code number, gray or white background, black
text. Although the color image contains abundant image information, it takes up a lot of
space and increases the computation. Our aim is to retain the seal image as much as
possible and remove the interference information.

(a) original image                  (b) red component extraction

(c) binary image                       (d) image refinement

Fig. 1. Results of preprocessing
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The red component is firstly extracted based on the HSI color space model and the
color image is grayed and binarized [7]. After binarization, the pixel value of the target
object is 1 and the pixel value of the background is 0. Then, based on the refinement
algorithm, a refined contour image is obtained from the binary image. Reduces a line
with a certain width in the input image to a line with a width of 1 pixel. The topology of
the original image is preserved while the information is reduced. Figure 1(a) is the
original image, Fig. 1(b) is the red component extraction result graph, Fig. 1(c) is the
binary image, and Fig. 1(d) is the refined image.

2.2 Basic Idea of Rectangle Positioning Algorithm

The image boundary uses 8 neighborhood to represent the chain code value [8]. Based
on the chain code characteristics, it can be known that a digital line is composed of line
segment elements. Based on this feature, the binary refinement graph was scanned, and
all line segments in the graph were searched according to the definition of line seg-
ments. The deflection Angle between two adjacent segment elements is calculated.
According to the included Angle, judge whether the two line segments are similar or
not. If they are similar, connect the two line segments. The determination of whether
the current segment element belongs to the line is based on the deflection Angle
between the segment element and the line. A line segment element is used as the basic
unit to construct a straight line. Thus the line in the image can be detected efficiently
and accurately. Quickly locate the rectangle in the image by comparing the length and
direction of the line. Find the center, length, width and deflection Angle of the
rectangle.

The input of this algorithm is a refined binary image. The output is the center,
length and width of the rectangle and the deflection Angle. The specific implementation
steps of locating the rectangular seal are as follows:

Step1: we scan the refined binary graph to find the starting point Pi(i = 0) of
boundary tracking. Pi is the first pixel in the segment cell line_cell.
Step2: i = i+1, we track clockwise to find the next point Pi. If you return to the
starting point of tracking or all points have been traversed, Step4; Otherwise, it
determines whether Pi belongs to the current segment element line_cell. If it is, save
Pi to line_cell and go to Step2; Otherwise, Step3 is performed for the current
segment cell line_cell as a complete segment cell.
Step3: if the wireless segment element in the current line segment line_segment,
add line_cell as the first line segment element of line_segment to line_segment;
otherwise, judge whether line_cell belongs to line_segment. Let the number of
pixels in the line_segment be N. Its starting coordinate is (XLSS, YLSS). The end-
point coordinate is (XLSE, YLSE). The number of pixels in the segment cell line_cell
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is M. Its starting coordinate is (XLCS, YLCS). The endpoint coordinate is
(XLCE, YLCE). Line segment element and line segment deflection Angle are shown
in formula (1):

hLC ¼ arctan YLCE�YLSS
XLCE�XLSS

hLS ¼ arctan YLSE�YLSS
XLSE�XLSS

(
ð1Þ

If formula hLC � hLSj j � a=MþN is satisfied, line_cell is considered to be a part of
line_segment. If not, treat the line_segment as a complete line segment. Store the
segment and empty the line_segment, where A is a threshold. Initialize the segment
cell line_cell with point Pi. Similarly, initialize the line_segment with the current
segment element line_cell and go back to Step2.
Step4: if the deflection Angle of two line segments is close and their endpoints are
adjacent, then merge the two line segments.
Step5: successively traverse the straight line segment with the number of pixels
greater than the threshold value Tseg. So let’s see if that satisfies formula
Dh ¼ hi � hj

�� ��\Th. Th is the Angle threshold. Put each pair of parallel lines into the
structure;
Step6: traverse each pair of parallel lines successively. So let’s see if that satisfies
formula ai � aj

�� ��� 90�
�� ��\Ta. Ta is the Angle threshold. The four sides of the

rectangle are obtained.
Step7: eliminate the pseudo-rectangle. If only the length and direction of the line are
used to determine whether it is a rectangle, then it is inevitable that the dotted area
in Fig. 2 will be treated as a rectangle. So we need to get rid of the pseudo-
rectangle. We compute the rectangle vertices P1, P2, P3, and P4 from each side of the
rectangle. The number of pixels on the straight line segment P1P2, P3P4, P2P3 and
P1P4 was counted and compared with the length of each side. Only when condition
(2) is met, the rectangle is judged to be true.

C12 � n1j j\ Tnn1; C23 � n2j j\ Tnn2; C34 � n1j j\ Tnn1; C41 � n2j j\ Tnn2 ð2Þ

Where, C12, C23, C34 and C41 represent the number of pixels near the straight line
segment of P1P2, P2P3, P3P4 and P4P1 respectively. n1 and n2 represent the length of the
rectangle, and Tn = 0.2 is the threshold.

Fig. 2. Pseudo-rectangle Fig. 3. Schematic diagram of rectangle parameters
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Following the above steps, the rectangle in the image can be detected. Figure out
the center (xc, yc), side length and deflection Angle h1 and h2 of the rectangular seal, as
shown in Fig. 3. That’s where the rectangular seal is in the image. The pixel points
centered on (xc, yc) and within the range of (xc, yc) are intercepted to extract the
rectangular seal image, where Height ¼ AC � cos h1, Width ¼ BD� cos h2,
Height 0 ¼ Heightþ n, Width 0 ¼ Widthþ n and n takes the empirical value of 40.

3 Experimental Results and Analysis

In order to verify the correctness and validity of the algorithm, experiments were
carried out with Matlab on a computer with Intel 3.39 GHz and 4 GB memory. We
mainly analyze the accuracy of the algorithm and the ability to resist noise interference.
The simulation images and real life images were tested.

Experiment 1: Simulation Graphic Detection Example
In order to verify and compare the detection performance of the algorithm, the fol-
lowing two groups of experiments were conducted, as shown in Fig. 4. Two simulated
images with salt and pepper noise were tested respectively. In Fig. 4(a), the ellipse and
rectangle intersect, and in Fig. 4(c), the ellipse and rectangle are separated. Table 1
shows the comparison of detection performance between the algorithm in Reference [7]
and the algorithm proposed in this paper.

(a) test picture1 (b) result of test picture1 (c) test picture2 (d) result of test picture2 

Fig. 4. Simulation test picture

Table 1. Comparison table of simulation image detection performance

Noise ratio Testing time Missing rate
Reference [7] Algorithm in this paper Reference [7] Algorithm in this paper

0% 1.05 s 0.64 s 0% 0%
5% 1.23 s 0.9 s 0% 0%
10% 1.38 s 1.15 s 6% 0%
20% 2.7 s 1.69 s 13% 8%
40% 4.63 s 2.01 s 38% 12%
70% 9.08 s 4.38 s 73% 56%

82 L. Zhihui and Z. Li



Experiment 2: Real Image Detection in Real Life
Due to the different seal test map, the depth is not the same, even for the same seal test
map, the brightness of different parts may also be different. In this paper, different seal
pictures were tested respectively. In this experiment, 50 seal images were selected as
experimental materials. All images were downloaded from the Internet. Figure 5 shows
the detection results of real images. The results show that the algorithm can accurately
detect the location of the rectangle, it has a certain anti-noise ability, can detect the
complex image in the rectangle.

Table 2 shows the comparison of detection performance between the algorithm in
literature 7 and the algorithm in this paper. By analyzing the experimental results, three
cases of seal omission were summarized. First, the color of the seal was seriously
degraded, and some areas were covered by the background color. Secondly, the seal
area was divided into several small areas due to the screen creases and other screen
contents. Third, the seals are of special shapes, such as gourds.

4 Conclusion

This paper proposes a method of automatic positioning of rectangular seal. The
algorithm can effectively extract the red component of the test image and locate the
specific position of the rectangular seal on the gray image. Reducing the area of the
subsequent processing area is of great significance for improving the speed simplifi-
cation algorithm. Experiments show that this method can detect the rectangular seal in
the image accurately. Under the condition of noise and incomplete rectangle, the
detection result is better. It lays a good foundation for seal authenticity decision and has
certain application value. The future work focuses on how to improve the detection
accuracy of seal area and the positioning of special shape seals.

Table 2. Comparison table of real seal image detection performance in life

Algorithm Average running
time

Accuracy Total number to be
tested

Amount of
residual

Reference [7] 2.16 s 87% 50 7
This paper 1.23 s 95% 50 3

(a) original picture (b) positioning result of rectangular seal 

Fig. 5. Invoice
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Abstract. This study is aimed to analyze the performance of software educa-
tion that has been implemented thus far centering on the opinion mining visu-
alization analysis technique based on big data related to software education
collected over the last five years such as data from portal site news, SNS service,
Internet café, and other performance data and develop a big data based decision-
making support system for Korean style software education in order to derive
agendas that will be discussed hereafter. In addition, through the prediction of
more advanced future-oriented education systems and analysis of performance
factors based on the foregoing, solutions for big data based decision-making
support prediction analysis can be prepared hereafter in the field of education
and measures for cultivation of creative convergence talents and promotion of
software education can be sought so that the directions of mid/long-term
development of Korean style software education can be accurately set.

Keywords: EDM � Software education � Decision support system � Big data

1 Introduction

Recently, R&D project plans linked to the fourth industrial revolution on which the
South Korean government focuses have been implemented. Those projects include
national projects utilizing big data, which are applied to diverse fields such as ICT, BT,
and Smart-City and are fully supported by the government including the establishment
of new big data related organizations and laws. On the contrary, measures to utilize big
data in the field of education are still slow and are hardly supported at the government
level [1, 2]. However, thanks to the excellent IT infrastructures, projects utilizing big
data are now gradually progressing in the field of education and since it has become
possible to make massive data accumulated over several years into big data, such pieces
of big data information can now be linked with each other for analysis [3, 4]. Mean-
while, since various departments have been implementing systematic programs intended
to improve the constitution of education and cultivate talented persons such as software
education and creativity, personality, and convergence education centered on learners’
problem solving ability and computational thinking skills, diverse and huge data and
pieces of information lie scattered [5, 6]. While analyzing South Korean software
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education systems over the last five years, we have achieved eye-opening performance
in reducing the sense of difference between education and the people. However, there
has been no method to concretely quantify and measure the performance and although
the results of individual analyses exist, there is no appropriate tool that can organically
link those pieces of information with each other for analysis. In addition, in South
Korea, still there is no system at all that can construct big data using unstructured texts to
predict decision making for educational outcomes. Therefore, in this study, based on big
data analyses, a decision-making support system that can seek the performance and the
direction of future oriented development of software education that has been reorganized
into compulsory education at elementary/middle schools from this year will be
designed, the education policies implemented by various government departments will
be evaluated in general, the big data based on the unstructured data accumulated in
online media will be analyzed centering on opinion mining among the three unstructured
data analysis techniques, that is, text mining, data mining, and opinion mining, and
based on the foregoing, a big data based decision-making system design model that can
derive the prediction of changing future education systems and the direction of pro-
motion of polices as quantitative performance will be proposed.

2 Related Work

2.1 Core Strategies of South Korean Software Education

Focusing on the stable settlement of SW education in the South Korean school field,
computing thinking ability was defined as ‘the thinking ability to efficiently solve
problems that may occur in students’ daily lives based on the basic concept and
principles of computing.’ It has been pointed out that although the importance and
necessity of SW education have been sufficiently recognized, for SW education to be
effective, the goal and content of the curriculum should be concretized and the oper-
ation of the curriculum should be flexible. Accordingly, although computing thinking
centered studies have continuously achieved good outcomes, such studies show a
shortcoming of being not sufficiently realistic.

2.2 Operation Guidelines for South Korean Software Education

The SW education implemented in the 2009 revised curriculum comprises one unit of
the subject manual training for the 5th grade of elementary school and an elective
subject (information) for middle school, which is selectively taught at some schools.
Whereas the content of education of the subject information in the existing curriculum
is focused on the utilization of information and communication technologies, the
content of education in the operation guidelines for software education has been said to
be focused on the reinforcement of information ethics and the improvement of problem
solving ability utilizing algorithms and programming (Ministry of Education - KERIS
2015). According to the 2015 revised curriculum, in the case of elementary school, the
existing unit information centered on ICT utilization should be changed into a large
unit centered on basic knowledge of SW to implement the education with a content,
which is centered on program solving processes and experience in algorithms and
programming and includes the fostering of information ethics consciousness.
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3 Proposed Method

For the big data based decision-making support system proposed in this paper, a
dictionary context based pre-treatment process was implemented through which all
software education related unstructured data distributed in online media were collected
and inappropriate keywords were removed, and a process was configured for design of
an efficient decision-making support system for analysis of the performance of software
education performance.

3.1 Development of Korean Style SW Education Data Collection,
Storage, and Processing Technologies

In this study, to reduce the dependency on real-time data collection and present correct
directivity through the prediction of the future of software education, the python-based
crawling technique was used as a method to collect raw data. Atypical data such as online
news articles, blogs, social networks (Twitter and Facebook) from 2012 when SW edu-
cation became an issue to 2017 were collected and classification, preprocessing, defini-
tion for data standardization, and bidirectional sharing systems were grafted centering on
big data storage and processing technologies for decision making support systems.

3.2 Development of a Data Integration System for Prediction
and Analysis of Atypical Data for SW Education

Since configuration systems that are stable in and suitable for physical environments
such as DW (Data Warehouse) for decision making analysis, an environment where
atypical data can be distributed for processing utilizing storage servers and master
servers in constructing big data was constructed. An accuracy improving technique was
designed to extract reliable affirmations and negations from text sentences in creative
education contents using opinion sentiment dictionaries trained on individual atypical
text documents. For ETL-based data extraction, transformation, and loading, a disk
sharing mode system was constructed to store and refine past raw data, database
modeling was constructed utilizing RDBMS, and Map Reduce-based and Stream-based
big data environments were designed (Fig. 1).

Fig. 1. Software education big data decision making support and storage model
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3.3 Korean Grammar Based Pre-treatment Design

In this study, outliers, missing values, or wrong values are not shown in the data values
because the preprocessing was performed based on the collected unstructured data. In
particular, filtering was conducted to extract highly important words in sentences or
important words that could be sentiment words. In the United States, in cases where
sentiment words for English grammar are extracted, the words can be easily prepro-
cessed utilizing the SWN (SentiWordNet). A characteristic of the SWN is that it
contains synonym sets based on 147,278 English words belonging to those parts of
speech such as nouns, verbs, adjectives, and adverbs and that it is stipulated that the
sum of the sentiment values of affirmation, negation, and neutrality in each set should
be 1. That is, the SWN is specialized for extraction of sentiment words from sentences
in English grammar because of the structure of its grammar algorithm and the structure
makes it difficult to sentiment words from Korean sentences and becomes a factor to
degrade prediction accuracy. Therefore, in this study, the SWN was excluded and to
efficiently derive sentiment words from sentences in Korean grammar, the rules as
shown in Table 1 were applied to perform word filtering.

4 Experimental Result

The In this study, to analyze the performance of Korean style software education,
massive data were stored and accumulated and related preprocessing was performed. In
addition, to improve the accuracy of the analysis, the decision-making support design
technique for Korean grammar was used and the resultant antonym correspondence,
homonym and synonym rule classification, and associated word decomposition were
performed. Thereafter, the existing results of analysis of texts for software education
and the results of reputation analysis conducted through the decision-making support
system designed in this study were compared for accuracy.

The environment of comparative analysis is as follows. First, in order to increase
the accuracy of software education related text words, 41,000 words that appeared
regularly at high frequencies were extracted by applying the related rules, and some of
the nouns maintaining a close relation with the positive units among the extracted
words were included in the important words. Second, all vocabularies recognized as

Table 1. Word stemming filter process.

Filtering rules applied for the construction of a sentiment dictionary

1. Remove special characters, English words, and disused vocabularies
2. Remove meaningless terms and one-letter texts
3. Separate the same words in the form of a conjunction to classify the natures of sentiment
words
4. Distinguish homonyms and synonyms from each other
5. In the case of abbreviations and newly coined words, reflect only those that have been
registered in WiKipedia or a Korean language dictionary
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one letter were excluded in the filtering process, and verbs and antonyms with high
frequencies of association between words were extracted. With regard to the perfor-
mance analysis, the results of reputation analysis using the existing sentiment words
were compared with the results of reputation analysis using the design technique
presented in this study (Fig. 2).

According to the results, the accuracy of the existing technique was shown to be
78% in the case of positive word and 82% in the case of negative words. The accuracy
of the negative word was 78% Accuracy was 82% accuracy. The accuracy of reputation
analysis not lower than 80% corresponds to stable values. The accuracy of reputation
analysis that introduced the design technique presented in this study was shown to be
82% in the case of positive words with an improvement by 4% compared to the
existing model and 83% in the case of negative words with an improvement by 1%
compared to the existing model. Although the results did not show very high perfor-
mance with 1% improvement from sentiment analysis, the proposed technique is
expected to show higher accuracy when the data for word analysis are larger.

5 Conclusion

In this study, a decision making support platform was designed for analysis of the
performance of Korean style software education. If the proposed big data analysis
platform is used, change factors for diverse education environments can be analyzed
and future-oriented agendas for creative talent cultivation and coding education can be
discovered. Learner education systems can be improved so that excellent creativity
with good problem solving ability to solutions based on new and unique perspectives
can be discovered and present ways to suggest diverse solutions for similar problems
and if the data in the field of education that have been already accumulated,

Fig. 2. Performance analysis
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ways to implement education suitable for students can be presented. In addition, to
compare with previous analysis methods, whereas methods such as brainstorming,
Delphi, and expert panels were used in the past, this study enabled the presentation of
data based analysis results through big data decision making support platform using
research literature, media articles, and related reports. Therefore, the results of this
study are expected to be widely utilizable in the field of convergence in the domain of
humanities too.
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Abstract. It is not easy to define the well-defined process for software research
project but it is important to keep the tracking the progress of the projects.
Without the process, it is not easy to measure the progress since we cannot
define the unit of measure. In this paper we suggested RD(research descriptor)
concept to define the unit of measure. Also we suggested RD relation to trace the
progress the research workflow. With suggested mechanism, we can monitor the
research project process and visualization the progress.

Keywords: Software research � R&D project � Traceability �
Deep learning algorithm

1 Introduction

At a time when highly reliable software (SW) engineering is improving the information
technology (IT) field, it is essential to reduce maintenance costs by securing original
technologies for preemptive SW quality control and auditing to support transparent and
efficient development. Additionally, when the research scope and goals established at
the initial stage change during development, because of uncertainty and variability of
the research and development (R&D) field, a constant-monitoring system, based on
research contents, using semantic analysis to support the logical and systematic
reflection process, is required. A research descriptor (RD), used as a meta-model to
express matters (e.g., research, process, indicators, and guidelines) occurring during the
R&D process, should be developed to support multiple platforms so that the user can
freely configure and describe the format depending on various work environments and
preferences, such as SW development stages, individual research and development
styles, research contents to be described, and tools to be used during creation (e.g.,
Hangul, Microsoft Word, Microsoft PowerPoint). RDs are data used to express work
products of the research process and final results of research. In this study, we propose
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a method to define the traceability between research processes and work products based
on semantics by defining the RD relation, and a method of verifying its validity through
machine learning. We also propose a visualization method that facilitates monitoring
the RD relation.

2 RD Definition

RD has the following properties that serve as requirements when defining its structure
[1].

(1) R&D process and work product information management: RD should express
and store information on the process in a series of procedures for conducting R&D
projects and information development on various types of work products pro-
duced by each process.

(2) Traceability support between R&D processes, between the process and the
work product, and between the work product and the work product: RD
must include traceability information between RDs. Here, RD includes manage-
ment RDs (mRD) storing process information and engineering RDs (eRD) storing
work-product information.

(3) Consideration of flexible/free style R&D process and work product infor-
mation management: RD should manage not only fixed processes and work
products, but also flexible/free style processes and work products in the future.

(4) Used for testing and as a unit of search/reuse: RD containing processes and
work product information can be used for testing and for reuse.

(5) Support of hierarchical structure, support of structures containing other
RDs: The inside of a work product is defined by using the hierarchical relation.
Thus, there are multiple sections inside one document, and there are multiple
subsections in one section. Therefore, RD should support the definition of this
hierarchical structure.

(6) Support of process quality (monitoring indicator): Because a single RD has a
relation (traceability) with multiple RDs, it is possible to measure their quality.
RD should be able to check their quality through a monitoring indicator.

An SW R&D project can be divided into a process and a work product. The process
area comprises project–phase–activity–task, and each process has attributes, such as
title, period, purpose, and participant. The process area can have more components and
attributes or simpler components and attributes to meet R&D properties. However, it is
defined in this manner to demonstrate RD requirements. In an activity or task, various
work products are created while conducting the corresponding process. A work product
also comprises various work-product items. The properties (requirements) for RD
include all contents of the work product and items stored as RDs, with information on
each element (i.e., project, phase, activity, and task) in the R&D project. Additionally,
the contents for traceability between processes (comprises), for traceability between the
process and its work product (produces), and for traceability between work products
(includes) are defined as traceabilities between RDs.
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3 Definition and Verification of RD Relation
Type (Traceability)

3.1 Definition of Traceability in the General SW Field

The definition of traceability is expressed quite differently, depending on research and
industry. The definition of traceability is applied uniquely to each field via measure-
ment standards of the mechanical industry, material engineering, software engineering,
and food processing involved [2, 3]. The most standardized form of traceability is the
association of uniquely identifiable entities containing attributes of time required to
verify the relationships. Generally, the SW field defines traceability as the ability to
manage the relationship between requirements and other work outputs [4, 5]. Verifi-
cation and validation of the work products (e.g., design documents, various imple-
mentations, source code, executable files, and test case plans), derived from
requirements, satisfy and fully reflect all functions described in requirement specifi-
cations as activities that can support the traceability defined above. However, it is
difficult to conclude whether the generic definition of traceability can accommodate all
aspects of SW development. Traceability should rather be defined not only as trace-
ability between different work products but also as traceability that can be applied to
various ranges, such as traceability for the inside of a specific work product or trace-
ability for changes in a work product caused by changes over time.

3.2 Definition and Utilization of RD Relation Type (Traceability)

RD traceability is the relation between multiple RDs. The relation type is a format that
establishes the relationship, setting a name that can describe its nature. Information on
the RD relation type should be used not only to identify the relation between RDs and
to infer additional traceability, but also to establish and verify traceability using
semantic analysis. Until now, the unit of traceability or monitoring in research has been
the unit of the document or model. With the recent focus on model-based development,
research on the information model establishing traceability between models has
advanced. For model-based traceability, because the transformation flow between
models is already defined, trace connections can be created based on model transfor-
mation. Because this study conceives managing tasks based on RD, it cannot predefine
the mapping between model elements created during the transformation flow between
models or the model transformation process. Nonetheless, conducting this research
creates various contents to achieve a research goal. Thus, there is a refined relationship
between these contents. This study allows researchers to define the relation between
RDs to identify the research flow, as it provides researchers with the degrees of freedom
to define research contents as RDs or as objects of management. To define the relation
between RDs, we proposed four basic relation types (Table 1 and Fig. 1).
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We implemented a relation definition tool to define RD relation types and piloted it.
The RD relation management tool first provided the RD structure of documents in a
tree-format on the left side of the window to support the overall management of RD
relations. It showed researchers a preview and RD meta information when an RD was

Table 1. 4 relation type for defining the traceability

Relation type Meaning Utilization Example

Progress Meaning of the activity
results related to the
evolution of the research
process, as relation from an
existing RD to a new RD or
a modified RD

Track the flow caused by
changes by introducing
new attempts, new
perspectives, and new
methods, or by finding and
fixing errors

Ontology-based
reasoning module-
analogical
reasoning module

Materialization Expression of the relation
between contents with low-
level abstraction and
contents with high-level
abstraction

Relation between RDs
being made, progressing
from a conceptual level to
an increasingly realizable
level

Goal-use case
Use-case data
model;
Component-class

Segmentation Expression of hierarchical
and compositional relations
between contents

A relation dividing
complex and large contents
into small and manageable
units

Goal- constraints;
System-subsystem

Same There is no change in
content, yet the relation
between RDs that describes
the same content in
different expressions

The management of
relations between contents
expressed from different
perspectives on the same
topic

Figure-
description;
Formula-
description;
Requirements-
definition

Fig. 1. RD relation management window.
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selected. With those, RDs related to the selected RD were also shown. If the user
selected a related RD, information regarding the related RD was displayed on the
screen in the same manner. RD relation management provided not only RD inquiries,
but also set-up functions for adding new relations, deleting or modifying existing
relations, and deciding the validity of RD relations.

3.3 Development of an RD Relation Recommendation Tool Based
on Machine Learning

We implemented a semantic analysis verification tool to decide the validity of RD
relations. This enables researchers to accumulate good semantic relation data by cal-
culating the suitability of relations specified between RDs. This also provides docu-
ment recommendations that researchers will need in the future. The algorithm for
deciding the validity of the RD relation type is as follows.

(1) Same: there is no semantic or quantitative change between RD A and RD B
(2) Materialization: There is no semantic change between RD A and RD B, yet there

is a quantitative increase in RD B
(3) Segmentation: Some of the content in RD A are deleted from RD B
(4) Progress: Content that does not exist in RD A is added to RD B

The semantic relation analysis algorithm follows:

step 1 Data preprocessing 
(e.g., sentence classification, dictionary 

creation) 
Step 2 Sentence vector (D-dimensional) modelling that can 

reflect semantics (e.g., word2vec, paragraph
vector)
Step 3 Calculate the semantic similarity for each 
sentence

pair between RD A and RD B
Step 4 For each sentence, measure the similarity of all 

sentences of the corresponding RD, and then select 
the maximum value

Step 5 Ensure that the maximum similarity value is 
greater

than a certain threshold for all sentences
Step 6 If all sentences in RD A and RD B are above 

the threshold, 
If the number of sentences of RD B is more than 

that of RD A, then do materialization
Else, same
Else

If there is a sentence in RD A that does not 
exceed the threshold, then do segmentation

If there is a sentence in RD B that does not
exceed the threshold, then do progress
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4 Monitoring Through the Visualization of RD and RD
Semantic Relations

In this study, we effectively visualized the contents of information based on the
semantic relation within or between RDs and provided an effective function of
constant-monitoring by implementing a tool that can show the analysis results of life-
cycle traceability from various angles. It is a system that applies this visualization
method as one of information and knowledge and defines interconnection relationships
between contents comprising one or different documents while creating new docu-
ments. To enable the flow, search, track, and mutual verification of contents by giving
stereoscopic and dynamic meanings via connections, we aimed to show the relation
diagram and contents having relationships through the interconnections between RD
creations by implementing the visualization of the RD-centered relations that visualize
them.

The main subjects of each RD, obtained through the semantic analysis and the
subject to express flow, were collected. In the visualization, RD was expressed as a
node graph, and the relation between RDs was expressed as a link, or a line, through
which RD relations could be identified and tracked. Each RD should see information
differently according to size, documents, groups, content, process of creation, type of
corresponding document (e.g., technical report, work product, result report), or content
selection. To reduce visual complexity in these situations, the same or similar subjects
are combined on the graph, and new topics are separated. RD has an interrelation, and
the flow of the relation becomes a process of R&D. Therefore, it is necessary to
visualize to confirm the nature of a specific relationship via traceability or to identify
the flow of the corresponding relation centered on a specific RD. The nodes in the
graph are produced as work-product documents (i.e., RDs) using the RD authoring
tool. The status of the RD can be visualized with a connection line having directivity,
based on the interrelation stored, based on the established contents.

5 Conclusion

So far, traceability is the association of uniquely identifiable entities defined in well-
defined template-based work products containing attributes of time required to verify
the relationships. In this study, we suggested RD(research descriptor) and RD relations
to make traceability. These concepts to make possible to define the traceability rela-
tionship between the entities which are not pre-defined. While the research is going,
several RD can be produced to contain the any kinds of research. With RD relation type
it make possible to identify the relation between RDs and to infer additional trace-
ability. For verifying traceability, we developed the semantic analysis techniques based
on deep learning mechanism. Also, visualization framework give the image of project
progress.
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Abstract. Technology is recognized as a vital measure to promote the trans-
formation and the upgrading of medical industry when health management has
entered the intelligent era. Smart toilets, considered to have great potential for
monitoring health information at home, emerge in our daily life. This paper is
conducted to ameliorate the key interactions between human and smart toilet
and based on peak-end rule, effectively improving user experience. A new
design approach is applied to finds the peak and end moments in using process,
and finally identifies four key interactions through the method combining user
interview and Kano model. This paper details how the application of the new
approach improves the interactions between human and smart toilet, con-
tributing to a smoother product operation process which creates a better user
experience.

Keywords: Interaction � Smart toilet � Peak-end rule � User experience

1 Introduction

Development of information age integrates the Internet of Things into people’s modern
life. Facing the acceleration of China’s aging population, demands on intellectual
product to make people do health checks more conveniently are mounting. The
emergence of medical products embodied with intelligence, such as smart blood
pressure meters, symbolizes that interaction between human and computers is more
frequent and essential [1].

In decades, user experience has evolved into a core concept of human-computer
interaction. It has inflamed a heated discussion among practitioners and researchers
from various disciplines who look for ways to expand their understanding of “pleasant
experience” [2–4]. Kujala et al. [5] said that the goal of user experience design in
industry is to improve user satisfaction and loyalty through the utility, ease of use, and
pleasure provided in the interaction with a product. Some researches on the design of
smart toilets have already been done. Xu et al. [6] have used the QFD and FBS models
to develop the versatility of toilet, which can accurately and effectively convert user
requirements into design requirements. Nevertheless, as an innovative intelligent pro-
duct, the research on user experience of smart toilet in domestic and foreign academic
circles is few and limited and relative research tends to focus on technology, perfection
or user needs of vulnerable population [7–9]. Therefore, combining the theory in other
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disciplines brings new opportunities for improving user experience of smart toilet.
Peak-end rule, known as a psychological theory, has also been used by Do et al. [10] to
improve and evaluate designs.

Combining Peak-end rule theory, Kano model and user interview, this paper aims
to apply cross-disciplinary design approach to smart object. Peak-end rule claims that
people’s memory of experience is determined by the feelings at the peak and the end
moments. Finding out the “peak” and “end” moments of the smart toilet and carry out
corresponding design improvement can not only enhance user experience, but also
make users willing to use such products again, which contributes to machine utilization
improvement and medical system working efficiency. Focusing on the system thinking
and process of how to identify the peak and end experiences in positive and negative
aspects, this design practice also provides a valuable reference for enterprises to
develop similar intelligent products.

2 User Experience in Smart Toilet

In recent 20 years, smart toilet industry has undergone tremendous innovation, both in
technical aspect and in quality aspect. In this section, interactions between human and
toilet are analyzed from the two dimensions of elements and process.

Many types of smart toilet brands and products are sold in the Chinese market, and
the design elements related to interactions differ a lot. In Fig. 1, intelligent elements are
summarized in five senses of sight, hearing, touch, smell, and perception. It is clear that
the intelligent elements are diverse and complex, which has advantages and disad-
vantages. They bring plentiful functions to the users, but the burden in using process is
correspondingly imposed.

In a default using process, users advance the process as the lead factor from human
perspective, while data is calculated, analyzed, and presented accordingly from com-
puter perspective and interface perspective. The flow of information between these
three perspectives forms a complete closed loop: human provides data for computer,
the computer provides analysis capability for interface, and the interface provides the
visual information to the users and further influences user’s behavior.

Fig. 1. Intelligent elements of smart toilet in different senses
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3 Identify Key Interactions Based on Peak-End Rule

3.1 Peak-End Rule

Peak-end rule, first proposed by psychologist Daniel Kahnman, means there are two
main parts that can be remembered after a personal experience, that are exactly the
feelings at the peak moment (negative and positive) and the end moment. It is shown in
Fig. 2. This rule is based on the characteristics of the subconscious experience: only the
experience at the peak and the end moments matters, and the proportion and duration of
good or bad experiences have almost no effect on memory.

After identifying the peak and end moments, the corresponding user requirements
can be improved to enhance user experience and satisfaction.

3.2 Identify Peak and End Interactions

To identify the peak and end moments, extensive and comprehensive interviews on 39
users who had experience in using smart toilets such as Panasonic, TOTO, Kohler, and
Xiaomi were conducted to obtain the data needed to perform the study. Since Shanghai,
Beijing, Hangzhou and Tianjin are the four cities with the highest penetration rate of
smart toilets in China, users whose ages range from 20 to 60 in these four cities are the
preferred research objects.

User Interview in the First Stage
In the first stage, we had about an hour communication with each participant, face to
face or online to understand their age, gender, purpose, experience, expectations and
specific operation steps.

As a result, the following results were found: (1) They hold an optimistic attitude
about this smart product and expect to understand their even their family’s health status
through daily medical products. (2) The positive peak experience is missing: Most of
the interviewed participants believe that the product does not give a particularly
pleasant experience. On the contrary, many suggestions and expectations for
improvement are proposed towards the confusing interactions. (3) The negative peak
experience is appearing: The control panel is difficult to operate for the middle-aged
and the elderly and most users are skeptical about the icons on the operator panel, in
specific operations, for example, function startup and shutdown. This reflects a major
problem. (4) Flushing is viewed as the last step and end experience.

Fig. 2. Conceptual model of peak-end rule [11]
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Mainstream users are targeted at the same time the negative peak experience and end
experience are initially identified. Based on the information of user interview, Table 1
lists nine functional requirements mentioned most by participants, which is to prepare
for the next phase to identify the product’s peak experience with Kano model.

User Interview in the Second Stage
In the second stage, user interviews were conducted again with two purposes: To
further verify the negative peak experience and end experience; To find functional
requirements with expected quality and attractive quality combined Kano question-
naire. For example, ask participants “If the product offers the function, how do you
feel? If not, how do you feel?” Give a value in −1 to 1 where “−1 means very
dissatisfied, −0.5 means dissatisfied, 0 means indifferent, 0.5 means satisfied, 1 means
very satisfied”. Then you can know which quality this function belongs to.

As a result, the following results were found: (1) 38.4% and 23% of users
respectively pointed out that the worst experiences are identifying the icons on control
panel and sitting comfortably and warmly. It is similar to the results mentioned above.
Therefore, the negative peak experiences are locked on these two key interactions.
(2) Kano model proves that user satisfaction will only be enhanced when the product
provides functions with expected quality or attractive quality, which is an important
opportunity to find out positive peak experience. After the Kano questionnaire is
conducted, we list five functional requirements included two expected requirements
and three attractive requirements, which are showed in Table 2.

Table 1. Sample of functional requirements

Factor Functional requirements Frequency

1 Get prompt for successfully testing 31 people
2 Sit comfortably and warmly 28 people
3 Trust the technology 26 people
4 Strengthen the sense of intimacy 20 people
5 Get visualized information in app quickly 20 people
6 Identify the icons on control panel 16 people
7 Choose different user mode 13 people
8 Use without instructions 10 people
9 Enjoy the stylish appearance 7 people

Table 2. Functional requirements with expected and attractive quality

Factor Functions Quality SI DSI

A Choose different user mode Attractive 0.42 −0.19
B Sit comfortably and warmly Expected 0.81 −0.73
C Identify the icons on control panel Attractive 0.70 −0.40
D Get visualized information in app quickly Attractive 0.62 −0.26
E Get prompt for successfully testing Expected 0.72 −0.82
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In order to analyze the impact of different functional requirements, these five
functional requirements are listed in the sensitivity analysis matrix of Fig. 3, where SI
(Satisfaction Index) is the abscissa and DSI (Dissatisfaction Index) is the ordinate. The
functions farther away from the origin have the greater sensitivity, that is to say
Function B and Function E are the two most essential requirements. Function C,
outside the radius circle, is also the negative peak experience, indicating that if ame-
liorate function C, the product not only can solve the pain point of the user experience,
but also directly improve user satisfaction. Conversely, the functions within the radius
circle are not sensitive and will not be developed.

Analysis in second phase shows that there are four key interactions based on peak-
end rule. Peak experiences (positive and negative) include getting prompt for suc-
cessfully testing, sitting comfortably and warmly and identifying the icons on control
panel. End experience is flushing the toilet.

4 Improvement Design and Evaluation

For the four key interfaces identified with peak-end rule, we took the smart toilet
produced by Beijing Geometry Technology Co., Ltd. as the specific research object,
carrying out research and completing the design improvement. The following four
items are done: (1) When data is successfully detected, the product emits apt tone.
(2) Make toilet seat comfortable and constantly warm considering different groups of
people. (3) There is text information on the control panel apart from the icons.
(4) Upgrade manual flushing to automatic flushing.

Then 12 participants were invited to experience the improved products in Beijing
and we recorded the completion time they took to finish a health check. Finally, they
were asked to talk about their satisfaction with the toilet. Table 3 compares the duration
and user satisfaction of smart toilet in two states.

Fig. 3. Sensitivity analysis matrix for functions

Table 3. Comparison between original and improved products

Product Average completion time of key task Satisfaction

Original 33.92 s 33.3%
Improved 30.12 s 58.3%
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Table 3 shows that the completion time of the improved product is significantly
shorter than that of the original one, and the user satisfaction is also greatly enhanced.

5 Conclusion

The approach based on peak-end rule is proved to be efficient through user evaluation.
Meanwhile, the application of peak-end rule in improving user experience of interac-
tions between human and smart toilet can provide valuable reference for other intel-
ligent products. There are many design factors that affect the user satisfaction and only
four key interactions are identified and ameliorated in this paper, which improved user
experience greatly. More design elements and functional requirements may be con-
sidered in the future.
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Abstract. Based on the basic theory of usability test, a problem about how to
improve the usability and UX (user experience) of literature searching websites
are explored in this paper. Taking the CNKI website as an example, the usability
test of the existing version of CNKI was carried out. The factors which affect the
usability and UX of CNKI were obtained, and an iterative design were designed.
Then, by comparing data of usability test between 2 versions. It is concluded
that the optimized UX design can improve the usability of the website. Finally,
key factors and guidance of optimizing the UX design of literature searching
websites were proposed in this paper.

Keywords: Usability test � Website design � UX � t-test � Eye-tracking

1 Introduction

Nowadays, researchers can search the literature through literature searching websites
easilier. There are many websites providing searching services such as Google scholar,
Bing Scholar, CNKI (China National Knowledge Infrastructure), Elsevier Science-
Direct, etc. Taking CNKI as an example, there are more than 40 million users of CNKI
at present [1]. A questionnaire survey about the use satisfaction of the websites was
conducted in this research. The results show that 83.7% of 600 users don’t know how
to conduct detailed search at the beginning of using; 93.8% of them have different
problems using the websites. Therefore, there are defects of the existing literature
searching websites’ interface which affects the UX. Sandhu and Corbitt [2] proposed
that the optimization of information acquisition process can promote the positive UX;
Li [3] believes that UX designers need to focus on the integration of users’ psycho-
logical and emotional research. Bang and Shaung [4] formed a website evaluation
index based on UX and cognitive system. However, there are still some shortcomings.
1. Few research focus on the literature searching website layout design. 2. There are
few usability analysis and iterative design for the website. In this research, the
experiment is divided into 2 parts. The first part is used to explore the usability of the
existing version of CNKI. The second part is used to explore the usability of the
iterative design and compare it with the existing version.

These authors contributed equally to this study.
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2 Usability Test of the CNKI Existing Version

2.1 Literature Searching Website Interface

According to the survey, the home page layout of the website is divided into the
following forms. The first form can be described as ‘content-oriented’ (No. 2 and
No. 6 in Fig. 1) and the second form can be described as ‘index-oriented’ (No. 1, 3, 4,
and 5 in Fig. 1). CNKI can be classified into ‘content-oriented’ form.

2.2 Subjects and Experiment Content

In experiment of the existing version of CNKI, there were 10 subjects in the test,
including 5 males and 5 females, all of whom were no visual abnormalities, aged
20–29 years old and use these websites 2–5 times per month. The test is divided into
3 parts: 1. Conducting user interviews to collect user information. 2. Asking subjects to
complete the 8 tasks while tracking the eyes’ movement, and record the task time of
task1–task8 with stopwatch. 3. Filling out the SUS [5].

2.3 Web Page Lostness and Eye Movement Data Analysis

In Task 1, the eye movement trajectory is scattered (Fig. 2). Many other information
distracts subjects. In Task 3, 5, 7, most subjects feel lost in pages. According to Smith’s
[6] evaluation formula for web page lostness, the rate of the lostness are calculated:

L = sqrt N/S� 1ð Þ2 + R/N� 1ð Þ2½ �: ð1Þ

L: degree of “Lostness”; N: the number of different pages accessed (Unique Page-
views); S: the total number of pages accessed (Pageviews); R: the minimum number of
pages necessary to complete the task. The results are as follows: L3 = 0.87(>0.5);
L5 = 0.68(>0.5); L7 = 0.6(>0.5). It indicates the subjects feel lost. The SUS score is
45, lower than the average, indicating that the website’s usability is low.

Fig. 1. Common document retrieval website layout form

Fig. 2. Gaze plot - heat map - areas of interest
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3 Usability Test of the CNKI New Version

3.1 Subjects and Experiment Content

Some factors that are not conducive to UX are summarized and revised through
experiment 1. They are embodied in the prototype and tested in experiment 2. Another
10 subjects who meet the requirements above are recruited in experiment 2 (Fig. 3).

3.2 Data Analysis

A Mann-Whitney U test was run to determine if there were differences in the task time
of the 8 tasks (T1–T8) between the new version (GROUP 2) and the existing version
(GROUP 1). Distributions of the task time for the new version and the existing version
were not similar, as assessed by visual inspection. Task time for the new version in task
1, 2, 3, 5, 6, 7 were statistically significantly shorter than that for the existing version,
which means new version can provide more efficient UX.

The analysis of data collected through the 2 experiments above are as follows
(Tables 1 and 2):

Fig. 3. New version of CNKI prototype design.

Table 1. Mann-Whitney test-ranks of task time about the 2 versions of CNKI

GROUP N Mean rank Sum of ranks GROUP N Mean rank Sum of ranks

T1 1 7 13.14 92.00 T5 1 6 11.67 70.00
2 10 6.10 61.00 2 10 6.60 66.00
Total 17 Total 16

T2 1 10 15.10 151.00 T6 1 9 14.00 126.00
2 10 5.90 59.00 2 10 6.40 64.00
Total 20 Total 19

T3 1 7 14.00 98.00 T7 1 6 13.17 79.00
2 10 5.50 55.00 2 10 5.70 57.00
Total 17 Total 16

T4 1 10 11.20 112.00 T8 1 10 11.90 119.00
2 10 9.80 98.00 2 10 9.10 91.00
Total 20 Total 20
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A SUS was used in the 2 experiments to evaluate their usability. 10 subjects
completed experiment 1 (task A), and the other 10 subjects completed experiment 2
(task B). After completing the experiments, the 20 subjects scorded their SUS. The new
version’s SUS scores are compared with the existing version’s SUS scores (Table 3).
The two-sample t-test of SPSS is used for analysis (Tables 4 and 5).

Table 2. Test statistics

T1 T2 T3 T4 T5 T6 T7 T8

Mann-Whitney U 6.000 4.000 .000 43.000 11.000 9.000 2.000 36.000
Wilcoxon W 61.000 59.000 55.000 98.000 66.000 64.000 57.000 91.000
Z −2.830 −3.477 −3.416 −.529 −2.061 −2.939 −3.037 −1.058
Asymp. Sig. (2-tailed) .005 .001 .001 .597 .039 .003 .002 .290
Exact Sig. [2 *
(1-tailed Sig.)]

.003b .000b .000b .631b .042b .002b .001b .315b

a. Grouping Variable: GROUP. b. Not corrected for ties.

Table 3. Group statistics of SUS scores

GROUP N Mean Std. deviation Std. error mean

Score 1 10 45.000 13.1762 4.1667
2 10 73.000 22.4475 7.0985

Table 4. Independent samples test of SUS scores

Levene’s
test for
equality of
variances

t-test for equality of means

F Sig. t df Sig.
(2-tailed)

Mean
difference

Score Equal variances assumed 2.752 .114 −3.402 18 .003 −28.0000
Equal variances not
assumed

−3.402 14.544 .004 −28.0000

Table 5. Independent samples test of SUS scores

t-test for equality of means

Std. error difference 95% confidence
interval of the
difference
Lower Upper

Score Equal variances assumed 8.2310 −45.2928 −10.7072
Equal variances not assumed 8.2310 −45.5921 −10.4079
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In this study an independent sample t-test were used to determine the user’s dis-
crepancies in the usability ratings of the old and the new versions of the CNKI
interface. The study data did not have significant outliers, and it was close to a normal
distribution within each group, and the variance was homogeneous. The results showed
that the user scored the existing version (45.00 ± 13.18) lower than the new version
(73.00 ± 22.45) with a difference of −28 (95% confidence interval −45.29–10.71).
The results of the independent sample t-test indicate that t = − 3.402, P = 0.003, which
indicates that the users has a statistical difference in the usability scores of the old and
new versions. The usability of the new and existing versions is different.

4 Conclusions and Prospects

The new version (the index-oriented form) is significantly better in usability than the
old version interface (content-oriented form). It can be concluded that the layout of the
home page of the literature searching website should emphasize the main function
“search”. Reducing the image and operating steps can help improve the user’s attention
to the main function and reduce the lostness; this study can provide guidance for the
website design. There are also some shortcomings in this paper: the sample size is
relatively small, and more detailed functional tests are needed. In the further study,
more detailed study of the website such as the study of the layout relationship between
the website content and the main functions will be conducted.
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Abstract. Wireless sensor networks have been widely used for monitoring and
tracking in industrial, rehabilitation medical, and environmental applications. In
the network, sensor nodes are organized themselves into clusters with each one
node having a fixed transmission range. These groups are called Sensor Covers
(SCs), and the targets are monitored by the SCs. Typical target coverage
algorithms often assume that the environment is known and each target is
covered by only one node. However, these algorithms are not scalable. In fact, a
target may require multiple node coverage, which is the K-coverage problem.
For this reason, a K-Coverage Model Based Genetic Algorithm (KMGA) is
proposed in this paper to increase the network lifetime. While satisfying the
K-Coverage requirement, the KMGA model generates as many Sensor Covers
(SCs) as possible, and then manages the Covers to ensure the switch between
different Covers. Therefore, the network lifetime extends. Compared with
similar algorithms, the performance of the proposed KMGA model in terms of
network consumption and network lifetime is effectively improved.

Keywords: Sensor Covers � Lifetime optimization � K-coverage �
KMGA model

1 Introduction

Typical target coverage algorithms assume that the environmental parameters are
known, and these coverage algorithms find the optimal SCs to ensure that each sensor
node covers a target [5, 6] to extend the network lifetime. Yet if the sensor nodes fail,
such as running out of energy, these algorithms are no longer scalable. Therefore, a
target may need to be covered by more than one sensor node. With multiple sensor
nodes covering the target at the same time, even if a node fails, it can still maintain the
continuous coverage of the target.

Covering the target is a time-consuming and energy-consuming process. Besides
energy, there are still some optimization constraints, such as time consumption, con-
tinuous coverage, and cover structure [7]. These problems are called K-coverage
problems. This requires any target to be covered by at least K sensors node [8].
However, it is an NP-hard optimization problem, and this problem can be solved by
metaheuristic optimization [9].
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Literature [10] proposed the flow decomposition algorithm (FDA) and compared it
with the fixed direction sensing arrangement problem. The purpose of the FDA
algorithm is to decompose the maximum flow into multiple single flows, and each
single flow represents the path from the source node to the sink. At the same time, all
sensor nodes on this path form a cover.

This paper proposes a K-coverage algorithm based on the GA model to maximize
the network lifetime and decides which SCs are active to complete the current data
transfer round. In other words, GA is used to optimize the coverage requirements of
WSNs and provide as continuous monitoring of the target area as possible. In brief, the
research objectives of this paper are as follows: (1) Firstly, a GA-based coverage model
is proposed to generate as many SCs as possible to meet the K-coverage requirements;
and (2) Coverage management algorithms are used to switch the active states of dif-
ferent SCs so as to maximize network lifetime. Experimental data shows that the
proposed KMGA model effectively extends the network lifetime.

2 KMGA Model

The network model KMGA framework is shown in Fig. 1. This model consists of three
main phases. In the first stage, all sensor nodes in the network are coded using two-bit
chromosomes. Then, in the second stage, the base station runs the GA algorithm,
selects the optimal number of SCs, and then forms the Covers according to the sensing
range and the target position of each sensing node. Finally, each stain goes to assess
whether it guarantees that all targets are covered. Based on the possible number of
acquired Covers, the expected energy consumption of each sensor node will be cal-
culated. And then the base station determines which Covers remain active and thus
maintain maximum network lifetime.

The second stage

The third stage

Encodes the sensor nodes with two chromosomes

Base Station Running GA Algorithm to Generate Covers

Estimates the optimal number of coverage based on the 
remaining energy, and then meets the coverage target.

The first stage

Fig. 1. KMGA model
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3 GA Algorithm

In the KMGA model, each gene in each chromosome represents a sensor node. The
value of this gene may be 1 or 0, where 1 indicates that the node is active and 0
indicates a dormant state.

The GA algorithm generates chromosomes through crossover and mutation oper-
ations and estimates the fitness function. In the KMGA model, the graceful function of
GA consists of the remaining energy ~E, the overall expected energy consumption DE,
and the distance between the sensor node and the sink d s;Bð Þ.

Therefore, using Eq. (2), the energy cost by each sensor node is calculated and the
expected energy consumption DE is estimated. Finally, the moderate function is shown
in Eq. (4):

f ¼
~E

NE 0ð Þ þ
E0

DE
þ 1

P
i d si;Bð Þ ð4Þ

In the formula (4), E0 represents the total energy consumed when the sensing node
transmits a message to the base station in a direct manner. N is the total number of
sensor nodes.

4 Simulation Experiment and Analysis

This section established some experimental evaluations of the KMGA model applied to
different K-coverage situations. In addition, the energy consumed by each node of the
transmission wheel was analyzed. Table 1 lists the network parameters, among which
Efs represent free space energy consumption and Emp1 represent the energy needed for
mobile sensing.

Table 1. Simulation parameters

Coverage Method 100 m � 1 00 m 200 m � 200 m
FTU LTU FTU LTU

K = 1 FDSSP 675 1240 509 914
FDA 650 1301 630 1000
VP-NL 751 1514 689 1225
Proposed 1050 1847 886 1547

K = 2 FDSSP 520 839 414 620
FDA 487 992 391 785
VP-NL 586 1053 421 869
Proposed 864 1375 627 1148

K = 3 FDSSP 312 641 209 300
FDA 383 787 301 417
VP-ML 398 803 210 524
Proposed 632 1015 402 728
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(1) This experiment considers three different K-coverage situations with K equal to 1,
2 and 3. It measures the time duration between when the first target becomes
uncovered (FAT) and when the last target becomes Uncovered (LTU). Experi-
mental data is shown in Table 2.

From Table 2, it can be seen that as the coverage level increased (K value
increased), energy consumption was accelerated, resulting in a decrease in FTU
and LTU. In other words, the network life was inversely proportional to the K
value. In addition, compared with FDSSP [15], FDA [10], and VP-NL [5], the
network life of KMGA was improved. The reason is that the KMGA model
balances energy consumption and thus ensures that all sensor nodes consume
energy at the same level.

(2) This experiment considered two cases: (1) 100 nodes are distributed at
100m� 100m, covering 10 targets; (2) 200 nodes are distributed at
200m� 200m, covering 20 targets. The experimental data for these two cases
were shown in Figs. 3 and 4, respectively.

From Fig. 2, it can be seen that the target coverage of the proposed KMGA
algorithm was higher than that of FDSSP, FDA, and VP-NL in the three cases with K
equal to 1, 2. For example, when K = 1 at that time, when the number of rounds went
through to 1500, the coverage of FDSSP, FDA, and VP-NL was zero, while the target
coverage of the KMGA algorithm still reached 60%.

Table 2. Network life(s)
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5 Conclusion

Aiming at the target supervision application of wireless sensor network, a K-coverage
model KMGA based on genetic algorithm was proposed. With the KMGA model, it is
ensured that each target was covered by multiple sensor nodes at the same time.
Multiple Covers were generated as much as possible through the GA algorithm. Then,
while guaranteeing coverage requirements, the coverage between Covers was switched
based on the remaining energy of the nodes, and it resulted in thereby extending the
network lifetime. The experimental data shows that the proposed KMGA model can
effectively extend the network lifetime and ensure coverage.

(a) K=1

(b) K=2

Fig. 2. Target coverage (Case 1)
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Abstract. In the era of big data, the status quo of continuous change of
information has brought about great changes in the mode of public acceptance,
cognition and dissemination of information. In the mass change to accept
information, cultural space construction should be accordingly strengthened new
ways of transmission channel, this paper designed and implemented a kind of
new culture promotion system, and put forward the recommendation method
based on the culture content, it according to the user the choice or the like of the
object (product), recommend similar options for the user. Content-based rec-
ommendation does not need to be based on the user’s evaluation of the project,
but more needs to use machine learning method to get the user’s interest
information from the case of the description of the content characteristics, to find
the right efficient media, the right communication method.

Keywords: Cultural communication � Data mining �
Personalized recommendation � JSP

1 Introduction

Cultural communication and extension from archaeology, development, research and
design to the final face of society [1, 2]. Forming humanistic output is a complete
information chain transmission link, and the absence of any link will indeed affect the
final effect of cultural communication. Cultural display space from the content layout to
display design are affecting the efficiency of display and communication, through
various channels of publicity impact on the breadth and depth of the final cultural
promotion. The cultural communication effect brought by the visitor flow is also an
important way to promote the exhibition, which is complementary to each other.

Personalized recommendation system is a kind of advanced business intelligence
platform based on mass data mining to help various websites provide users with fully
personalized decision support and information services. For the cultural communication
and promotion system, It can helps to collect user characteristics information and make
personalized recommendations for users according to user characteristics, so as to meet
the personalized needs of customers [3, 4]. The cultural communication and promotion
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system developed in this paper adopts the JAVA development environment, USES the
MVC development mode, takes MySQL as the system database and Tomcat as the
server. The whole system is easy to operate, user-friendly, flexible and practical [3].

2 Analysis and Design of Cultural Communication
and Promotion System

Modern forms of cultural communication are presented in a highly concentrated state.
Massive and multi-class information hierarchy needs to be expressed through limited
transmission channels. As a carrier, any kind of cultural communication and promotion
system will face bearing capacity considerations.

2.1 Demand Analysis of the System

System demand analysis is an indispensable link of platform development, in order to
make the system better and more perfect to be designed, it must be investigated first.
On the basis of system investigation, the function of the new system is analyzed in
detail, so as to develop a complete system design. Through past browsing and reference
to some cultural transmission system, as a cultural transmission system, should be
divided into front desk module and the background management module, front desk
module should include login, registration, shopping cart, order, such as module, the
background module should be included, the administrator login, add classification, add
goods, check the order module. According to the requirements of the system step by
step, planned development. On the other hand, the developed system should meet the
following standards:

(1) The system interface is user-friendly and easy to operate.
(2) The system should be easy to maintain and expand system functions.
(3) To ensure that the system can accommodate a certain number of customers to

access at the same time, to ensure the stability and robustness of the system.
(4) The relationship between background databases is clear to avoid data redundancy.

2.2 Architecture Based on B/S

Any form of carrier, will face bearing capacity considerations. From the era of “we
media” to the current era of big data, receptors are actively or passively receiving all
kinds of information, and publishers have the obligation to optimize the process of
receiving and digesting information.

In the B/S architecture system, users send requests to many servers distributed on
the network through the browser. The server processes the requests of the browser and
returns the required information to the browser [4]. The B/S structure simplifies the
work of the client, which requires only a small amount of client software to be con-
figured. The server takes on more work, with database access and application execution
done on the server. The browser makes the request, and the rest of the work, such as
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data requests, processing, result returns, and dynamic page generation, is all done by
the Web Server [5].

In fact, the B/S architecture is to separate the two-layer C/S structure transaction
logic module from the client’s task, and the Web server forms a separate layer to bear
its task, so that the client’s pressure is reduced and the load is distributed to the Web
server. This three-tier architecture is shown in Fig. 1.

3 Research on Recommendation Algorithm Based
on Collaborative Filtering

There are many objective defects and disadvantages in the traditional cultural com-
munication and promotion systems. Due to the monotonous and passive form of the
traditional “listing” display, visitors can only receive knowledge in a monotonous and
passive way. There is no purpose in receiving information, and the effect of receiving
information cannot be fed back. However, information recommendation and modern
digital interactive technologies have changed the traditional deadlock.

Content-based recommendation is the earliest recommendation method, which
recommends similar choices for users based on the objects (products) they have chosen
or liked in the past. Content-based recommendations do not need to be based on the
user’s comments on the project, but more need to use machine learning method to get
the user’s interest information from the case of content feature description. The
content-based recommendation process generally has three steps, as shown in Fig. 2:

(1) Describe the object, extract object features to represent the object;
(2) Feature learning: the user’s preferences can be learned from the selected object

feature data in the past;
(3) Make recommendations, compare the characteristics of users’ preferences with

those of candidate objects, and recommend a group of objects with the greatest
relevance to users.

The disadvantages of content-based recommendation methods are:

(1) Feature extraction is difficult;
(2) Unable to dig out the potential interests of users;
(3) Unable to generate recommendations for new user.

User-based collaborative filtering is by far the most successful personalized rec-
ommendation technology in practical application. The basic idea of the algorithm is to
recommend items of interest to target users who share the same hobbies, as shown in
Fig. 3.

Browse Web server Data base

Fig. 1. Diagram of three-tier B/S architecture
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The main tasks of user-based collaborative filtering recommendation algorithm are
user similarity measurement, nearest neighbor query and prediction score. This paper
adopts the method of similarity between users.

Cosine similarity: user-item scoring matrix can be seen as a vector in the n-
dimensional space, for the items without scoring will be set to 0, cosine similarity
measurement method is to measure the similarity between users by calculating the
cosine Angle between vectors. Let the vectors I and j represent the scores of user I and
user j in n-dimensional space respectively, then the similarity between user I and user j

Fig. 2. The basic process of CB

Fig. 3. The basic idea of collaborative filtering based on users
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is studied using the e-commerce personalized recommendation algorithm based on
collaborative filtering as follows:

sim(i, j) =

P
c2Ii;j Ri;c � �Ri

� �
Rj;c � �Rj
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
c2Ii Ri;c � �Ri

� �2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

c2Ij Rj;c � �Rj
� �2

q ð1Þ

After getting the nearest neighbor of the target user, the corresponding recom-
mendation results will be generated. The calculation formula of user u’s prediction
score for item I is as follows:

Pu;i ¼ �Ru þ
P

n2NNu
simðu; nÞ � Rn;i � �Rn

� �

P
n2NNu

simðu; nÞj j ð2Þ

The most typical measures of accuracy are MAE (mean absolute error), RMSE
(mean square error), and NMAE (standard mean error). Their calculation forms are
shown below.

MAE =
1
n

Xn

a¼1
pia � riaj j ð3Þ

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
ni

X
pia � riaj j2

r

ð4Þ

NMAE ¼ MAE
rmax � rmin

ð5Þ

Where n is the number of user I rating products in the system, pia and ria are
respectively the predicted rating and the actual rating. Ni is the number of user-product
pairs in the system. rmin and rmax are the minimum and maximum values of the user
rating interval, respectively.

4 Conclusion

Our country in recent years, the construction process of all kinds of cultural exhibition
space to promote the rapid, technology innovation is instant, but continues to progress
at the same time, inevitably, some common problems, with the era of big data, the
present situation of the information change constantly, the public accept and cognitive
mode and dissemination of information, there is a huge change. In the mass change to
accept information, cultural space construction should be accordingly strengthened new
ways of transmission channel, this paper designed and implemented a kind of new
culture promotion system, and put forward the recommendation method based on the
culture content, it according to the user the choice or the like of the object (product),
recommend similar options for the user. Content-based recommendation does not need
to be based on the user’s evaluation of the project, but more needs to use machine
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learning method to get the user’s interest information from the case of the description
of the content characteristics, to find the right efficient media, the right communication
method.
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Abstract. Cangyuan Rock Paintings is one of the most ancient rock paintings
found in ethnic minority areas in China so far, representing the most objective
record of material and cultural life and spiritual life in a certain period of
the Va nationality. There are numerous themes in Cangyuan Rock Paintings
which implicate the essence of Chinese national culture and reflect the culture
deposits and inheritances of Chinese people for thousands of years. In the era of
digitization, network and electronic technology have penetrated into various
aspects of our daily life. Therefore, it is imperative for us to apply digital
technology to the protection and dissemination of cultural heritages. This paper
places the Cangyuan Rock Paintings into the background of protection and
dissemination of cultural heritages, taking advantage of digitization to find a
feasible and practicable way for the dissemination and survival of Cangyuan
Rock Paintings.

Keywords: New media � Cangyuan Rock Paintings �
Digitization construction � Cultural heritage � Digital transmission

1 Summary of Cangyuan Rock Paintings

Rock paintings is the prophase of paintings, which vividly represents the cultural
memory of some ethnic groups. With a history of more than three thousand years,
Cangyuan Rock Paintings is one of the ancient rock paintings which is located in
Cangyuan Va Autonomous County, Yunnan Province. Cangyuan Rock Paintings is the
most concentrated one which have the maximum images among more than fifty rock
paintings in Yunnan. Recording not only various scenes of people’s life at that time but
also the development process of the Va nationality, it is a significant part of brilliant
Chinese culture as well as the spiritual wealth shared by the Wa people in China.

From the perspective of artistry and style, Cangyuan Rock Paintings is mainly
based on the “flat-painted silhouette” style, highlighting the characteristics of the image
without sticking to details. Characters mostly apply inverted triangle to represent trunk,
circular to represent head, and lines to represent limbs. In the meantime, there are more
males and society, the agricultural production scene was not shown.
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From the perspective of value and worth, Cangyuan Rock Paintings is the vivid
reflection of fewer females in the paintings. Characters are mostly positive while ani-
mals are mainly lateral, which is consistent with the requirements of Egyptian art for
the law of frontality of characters. The color of the paintings is mainly monochrome,
particularly red, for the reason that hematite power or cow blood were evenly dyed on it
with fingers and feathers taking advantage of the symbolic meaning of red color in
order to express the mystery of rock paintings, which is as the same phenomenon that
red is preferred in primitive art.

From the perspective of expression content, Cangyuan Rock Paintings is divided
into hunting and gathering scenes. There are also dancing pictures, villages and
buildings, which can be recognized as stilt style architecture. Meanwhile, there are
scene pictures such as war, boating, sacrifice, etc. Ideographic symbols and decorative
patterns are also widely used, such as villages, caves, the moon, the sun, handprints and
so on. Since it has not yet entered the agricultural social life in this region and the
encyclopedia of lives of local ancestors, which results in its significant historical
materials value and cultural value. In the meantime, it provides visual specimen for the
research of understanding the spiritual world and national cultural of ancient Chinese.

2 Significance of Digitization Construction of Cangyuan
Rock Paintings

Cangyuan Rock Paintings has rich and distinctive cultural connotations. Enhancing the
digital protection and dissemination of Cangyuan Rock Paintings play an important
role in the dissemination of telling Chinese stories and Yunnan’s history and culture.
However, the current propagation mode is insufficient to express, excavate and dis-
seminate the cultural connotation of Cangyuan Rock Paintings, while digital com-
munication can better express it from the aspects of verisimilitude, interaction and
interest.

2.1 Digitization of Cangyuan Rock Paintings Is the Irresistible Trend
of Heritage Protection

With the rapid development of new technology and the success experience accumu-
lated in “Digital Dunhuang” and “Digital Palace Museum”, it is possible for the digital
protect and presentation of Cangyuan Rock Paintings, which provides a new method
for the research, renovation and visual simulation of the century heritage. The digital
preservation, reproduction and dissemination of Cangyuan Rock paintings can be
realized by adopting digital methods such as scanning, photography, digital editing,
three-dimensional animation, virtual reality and network to collect data, process data
and disseminate information. Compared with the uniqueness, non-sharing and non-
renewability of concrete objects, digital data storage is infinite, shared and renewable,
and can be permanently preserved and used. “Digital Cangyuan Rock Paintings” is the
meaning of implementing the digitization of world cultural heritage. Through realizing
the digitization of Cangyuan Rock Paintings we can not only obtain permanent
archives for protection as well as provide detailed information for heritage research, but
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also develop digital programs for tourism education and cultural dissemination, so as to
better protect and disseminate Cangyuan Rock Paintings, and ultimately realize the
harmonious integration of cultural value and commercial value. Applying new media
technology in the combination of dissemination can promote the formation pf a new
industrial chain of scientific research, culture, tourism and education, and achieve the
unity of social and economic benefits.

Vividly present Cangyuan Rock Paintings to enhance the overall awareness of the
audience.

Technology reproduction is an urgent problem that Cangyuan Rock Paintings has a
large volume and wide pattern distribution. Through virtual reality technology, sound
photoelectric effect and story interpretation, we can vividly show the complete style
and features of Cangyuan Rock Paintings. For example, with the development of live
high definition fulldome digital movies of which the theme is cultural heritage, and
through the latest 8K technology together with musics, commentaries and subtitles, the
audience in the virtual field can feel as if they were in the scene. It can not only enhance
the psychological feelings of the audience but also make them feel shock from the
bottom of heart which can not be realized by normal propagation medium and means
such as real scene inspections and photo exhibitions. Being personally on the scene,
people have a more profound understanding of Cangyuan Rock Paintings while being
deeply impressed by the superlative craftsmanship of ancient people. Affected by the
national wisdom and cultural connotations displayed by the sight, people’s attitude of
Cangyuan Rock Paintings change from unwilling to know to willing to positively
understanding and disseminating it. Through the deep inner experience of digital
technology, the cultural communication develop to a deeper level.

2.2 Digital Communication Has Breadth and Depth, Which Promotes
Cangyuan Rock Paintings to “Go Out”

The communication revolution in the new media era makes information dissemination
more diversified, three-dimensional, real-time and interactive. Virtual reality technol-
ogy and the mode of mobile terminal communication are more in line with the media
usage habits of young people. Making full use of digital technology to enrich the
display form and content, we are able to explore the wisdom and customs of the
ancients, as well as tell the story and historical legends of Cangyuan Rock Paintings.
Based on the rich connotation and unsolved mysteries, we can develop various forms
of digital animation games, singing stories, literary works, artworks and so on, so that
Cangyuan Rock Paintings can be accepted by young audience through digital dis-
semination and also go abroad, ultimately go to the world. Promoting the overall
understanding of audience of Cangyuan Rock Paintings is conductive to enhancing
national pride and expanding the scope of dissemination and influence of excellent
national culture in China.
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3 The Way of Digitization Construction of Cangyuan Rock
Paintings

In the new media era, technological innovation has brought new opportunities for the
digital dissemination of Cangyuan Rock Paintings. Based on the opportunities, the
digital dissemination should break the limitation of time and space on the basis of the
digitization of Cangyuan Rock Paintings heritage in order to meet the multiple
requirements of cultural dissemination, tour appreciation, leisure and entertainment,
and academic research.

3.1 Apply Digital Technology to Build “Digital Cangyuan Rock
Paintings”

3.1.1 Illuminant
The commonly used scanners currently are flatbed scanners and roller scanners. The
former uses fluorescent tube as illuminant, and parts other than the manuscript are also
irradiated. The refraction of these light will reduce the contrast of dark part and as a
result, affect the level of its reproduction. The latter scanner applies point scanning
while not being affected by excess light. Pointolite with high intensity will focus on the
manuscript so that we can sweep more details in the dark part and improve image
contrast. However, we would still use flatbed scanners instead of roller scanners for the
latter need to paste the manuscript on itself which is unrealistic for painting and
calligraphy works of art.

In order to insure the effect of scanning, we make use of LED standard illuminant.
In the meantime, we can effectively avoid the influence of ambient light and back-
ground color on color and level by guaranteeing that the workplaces where the
paintings and calligraphy are scanned are closed and the walls are gray or black.

3.1.2 White Balance
The color rendering of illuminant would change to some extent when using time
changes. Thus, we need to set white balance regularly and preheat the illuminant for
around thirty minutes before scanning.

3.1.3 Focalize
By manual or automatic focusing, the image can be placed on the image sensor to
ensure that the scanned image is clear and not blurred.

3.1.4 Color Management
Making special standard color target to generate properties file aimed at the repro-
duction of artworks. Forming ICC color management feature files which is suitable for
art reproduction to achieve real “see as you get”.

3.1.5 Resolution Ratio
It is significant to select the appropriate resolution ratio for digital images are composed
of countless pixels. Generally speaking, the legibility of the image increases with the
scanning resolution while scanning resolution ratio is restricted by many factors and is
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not that the higher the better. Excessive precision will prolong the scanning time,
occupy too much memory, and slow image processing speed; or when the scanning
resolution ratio is higher than the resolution ratio of the output device, additional pixels
would be discarded in the printing process, which can also reduce the image legibility.

3.2 Skillfully Use Mobile Terminal to Expand Communication Channels

Up to December 2017, the scale of Chinese netizen has reached 772 million in which
mobile netizen takes up a large slice of 753 million. Mobile phones continue to occupy
the use of other personal Internet devices. Intelligent devices with mobile phones as the
principle part has become the basis of “all things interconnect with each other”. Served
as a media platform, micro-blog and WeChat combine mass communication, group
communication and interpersonal communication together. Intelligent devices make it
quickly and instantly for “micro-platform” to disseminates information including text,
picture, audio and video, etc., satisfying the information requirements from various
viewpoints and levels as well as changing people’s lifestyle and information dissem-
ination mode, which brings about unprecedented experience of convenient
communication.

Propaganda departments or traditional medium should push news and information
about Cangyuan Rock Paintings based on “two micro-one end” and other “micro-
platforms”, timely and vividly disseminate Cangyuan Pock Paintings and its culture in
various forms such as text, picture, audio and video. For example, the WeChat Sub-
scription of Yunnan News covered a lot on Cangyuan Rock Paintings on its official
WeChat Subscription, which guided the audience to make comments meanwhile
promoted their awareness of Cangyuan Rock Paintings.

Creating mobile phone client (APP) about Cangyuan Rock Paintings, updating
content continuously according to audience’s habits and requirements and upgrading
application software can not only strengthen habitual behavior and increase page view,
but also consolidate the scale of audience group size, so that the audience have strong
browsing desire, so as to more effectively realize “residence” and “solicitation”. Cur-
rently, APPs that are related to Cangyuan Rock Paintings are in the minority, most of
which are APPs of a certain medium who add reports and information about Cangyuan
Rock Paintings to their own APPs, or open up an specialized area in APP to introduce
Cangyuan Rock Paintings. Although this method can produce a certain communication
effect for a period of time, it is difficult to form a lasting communication force, so we
still need to create an own APP of Cangyuan Rock Paintings in order to help people
deeply understand it. Through intelligent technology and “two micro-one end” and
other “micro platforms”, we can better enhance the audience’s understanding of
Cangyuan Rock Paintings as well as spread it more effectively.

3.3 Tell a Great New Story of Cangyuan Rock Paintings Through
Animation, Game and Micro-film

To disseminate Cangyuan Rock Paintings and tell its stories well, we can entrust
animation production companies to digitize Cangyuan Rock Paintings stories with rich
connotations by means of digital animation art forms as well as present and disseminate
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them to the general audience through digital means. Animations, as a new method for
culture spreading, this cultural industry and its export are conducive to enhancing the
comprehensive strength of Chinese culture. On the other side, as a medium, it has
become a platform for the spread of traditional culture of our nation that can reflect the
spirit of Chinese national art and culture in front of the world more vividly.

As the pace of life speeds up, the “fragmented” information receiving mode of
micro-film adapts to the real-time consumer demand of the audience. Producing
microfilms based on the background or by mixing elements of Cangyuan Rock
Paintings, the mysterious ancestor culture of Yunnan Province is disseminated through
popular stories, artistic means of expression, and well-structured narrative plots. The
mysterious ancestor culture is familiar to the audience in an acceptable way, which
opens up the public’s understanding of Cangyuan Rock Paintings. For the micro-film is
short and concise, it can convey the intended meaning rapidly in a limited time. By
showing the culture of Cangyuan Rock Paintings through micro-film, the wisdom of
the ancestors of Yunnan Province can be presented in the way of video recording.
Through that way, we are able to disseminate the culture of Cangyuan Rock Paintings
in storytelling and tell the stories of it.

In the meantime, as an important way of leisure for mobile phone users, games
have gathered a large number of young audiences. By adding some elements of
Cangyuan rock Paintings into games, taking the rich connotation and unsolved riddles
of it as the material, and developing games suitable for teenagers’ entertainment habits,
we can not only improve the recognition of Cangyuan Rock Paintings among young
people, but also effectively promote the audience to understand the excellent Cangyuan
Rock Paintings.

Under the background of “going out” of Chinese culture, new forms of dissemi-
nation such as animation, micro-films and games can often “moisten things silently”.
To some extent, Cangyuan Rock Paintings have gained wide attention no matter in the
industry or academia; however, out of Yunnan Province, nationwide even worldwide,
we may only know that Cangyuan Rock Paintings is a precious cultural heritage while
know nothing about the cultural connotation of it, which is the bottleneck of the current
means of dissemination. Animation, micro-film and game are concerned by young
audiences. Through adding Cangyuan Rock Paintings elements in them, the audiences
are able to contact and accept Cangyuan Rock Paintings in a subtle way, and even be
interested in it as well as participate in the dissemination. They are both receivers and
disseminators, which is conducive to forming the audiences’ deep and overall under-
standing of Cangyuan Rock Paintings.

4 Conclusion

Digitization provides a favorable platform for the protection of cultural heritage of
Cangyuan Rock Paintings by protecting the it with high precision and fidelity. Thanks
for the help of digital platform, we can disseminates the cultural heritage resources of
Cangyuan Rock Paintings scientifically and effectively. In today’s increasingly fierce
media competition, there is no doubt that the birth of new media creates a younger
dissemination atmosphere and a more explosive dissemination effect for this rare and

126 Q. Xu



precious culture heritage. The application of digital technology, such as AR and VR,
not only presents the unusual cultural landscape in front of the broad audience and
makes them feel as if they were personally on the scene, but also is conductive to the
protection and cultural inheritance of Cangyuan Rock Paintings.
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Abstract. In the new media environment, the art curriculum autonomous
learning support system is based on the new media information technology to
build an intelligent computer big data computing aided learning environment.
The system cooperates with the appropriate teaching guidance method to pro-
mote art learners to become artistic talents with deep basic knowledge and active
creativity. The integration between the new media technology and the autono-
mous learning support system not only brings about the innovation of learning
methods, concepts and tools, but also puts forward new demands for the indi-
vidualized service of the art curriculum self-learning. The paper proposes the
process and method of the autonomous learning service model of art curriculum.
This paper analyzes the self-learning service of art curriculum based on learning
situation, and position information based on the reasoning, the reasoning of
behavior patterns and the reasoning of association rules, constructing context-
aware art learning data processing and reasoning process.

Keywords: New media � Art curriculum � Independent learning �
Context awareness

1 Introduction

With the popularity of mobile terminals and the prevalence of learning social platforms,
various educational methods help scholars to use the fragmented learning time after
work, or systematically study various types of education. The concept of independent
learning complements the characteristics of new media, network, intelligence, service
and synergy, and is the starting and innovation point for constructing a new ecology of
independent learning. The self-learning support system contains a new generation of
information technology such as the Internet of Things, cloud computing, big data, and
ubiquitous networks. It can help improve learners’ flexibility, adaptability, and initia-
tive to combine self-directed learning [1]. This paper attempt attempts to integrate new
media and new technologies, and complete the construction of the self-learning support

© Springer Nature Singapore Pte Ltd. 2020
J. J. Park et al. (Eds.): MUE 2019/FutureTech 2019, LNEE 590, pp. 128–133, 2020.
https://doi.org/10.1007/978-981-32-9244-4_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_17&amp;domain=pdf
https://doi.org/10.1007/978-981-32-9244-4_17


system model for art curriculum through the calculation of context awareness data. It is
hoped that the self-learning support system model of the art curriculum based on the
Internet-based infrastructure and the new media environment will promote the deep
integration of independent learning and new media.

In the era when new media is widely used, learning needs are everywhere, learning
processes are happening all the time [2]. Learning scenes are no longer fixed to
classrooms and schools, but become an educational ecosystem that connects schools,
families, art galleries, libraries, and even virtual learning communities and public social
platforms through the Internet. At the same time, the autonomous learning support
system reflects the students’ autonomy and cultivates students’ subjective initiative,
and believes that in the learning process, the knowledge acquisition is the result of the
individual’s active construction when acquiring information. The continuous innova-
tion of learning methods, learning tools, and learning concepts has made knowledge
acquisition more focused on active participation and collaborative construction, and the
behavior of individual learning has gradually gained attention. The main purpose of
this paper is to construct a learner-centered autonomous learning support system model
and improve the learning effect of independent learning in art curriculum.

2 Methods

2.1 Model

The new technology covered by the current new media environment is more extensive
and novel. It is not only a tool for information dissemination, but also subverts the
traditional way of knowledge transformation. The concept of new media education has
further brought about changes in education and learning models. This kind of change
must be an innovation from the educational concept to the teaching method. Then it
needs to integrate the new media with the new concepts, new behaviors and new
models of teaching and learning, and build a new learning support service system. The
basic connotation of self-learning education for art courses is based on the latest new
media information technology to build an intelligent big data aided learning environ-
ment, using appropriate teaching methods to promote art learners to become artistic
talents with deep basic knowledge and active creativity. It requires the latest computer
technology such as internet of things technology, big data analysis and artificial
intelligence to share a lot of tedious and mechanical repetitive work, so that teachers
can better grasp the students’ learning situation in a timely manner, and let students
focus more on complex and valuable artistic learning and creative tasks. To achieve
this goal, we need to fully grasp the learning characteristics and style of art learners,
perceive their learning situations and interests, and provide suitable art learning
resources and convenient interactive tools according to local conditions, intelligently
improve the learning efficiency of each art learner.

Specifically, the process and method of the autonomous learning model for the art
curriculum follow the four basic principles: learning resource matching, self-consistent
teaching logic, rich learning experience, and timely feedback. It is represented by four
targeted service components as shown in Fig. 1: the orientation of context awareness
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and artistic learning needs; adaptive learning process; differentiated teaching evalua-
tion; semantic-based art learning resource organization and reconstruction. In general,
the following basic characteristics should be highlighted: a comprehensive perception
of the learning situation and the learner’s current artistic interests and needs; providing
learners with personalized learning resources anytime and anywhere, mastering the
learner’s style and designing a variety of learning activities, differentiated learning
diagnosis, learning advice and learning services.

2.2 Framework Construction

The application and development of Context awareness in educational technology is to
adapt to the learning mode of autonomous learners’ mobility and fragmentation.
Context awareness technology stems from the study of ubiquitous computing, initially
emphasizing computations that are integrated into the environment [3]. The ubiquitous
network is the basis of context awareness. The ubiquitous network consists of a large
number of non-traditional “smart items”, which contains the various sensors and
triggers, bring the perception of the environment to the smart device. Features such as
virtual reality integration, multi-terminal access, seamless handover, and connected
communities require computers (especially mobile computers) to adaptively change the
organization and presentation of learning content through context awareness, providing
push services for users [4]. Self-learning of art courses based on learning situations
requires more knowledge of the situation in which learners are located through intel-
ligent equipment, and perceives their specific artistic learning needs. For example,
when a learner is in an art gallery, he may need to know relevant art knowledge based
on GPS positioning and reasoning. If there is indoor positioning technology such as
WIFI and RFID, it can be further precise whether he wants to know the art of painting
or design. As shown in Fig. 2, context awareness features include not only time,
location, user operations, but also a variety of sensor information. By comprehensively
analyzing these characteristics, the user’s contextualized information needs are gen-
erated and semantically represented. Analyze the actual learning needs of users as
realistically as possible, semantically mark and extract the applicable contexts of
learning resources, and correlate them to the behaviors of the targets, thus providing a
more comprehensive and reliable basis for information push and filtering, and finally

Fig. 1. Art course autonomous learning service model
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the personality. The recommended information is displayed to the user in a differen-
tiated manner [5].

The focus of situational modeling is the construction of contextual contexts. The
first thing to determine is which contextual elements need to be obtained. The basic
contextual elements may include: the characters involved in the current context,
resources used by the current context, learning habits and preferences of the user,
current learning tasks, and the events, locations, times, perceptual data associated with
the current context. Then based on the elements to reason, the process of reasoning can
be divided into the following levels:

2.2.1 Inference Based on Location Information
Geographic location-based inference is the core of understanding individual’s mobile
behavior and learning state. It is very important for the recommendation application at a
higher level, especially for the user’s personal learning behavior. On the basis of the
individualized and prominent location mining, combined with the existing artificially
labeled sample, time and other context information for association rule analysis, the
mapping rules of location type and learning state are summarized. The continuous
location switching in the mobile scene have some limitations for the traditional
behavior pattern recommendation on a single static location, so context learning is
more concerned with continuous motion trajectory pattern mining. The definition of
trajectory data is a serialized record of a set of pause locations and movement trajec-
tories. The mapping of geographic information and semantic information is realized
according to the movement trajectory and geographic information data, and the
semantic knowledge and transition probability of the sampling points are introduced,

Fig. 2. Context awareness of art learning data processing and reasoning process
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and the sequence mining algorithm is utilized. To analyze the semantic trajectory
pattern and correlate learners’ learning state changes.

2.2.2 Inference Based on Behavioral Patterns
User behavior pattern mining is the key to personalized recommendation of mobile
users. It reveals the basic information of user learning rules and learning preferences,
which is essential for improving recommendation efficiency. The situation of the
learner and the real-time needs are closely related. In different situations, his recom-
mendation needs will be very different. The effective analysis and utilization of mobile
context data can better understand the user’s current intentions and interests, and
improve the recommendation system experience for mobile users.

2.2.3 Inference Based on Association Rules
As an important basis for carrying out targeted services, the association between user
context and learning needs directly determines the quality of the personalized service
and recommendation. Inference based on association rules is not only to discover the
relationship between context and behavior, but also to reveal a strong connection
between different contextual features. This task can be effectively accomplished
through basic association rule mining techniques and extensions based on this. For
example, the video of the art creation software that the learner watches in a cer-
tain situation indicates how the course content will be switched at the next moment.
May be search relevant courseware or do the creative design exercise after-school. The
learning system needs to promptly and accurately recommend the material content of
the after-school contact, relying on the mining and discovery of association rules.

3 Discussions

The learning guided by the autonomous learning support system of the art curriculum
in the new media environment can be adapted to most students. Based on big data
computing and contextual awareness, this self-learning system has a targeted and
differentiated adjustment of teaching, stimulating students’ independent learning
interests, mastering students’ basic art theory and artistic creative ability. The pro-
motion has been significantly helpful. Specific learning details and depth of under-
standing require students to rely solely on their own efforts to obtain. This way of
teaching and learning leads to the knowledge being “superficially grasped”, and it is
better to learn and guide the personal interest matching without differentiation. This
way of teaching and learning leads to the knowledge being “superficially grasped”, and
There is no personalized learning guide for personal interest matching.

4 Conclusion

Guided by the autonomous learning support system for art courses in the new media
environment can be adapted to most students. This kind of guiding mode can adjust the
teaching in a targeted and differentiated way based on big data calculation and
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situational awareness, and stimulate students’ interest in independent learning. It will
greatly help students master the basic art theory and improve their artistic creative
ability.

In most cases, the traditional unified teaching is to build a subject knowledge
framework for students. The specific learning details and the depth of learning need to
be obtained by students relying solely on their own efforts. With the development of
new media technology, the auxiliary teaching of the self-study support system of the art
curriculum, the time for students to understand the knowledge of art theory will be
significantly shortened, and the ability to comprehensively create art will be effectively
improved according to personal strengths. In turn, students will have a new experience
in the practice of artistic creation, and further promote students’ deeper exploration and
study of art learning. Therefore, the teaching guided by the autonomous learning
support system of art courses in the new media environment can be superior to the
performance of traditional classroom learning.
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Abstract. With the uprising of new media industry, homework of students
majored in mass media becomes increasingly diversified. To better deal with the
multi-media homework processing demand and achieve smoother communica-
tion between mass media teachers and students in term of latter’s homework,
this system makes some improvement to the existing homework review system
that focuses on text work, including introduction of video/image homework
processing and multi-media work exchange and sharing. An online multi-media
homework management system is designed here on the basis of Aliyun plat-
form. The system featuring comprehensive and powerful functions can provide
better assistance for such teaching activities as lecturing of teachers and students
engaged in mass media industry.

Keywords: Multimedia homework management � Browser/Server mode �
Cloud platform

1 Introduction

As science and education keep advancing, network has gradually become a new
platform of education [1–5]. In colleges and universities, network gets widely used as a
critical auxiliary tool for education [6, 7]. Network teaching, a novel teaching mode, is
advocated on an on-going basis on the other hand [8–10].

As one of the important links in teaching, homework has feedback and commu-
nication functions. After class, by the means of the internet social tools such as E-mail
and QQ, the homework submission function is realized. However, this can only solve
the problems such as simple homework delivery and submission, and it is impossible to
make together the behaviors such as homework correction, homework feedback, and
homework query statistics between teachers and students for further analysis and
judgment. There is a break-up between each other, and it is necessary to build a
platform for teachers and students to collaborate synchronously [11].

With emerging new media, the homework of mass media students is no longer
monotonous in form; instead a variety of new forms including image, video and audio
are employed in homework. The existing online homework management systems are
mostly single-functional and can’t meet the increasingly diversified homework file
processing demand by the students majoring in mass media (such as its inability to deal
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with the homework in image, video and audio forms). Therefore, an improved online
homework management system is proposed here in this paper, which offers preliminary
format check for the video and image homework in new media-related majors to
facilitate the teachers’ teaching and homework reviewing activities on the basis of those
basic functions such as homework submission and reviewing.

2 Design of System Functional Modules

According to the actual requirements of the multimedia department, the system mainly
consists of following functional modules: administrator module, teacher module, stu-
dent module and exchange module.

2.1 Administrator Module

The administrator module is provided with the following functions:
System administration: on/off and properties settings of the system and regular

system maintenance; Administrator administration: manage and maintain the infor-
mation about the administrator user, such as the identity, category and limits of
authority; Teacher administration: add/delete and maintain the teacher-related identity
and authority limits information, and design corresponding class and course for specific
teacher; Student administration: add/delete and maintain the identity and authority
limits information about the student; Data administration: create relatively compre-
hensive data backup mechanism for the system to avoid any teaching accident arising
from an occasional event and subsequent data loss. In addition, the system is also
provided with a multi-media homework sharing and display platform. To ensure the
working efficiency of the system, it is necessary to regularly clean the old homework
saved in the system’s database.

2.2 Teacher Module

In order to alleviate the teachers’ workload in traditional assignment execution process
and improve the teaching efficiency and quality, some rich and practical functions have
been designed in the system for the teacher user on the basis of the major features.
Those functions include:

Homework assignment: after successfully logging in the system, the teacher user
can check his/her class and courses in present term. The teacher can add new home-
work for the lectured class as per corresponding course. The homework is mainly
assigned in three forms: text, image and video. The teacher can specify both deadline
and file attributes of the homework (such as word counts and text font and size for text
work, and format and size of image or video work). The system will conduct pre-
liminary review on the homework files submitted by the students as specified by the
teacher for the homework and reject the non-conforming ones, and warn the students
with pop-up window. Besides, based on the actual demand of multi-media major, the
teacher may ask the students to submit the operational procedures around key nodes in
finishing their homework when adding an assignment, especially when it is in image or
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video form. When this item is checked, the students will be required to record the
screens about their using the dedicated software to finish the homework with the plug-
in provided by the system when approaching the critical steps in the assignment;
whereas the system will upload and save the screen recording contents of the students
for reference of teacher or later use in answering students’ puzzles. This can help the
teacher to better make sure whether the students finish the multi-media work as
required and what problems they encounter during the process.

Homework management: the teacher user can make supplementary notes to the
submitted assignment or terminate it when necessary after logging in the system.
Besides, such user can also check the homework progress and submission by the
students as well as the checked and reviewed or un-reviewed homework.

Homework statistics: the teacher can check the progress, overall completion and
score distribution of the assignment among students of different classes in the system.
Colleagues may carry out a lateral comparison and analysis of the homework finishing
among different classes and the final analysis outcome can be exported from the
system.

2.3 Student Module

The functions of student module mainly include:
Individual information management: after logging in the present system, the stu-

dents can correct any error concerning their individual information and submit the
corrected information. They can also set their telephone number and email address as
well as enabling of short message or email notice in case of a new assignment.

Homework inquiry: the students can search and inquire the assignments released,
unfinished or finished and submitted in the system, and check the outcome of their
previous homework.

Homework submission: the students can submit files in specified format at any time
before the deadline, and the homework will be successfully submitted after passing the
preliminary format review by the system. When doing the homework, the students can
also record the screens about their software operating process when approaching
corresponding key links as required by the assignment.

Score inquiry: the students can check their score for a specific assignment and the
scores for all the assignments under one course in a term after the teacher finishes the
reviewing process.

Problem solving: the students may pose questions for their teachers in the system at
any time before the course is finished. They can also insert the screen recording of their
software operating process when submitting the questions so that the teacher can better
find the causes behind the problems and provide accurate answers.

Mutual Evaluation Mode for Students.
The novelty of the design doesn’t only lie in traditional teachers’ evaluation system,

a new evaluation mode is added, namely, a mutual evaluation mode for students. Big
data and B/S mode of the Internet are adopted, Html, Css, Javascript, Jsp and Mysql
technologies are adopted. After students upload their assignment and works, all of them
will be displayed anonymously on the website, each student is required to grade at least
ten students’ work with remarks to successfully upload their work. The number of
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times graded assignments are shown should be as consistent as possible. The first ten
students uploading their assignments need to log in again and be evaluated by the
system, or else, the uploading can’t be counted as successful. 50% of each student’s
performance comes from the final scoring in mutual evaluation of students—the
algorithm of big data is adopted, and calculation is conducted by taking 10 as the unit.
In the end, the most frequently given score will be adopted, and the remaining 50% will
come from the correction of teachers. This will be fairer for students’ works.

2.4 Public Module

This module contains following primary functions:
Materials sharing: the teacher can selectively upload the courseware and materials

about the course to the system for reference by the students, and upload, wholly or
partly, the reviewed homework of certain course to the sharing zone in the system, and
set whether the contents shared can be downloaded. When uploading and sharing are
conducted, the system will automatically add watermarks of different forms to files of
varying forms (such as official title of the school to video homework) so as to protect
the copyright.

Exchange and interaction: both teachers and students can subscribe new contents
prompt for public sharing zone so that once new works of proper authority are shared,
they can comment on and mark them for mutual exchange and progress.

General information: this part serves to supplement and display the information
about the system, including “about the system”, “links”, “campus landscape”, and
“feedback”.

3 System Framework Design

The system adopts B/S (Browser/Server) three-layer architecture mode. Based on Web
technology, this mode is a system platform model that decomposes the server part in
traditional C/S (Client/Server) mode into one data server and one or more application
Web servers in order to form a three-tier structure (user interface, service logic, and
data/server) [10, 12]. The architecture is illustrated in Fig. 1:

Fig. 1. The architecture of the system based on B/S mode
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In accordance with module function design and general framework design, the
present system is mainly composed of access webpage, portal page, workflow inter-
action control platform, homework reviewing service platform, public sharing and
exchange platform, backstage management platform, and cloud computing service
platform. The logic structure of the system is demonstrated in Fig. 2:

The system employs HTML+CSS+JSP as the frontend interaction page develop-
ment tool, JAVA language to achieve all sorts of operations in service logic layer, and
Aliyun service as the database and server supplier. As a sort of business computing
model, cloud computing assigns the computation load to the resource pool composed
of a great number of servers so that the customers can obtain access to corresponding
memory space in database, computing power and related information service as nec-
essary [13]. The resource pool here is called “cloud” which is a large server cluster that
is made up of computer server, storage server and broadband resource. The reason why
Aliyun server is selected in this system is because the cloud host of Aliyun is built on
the well-known Apsaras cloud-computing system that is widely used by such large
enterprises as Taobao and Tmall due to its high reliability [14–16]. Besides, the system
makes use of the distributed file system provided by Aliyun to efficiently complete the
storage, invoking and editing tasks for homework files of a number of media forms in
the system.

4 Summary

By carefully reviewing some existing online homework management systems, this
paper proposes an improved and cloud platform-based online multi-media homework
management system to meet the actual demand of new media majors. On the premise
of containing homework submission, reviewing and inquiring functions in traditional

Fig. 2. The logical structure of the system based on cloud platform
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systems, this system integrates image and video conversion, downloading, saving and
editing as well as forum communication functions to better ameliorate the teaching
effect in new media majors and realize the “convenient and sharing” targets of
education.

Acknowledgement. Supported by “the Fundamental Research Funds for the Central Univer-
sities”, Zhongnan University of Economics and Law (No.2722019JCG079).

References

1. Anshari, M., Alas, Y., Guan, L.S.: Developing online learning resources: big data, social
networks, and cloud computing to support pervasive knowledge. Educ. Inf. Technol. 21(6),
1663–1677 (2016)

2. Bora, U.J., Ahmed, M.: E-learning using cloud computing. Int. J. Sci. Mod. Eng. 1(2), 9–12
(2013)

3. Coronel, C., Morris, S.: Database Systems: Design, Implementation & Management (2016)
4. Chang, V., Gütl, C., Ebner, M.: Trends and opportunities in online learning, MOOCs, and

cloud-based tools. In: Second Handbook of Information Technology in Primary and
Secondary Education (2018)

5. Chen, S., Lin, M., Zhang, H.: Research of mobile learning system based on cloud
computing. In: 2011 International Conference on e-Education, Entertainment and e-
Management (ICEEE), pp. 121–123. IEEE (2013)

6. Dahdouh, K., Dakkak, A., Oughdir, L., et al.: Big data for online learning systems. Educ.
Inf. Technol. 1–18 (2018)

7. Daradoumis, T., Bassi, R., Xhafa, F., et al.: A review on massive e-learning (MOOC) design,
delivery and assessment. In: 2013 Eighth International Conference on P2P, Parallel, Grid,
Cloud and Internet Computing (3PGCIC), pp. 208–213. IEEE (2013)

8. Huang, R.: Development of a cloud-based network teaching platform. Int. J. Emerg.
Technol. Learn. (iJET) 13(04), 176–186 (2018)

9. Jeong, J.S., Kim, M., Yoo, K.H.: A content oriented smart education system based on cloud
computing. Int. J. Multimedia Ubiquitous Eng. 8(6), 313–328 (2013)

10. Laudon, K.C., Laudon, J.P.: Management Information System (2016)
11. Masud, M.A.H., Huang, X.: An e-learning system architecture based on cloud computing.

System 10(11), 255–259 (2012)
12. Mehlenbacher, B., Kelly, A.R., Kampe, C., et al.: Instructional design for online learning

environments and the problem of collaboration in the cloud. J. Tech. Writing Commun. 48
(2), 199–221 (2018)

13. Pocatilu, P., Alecu, F., Vetrici, M.: Using cloud computing for E-learning systems. In:
Proceedings of the 8th WSEAS International Conference on Data Networks, Communica-
tions, Computers, pp. 54–59. World Scientific and Engineering Academy and Society
(WSEAS) (2009)

14. Sultan, N.: Cloud computing for education: a new dawn? Int. J. Inf. Manage. 30(2), 109–116
(2010)

15. Sun, G., Cui, T., Yong, J., et al.: MLaaS: a cloud-based system for delivering adaptive micro
learning in mobile MOOC learning. IEEE Trans. Serv. Comput. 11(2), 292–305 (2018)

16. Then, M., Ianniello, B.R., Vu, D.B., et al.: A competence-based course authoring concept for
learning platforms with legacy assignment tools. GSTF J. Comput. (JoC) 4(4) (2018)

Design of Online Multimedia Homework Management System 139



On the Evaluation of Propagation
Force of New Media for Government Affairs

Based on the Theory of Information
Acceptance Technology

Yuzhi Dong(&)

China and South Korea School of New Media,
Zhongnan University of Economics and Law, 182# Nanhu Avenue, East Lake
High-tech Development Zone, Wuhan 430073, People’s Republic of China

dyz3122@126.com

Abstract. The development of Internet technology and the wide application of
new media, such as the Weibo, WeChat or some kinds of new Apps, promoted
the construction of new media for government affairs. The decentralized new
media for government affairs has weakened the propagation force and influence,
therefore, based on the theory of information acceptance, resource integration
and cluster communication are the big trends of new media for government
affairs. A set of system, which combine with the quantitative and qualitative
evaluation, the content supply and user experience assessment, the communi-
cation function and efficiency evaluation, can be established to evaluate the
clustering propagation force of the new media for government affairs may adjust
the communication strategies, accelerate the communication efficiency, enhance
the government credibility and promote the construction of service-oriented
government.

Keywords: Information adoption technology �
New media for government affairs � Cluster communication

With the rapid development of Mobile Internet Technology, the new media forms such
as Weibo, WeChat and some news Apps, has changed the media landscape. Micro
media has become an important carrier for people to communicate and obtain infor-
mation. It is reported by the 42nd China’s Internet Development Survey Report, the
scale of Internet users in China reached 802 million, with 29.68 million new Internet
users, a growth rate of 3.8%, and the Internet penetration rate reached 57.7%. Such a
large scale of Internet users use the new media to obtain information, meanwhile, they
constantly improve the propagation force of it, and promote the progress of our
administrative information disclosure, forming a unique Chinese micro-era landscape.
Innovating the evaluation system of new media communication of government affairs.
There have been many empirical studies on the evaluation index design of government
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new media performance and development level, but the development trend of gov-
ernment new media cluster platform has injected new content and changes into new
media for government affairs. Yu Guoming believes that the propagation force is a kind
of soft power, and puts forward that “the propagation force is the most important soft
power that affects the society, and the most important power that affects people’s
identities of feelings, status and value [1].”

The information technology of government is mainly composed of network
information technology (internet website, E-mail), telephone and communication
technology (mobile phone, videophone, teleconference), multimedia technology (touch
screen, digital TV) and security technology (smart card) [2]. There are three major
influencing factors for government to adopt information technology: technology,
organization and external environment. The implementation process of government
information technology adoption mainly involves key factors such as organizational
process change, organizational structure change and organizational staff. However, the
effects are related to the relationship between the adoption of government information
technology and the efficiency of public sectors, the adoption of government informa-
tion technology and government trust, and the adoption of government information
technology and public participation [3].

1 Combination of Qualitative and Quantitative Evaluation

Qualitative evaluation is a process of making judgments on the system risk status based
on non-quantitative data such as researchers’ knowledge, experience, historical lessons,
policy trend and special variations. It mainly takes the case study of the in-depth
interviews with the investigation objects as the basic data, and then, through an analysis
framework of theoretical derivation, codes and sorts out the data, then draws the
investigation conclusion. Quantitative evaluation is to use mathematical methods to
collect and deal with the data and make value judgments of quantitative results for
evaluation objects. It is objective, standard, accurate, quantitative and simple, but it
couldn’t evaluate all the factors appropriately in practical evaluation.

Qualitative evaluation does not use mathematical methods, but makes value
judgment directly on the basis of the observation and analysis of real state or literature
of the evaluation object. Qualitative evaluation emphasizes observation, analysis,
induction and description. However, it sometimes makes the evaluation results vague
and general, for its elasticity, which makes it difficult to grasp accurately. When we
design the evaluation index system of the propagation force of local government new
media clusters, we should adopt a qualitative or quantitative evaluation method
according to the characteristics of specific indicators. Among them, qualitative research
mainly adopts in-depth interviews, while quantitative research adopts three methods:
online questionnaire survey, random sampling survey and face-to-face interview
survey.
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2 Combination of the Content Supply and User Experience
Assessment

For the new media of government affairs, the evaluation of propagation force needs to
return to the content level as the media itself, and analyze the content in different
regions and departments. Through the evaluation of content relevance, usefulness,
affinity and other aspects, to evaluate its influence and dissemination. At the same time,
it is necessary to fully consider the difficulties and imbalance caused by external and
internal factors, so as to make sure the rationality of content in the process of building
the evaluation system. It should establish from the perspective of government new
media constructors, examine the content supply, and based on the users’ demands,
enrich multiple user experience indicators, and guide the new media cluster to achieve a
balance between service supply and demand satisfaction.

Current affairs of new media lacks user experience design thought during the process
of construction, does not realize the core principle of “user-centered” in the content and
function design, still adheres to the traditional propaganda thinking and one-way
communication concept. From the change of audience concept in the new media era, the
design of content and function should give priority to users. In the initial stage, users’
needs should be fully analyzed and understood. For routine maintenance, it should be
pay more attention on user’s feedback, make adjustment timely, and analyze user’s
specific behavior and psychology, so as to improve and make plans (Table 1).

The internal elements of the overall framework are mainly reflected in the following
aspects: Firstly, government documents and laws and regulations. They are the sum-
mary and planning of the development of new media of government affairs in a certain
period, which guides the direction of the development and provides a system and legal
environment for its development. Secondly, the elements of government service. The
application of new media of government affairs is the tool and path of self-innovation
for government transformation to adapt to the “Internet +” era. Thirdly, the application

Table 1. Internal elements of the overall framework

Indicator System

Guidance Representation Measurability Universality
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level of computer and communication technology. It is the key to the development of
new media of government affairs. However, under the influence of different aspects
such as economy, location, talent structure and technology investment, the application
level of computer and communication technology of different local governments varies
greatly. It has to do with local governments’ adoption of new technologies and inno-
vation. Fourthly, the degree of social demand. From the perspective of social needs,
government new media is conducive to the extension of government functions. Fifthly,
the individual level. The self-efficacy of mobile government affairs refers to the self-
judgment of knowledge and skills needed in the use of mobile government based on the
past knowledge, skills and experience.

Relevant studies have proved that the main reason for the low utilization rate of
electronic services is that citizens generally lack the basic knowledge and skills to use
online services. This shows that only when the public has a certain level of knowledge
and skills, will they have the willingness to adopt. In addition, studies in related fields
have found that trust affects users’ attitudes.

3 Combination of Communication Function Assessment
and Effectiveness Assessment

According to the interaction logic of the above factors and the communication function
and effectiveness as the evaluation basis, the framework model of the evaluation system
for the propagation force of local government new media cluster is shown in Table 2.

After the establishment of the evaluation principles and framework model of the
evaluation system of the propagation force of government new media cluster, it is
necessary to establish a scientific evaluation procedure to facilitate the standardization
of evaluation: firstly, to determine the evaluation indicators. Focusing on the six aspects
of government new media cluster: the information quality, the information disclosure,
cluster degree, spread, interactive communication and public service, according to the
existing function content of government new media cluster and the policy documents
and the requirement of laws and regulations, the propagation force of the government
new media should be considered, and the specific target content should be transformed
into evaluation index to assess the strength of the government new media cluster from
the intensity, speed, depth, breadth and service ability of the information, and thus
reflects the dissemination ability of the main body of the new media cluster of gov-
ernment affairs and its impact on the audience’s cognition and acceptance.

The second one is to determine the evaluation criteria. After defining the evaluation
index of the propagation force of government new media cluster, the highest score in
the evaluation index system should be determined according to the actual environment
of the development of government new media cluster and the common needs of the
audience, so as to evaluate the actual evaluation result of government new media
cluster (Table 3).

The third is to determine the weight of index. Each index is weighted to determine
the hierarchical evaluation system and form a general table of the evaluation index
system. In any evaluation process, the determination of weight is prominent, because it
reflects the status or role of each index in the evaluation, and directly affects the
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evaluation results. It is also an indispensable part to determine the weights of the index
in the construction of the evaluation index system of the propagation force of gov-
ernment new media clusters. At present, the main methods to determine the weight of
index are subjective judgment method, expert consultation method, correlation coef-
ficient method and factor analysis method. The expert consultation method usually
gives the weight based on the experts’ experience, which can reflect the actual situation
to a certain extent, and the evaluation result is more realistic. Therefore, the weight
determination in this study is mainly based on the consultation by experts, according to
the theoretical research results, the development trend and the experience gained from
the investigation and research of government new media stations, the weight of each
index is determined by the analytic hierarchy process.

It is an innovation of the evaluation system of new media of government affairs to
start with the evaluation of the mass propagation force. Therefore, in the face of the
new situation, reflecting the current situation and guiding the development are the core
evaluation of the propagation force of the government new media cluster. The inno-
vation of the evaluation system can play a better role in guiding, promoting and
promoting the evaluation, and provide practical basis for improving office efficiency

Table 2. The logic of the constituent factors in the evaluation framework of the propagation
force of government new media cluster

Government New Media Cluster 

Take responsibility for part of the government functions

Government 
Information
Disclosure

Constructing 
the Image of 
Government
Information

Administrative
Convenience

Services

News and
Information

Release

Guidance
of Public
Opinion

Build a transparent government Build a service-oriented government
government

Build a democratic government

News Government Affairs Leaving Messages Services

Design of the Functional Column

G
overnm

ent D
ocum

ents and L
aw

s and 
R

egulations

Inform
ation T

echnology D
evelopm

ent 
and A

pplication L
evel

Government 
adoption of new 

technology

Public 

Demands

Personal 
Experiences and 

Cognition

144 Y. Dong



and realizing smart government. Information technology adoption belongs to the cat-
egory of organizational public management. Governments, enterprises, institutions and
other organizations can better carry out information construction under the guidance of
this theory. From information release tools to governance enabling, the technological
revolution has become an important factor in the evolutionary trajectory of govern-
mental transformation. From the perspective of the development level of government
new media in different regions, the government new media cluster is only regarded as
the medium of information release, and it does not realize the effective integration of
user thinking, technological thinking and government information resources.

Therefore, in the high-dimensional Internet era, the establishment of the evaluation
system of local government’s new media cluster’s propagation force is conducive to
the scientific evaluation and ranking according to a set of standard and normative
systems, thus reflecting the overall development of local and departmental govern-
ment’s new media clusters, in order to better use the evaluation to guide and promote
the development of the new media for local government.
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(121#31721912102).

Table 3. The framework model of the evaluation system of local government new media cluster
propagation force

Government New Media Cluster Function 

Government information disclosure 

Constructing government image 

Administrative convenience services 

News and Information release 

Guidance of Public Opinion 

Feedback of Public Opinion 

Core indicators of Propagation Force 

Information quality 

Propagation speed 

Propagation breadth 

Information release 

The public trust 

Information feedback 

Design 
Principles of 
Evaluation 

System

Index Selection 
of Evaluation 

System

Feasibility of 
Evaluation 

System

Service 

Capability

Public 

Demand

Policy and 

Regulatio

Index 1

Index 2

Index 3

…

…

…

Index n
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Abstract. With the rapid development of media integration in China, the tra-
ditional radio and television news channels are facing various opportunities and
challenges, and the inherent mode of survival and development is becoming
more and more unsuitable for the development trend of media integration.
Therefore, how to strengthen the communication power, guiding power, influ-
ence and credibility of news channels in the context of media integration has
become an urgent problem for radio stations to solve. This paper discusses the
feasible development strategies from the perspective of news editing process,
news broadcast development, the promotion of news anchorman’s professional
accomplishment and major news events.

Keywords: Media fusion � News editing � Live news � News anchor
With the rapid development of science and technology and the diversified demand of
the market, various media show multi-function integration in the process of continuous
development and gradually experienced the trend from competition to mutual reference
and then to mutual integration. Moreover, the mass media, driven by the individuation
of the audience’s needs, speed up the transformation of the transformation to find a new
mode of innovation. At the same time, with the rapid development of the technology of
terminal display, information transmission and processing and intelligent sensing, the
media fusion has obtained the technical guarantee. Under this background, the tradi-
tional mainstream media have been constantly exploring new development models, in
which the TV news channels that shoulder the work and mission of the Party’s news
public opinion, how to further enhance the transmission power, influence, credibility
and guiding power of news programs in the context of new media has become the
media workers need to consider the issue.

1 Innovation of News Collection and Editing Process

Whether the content production of news channels has competitive advantage under the
background of media integration depends on how quickly the editing process can adapt
to the new media mechanism and effectively combine with the traditional editing
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mechanism. How to break the old mode and establish a new all-media news editing
mode is the first step of news channel development.

The process of news collection and editing begins with news gathering, which is
different from the traditional news gathering mechanism. It is very imperative to
integrate journalists’ ranks in the process of new media and traditional media inte-
gration. Different from the traditional reporter interview mode, under the new mech-
anism, the reporter needs to have the processing ability of text, picture, audio and video
at the same time. Too many manuscripts also decide that the reporter should have the
media thinking when dealing with the news material. According to different commu-
nication platform customizing different manuscript content, the reporter need to be
written for a classification of the same material.

For the news material sent back, the channel needs a powerful processing platform
to aggregate and distribute a lot of content, and then through a platform to collect and
integrate the news gathering clues from various channels, and utilize the platform to
receive real-time live broadcast and form clues to catch the chain in time. Linkage “two
micro-end” to realize the automatic set push, realize the free sharing of the platform,
real-time interaction, the integration of editing and publishing search.

It is imperative to develop effective mechanism to coordinate pre-interview and
post-editing. There are different requirements for content editing based on different
distribution platforms, either focusing on in-depth analysis, or focusing on short and
short reports, as well as on fragmentation and high frequency propagation, with dif-
ferent emphasis on different platforms. Later editorial departments need to communi-
cate with reporters in time, that requires a new effective mechanism and a unified
command department. Later editors set up groups according to the platform. After the
contents of the interviews were uploaded through the platform, each group carried out
the material download editing and final release according to the dissemination platform.

The innovation of news editing is gradual and requires constant adjustment and
upgrading according to the birth and change of the new media. Only when the content
meets the needs of all kinds of media can the influence and dissemination of the
channel be enhanced.

2 Live Broadcast of Cross-media Cooperation

Live broadcast has always been the advantage and core competitive power of news TV
channel. It attracts TV users by analyzing domestic and foreign hot spot events quickly
and deeply and attracting hot spot tracking. However, in the trend of media conver-
gence, this advantage is challenged by the new media. How to optimize the live
coverage with the help of the characteristics of the media and consolidate the advan-
tages of direct broadcasting to strengthen the influence and guiding power of the
channel is the focus of the current development of the news channel.

Timeliness is still the key to the success or failure of live programs, especially news
emergencies. The channel that first reports will take the lead. Therefore, the channel
should take advantage of the advantages of new media to make efficient and reasonable
reorganization of the live broadcasting department in order to increase the time limit of
reporting. In the link of obtaining clues, in addition to the traditional hotline, we should
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open a network platform in time, or we can also set up Weibo’s news client, the
channel’s official WeChat feed platform. At the same time, the voice clue can be
received and the network platform can be opened in a wide range to increase the video
clue receiving terminal and the first scene can be seen in a quick and intuitive manner.
In the link of live connection and video transmission, the channel should purchase new
recording equipment and add new media broadcasting equipment to the original
satellite vehicle to speed up live video transmission and ensure video quality. What we
need to consider in the later stage of broadcast is not only the program form of TV
platform, but also the diversity of forms, including “two micro-end”, short video
software and other platforms, so as to maintain high quality and efficient live news
broadcast.

The selection of news channel live broadcast content is basically in the public
sudden events or major public events or conferences, in which the major public
emergencies have their natural audience cohesion. Under the trend of media conver-
gence, news channels can make use of the characteristics of new media, expand the
audience and expand their influence in major events. For major events or conferences,
because the audience groups are relatively fixed, the channel want to expand the
audience on the new media platform, it must find a unique perspective of live broadcast
and find alternative interview points according to the news demands of new media
users.

Combined with the new media platform, we shall to do a good job before the
broadcast of live programs planning publicity and reprocessing playback after broad-
cast. While the live broadcast program release platform is increasing, it is rare to form a
linkage. At present, the number of Internet users is close to 800 million in China, such a
large number of users means that good publicity on Internet platforms will maximize
the impact of programs. Prior to the broadcast of the live program, it is imperative to
produced promotional manuscripts and short videos suitable for the new media plat-
form to promote the program well in advance. After the program is broadcast, the
production department can replay the program clip and produce fine products and put it
on various media platforms to continuously increase the influence.

3 The Improvement of the Professional Literacy of News
Anchor

Under the trend of media integration, the news program broadcasting platform is
growing day by day, the demand of target audience is becoming more and more
diverse, and the updating of technology and the usage habits of media users make every
link of news program change. Among them, the form of direct broadcast is becoming
more and more regular, and the ability of direct broadcast directly determines the effect
and quality of this kind of program. Moreover, the convenience of communication
makes the information source is no longer limited to the official platform anchorman,
everyone can be the information publisher, in response to the news events voice, which
is more stringent to the ability of the news anchor requirements. Based on various
challenges and the trend of media convergence, anchorman teams need to further
enhance their professional literacy to adapt to the development of the new era.
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In order to cope with the trend of media convergence, news anchor’s primary task
is to improve the Internet thinking and understand the characteristics of new media to
update the interactive hot spots in real time. In addition, News anchors shall analyze
news events from the perspective of news recipients in order to enhance the “user”
experience and analyze the current network users’ psychology and thoughts, so as to do
the right value guidance and news-oriented in a more easily understood and accepted
manner.

Under the trend of normalizing live broadcasting, news anchor needs to have the
ability to carry out news broadcast on its own when it goes deep into the news front
line, which requires professional training for the anchorman of the news front line from
news event planning to the use of portable camera equipment, computer video editing
capabilities and integrated training. Under the influence of new media Internet thinking,
this kind of anchorman also needs to plan and edit news content according to the users
of the communication platform, skillfully use the new technology equipment, so that
the program can spread more quickly and effectively to improve the program
competitiveness.

With the help of the new media platform, to create the channel “network celebrity”
anchor and enhance the popularity and reputation of news anchor. The external image
of news anchor often determines the image of the audience to the news channel. The
new media platform, such as “two micro-end” short video app, is used to increase the
exposure of excellent anchors. According to the characteristics of the platform, the
excellent anchors can attract new media audiences according to their own charm and
accumulate the social influence and credibility of the anchors to enhance the channel
competitive advantage.

4 Upgrading the Major Theme News Reporting Model

Major theme news report is an important category of news for mainstream media to
convey the voice of the party and the government and guide public opinion. It is also a
link for all news channels to open their positions and show their competitiveness.
Under the trend of media convergence, how to apply the advantages of new media to
major media reports has become an important issue for mainstream media.

Using the characteristics of new media, carrying out cross-media live broadcast,
covering the same subject, while ensuring the traditional advantages of live television,
comprehensively excavating and reporting on other media from many aspects and from
many angles, so as to deepen the audience’s understanding of relevant events, supply
related cognition, narrow the distance between traditional news TV program and
audience, attract more multilevel audience and expand news influence.

Reasonable use of short video platform to do a good job in the major theme of the
first stage of publicity preheating news reports landing short video platform to gain
more audience and video views. According to the QuestMobile2018 annual data report,
in December 2018, the total number of short video users per month increased by 33.1%
year-on-year, ranking first in the top 10 industries. According to Douyin, the fastest
growing short video application, its increase reached 557.6% year on the same month
last year. The number of daily active users in China exceeded 250 million in 2018, and
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the number of active users per month exceeded 500 million. Among them, the number
of likes reached 2.83 billion in Beijing, flexible fragmentation and cooperation with
mainstream media to increase the power and influence of news programs.

0. 20. 40. 60. 80.

Online Video

Map Navigation

Comprehensive e-commerce

Instant Music Video

Mobile Internet Segmentation Industry User Size year-on-year Growth Rate

How to adapt to the current trend of media convergence and break through the
limitations is an important proposition that media workers need to discuss all the time.
At the same time, the mainstream media should be able to innovate, explore new
development models and enhance the communication power, influence and credibility
of news channels.
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Abstract. In modern society, cryptographic algorithms that guarantee the
integrity of data have been used in various fields while being secured through
various research. However, since the encryption algorithms are mostly used in
the computer environment, there is a difference in the amount of leakage current
depending on all calculation results. A power analysis attack is a method that
utilizes a difference in leakage current and is effective in attack of a crypto-
graphic algorithm. Therefore, we propose the structure of AES encryption
algorithm to cope with power analysis attack by randomizing input using
scrambler so that attacker cannot input arbitrary initial value and secret key.

Keywords: Power analysis attacks � Scramble � AES � Side-channel attacks

1 Introduction

The Advanced Encryption Standard (AES) [1] is a powerful encryption algorithm used
to ensure the security of most communications, finance, and documents. The safety of
AES is guaranteed by a mathematical field, so a common attack method requires a large
amount of resources and time. However, side-channel attacks are used to attack
physical information statistically instead of attacking cryptographic algorithms indis-
criminately. Because physical information is varied by power, electromagnetic wave,
temperature, sound, etc., attack methods are also diverse [2]. In particular, power
analysis attack is a method widely used in side-channel attack because it measures
leaked power to power source. At this time, the attacker enters arbitrary initial value
and secret key into AES and tries attack. In this paper, we propose a method to protect
the AES encryption algorithm by blocking the scrambling method of inputting arbitrary
initial value and secret key for power analysis attack.
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2 Related Work

Power analysis attacks are known to be the most powerful of side-channel attacks, and
known crypto algorithms have been shown to be vulnerable by power analysis attacks.
As a result, many researchers say that a variety of studies are needed to counteract the
power analysis attack [3].

Common countermeasures against power analysis attacks include inserting the
defense logic at the hardware gate design stage and adding hardware logic or software
coding according to the configuration method of the cryptographic module. According
to the crypto algorithm, countermeasures against attack of power analysis attack should
be separately designed.

The reason why the scrambler can be utilized as a countermeasure method of the
power analysis attack is as follows. It is possible to countermeasure against the soft-
ware structure without significantly altering the existing structure for the power anal-
ysis attacking the specific location of the encryption algorithm (AddRoundKey, S-Box,
ShiftRows … etc.) [4].

A scrambler [5] is a method proposed for randomizing transmission data because
clock synchronization recovery is difficult at the receiving end when the transmission
data is “0” consecutively. At the receiving end of the communication equipment, it is
converted back to a de-scrambler and then the data is input to the modem (Fig. 1).

3 Proposal Structure

The proposed scheme is a method of applying a scrambler to key and sub key values.
The key length used in the AES is 128 bits, and the value is changed to a scrambler
every time the key value is input in 1-bit unit and is input to the key schedule process.
Based on AES 10 rounds (with a 128-bit key length), key randomization can be applied
to number 11, 128 bit scrambles. The same applies to the receiving end.

Next, the plain text/round input value randomization is a method of applying a
scrambler to a plain text value. The length of the plain text used in AES is unlimited,
and each time a plain text value is input in 1-bit unit, the value is changed by a
scrambler to XOR with the plain text/round input value. The same applies to the
receiving end (Fig. 2).

Fig. 1. Scrambler
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The scrambler generator uses a stream cipher structure that can generate a cycle of
time without generating duplicate results. Stream ciphers can generate unique data sets
at a frequency that is proportional to the memory size (N). AES uses 128-bit plain text
and secret keys for each round’s AddRoundKey operation. If the memory size of the
scrambler is 8 or more, it can generate cycles of 128 bits or more. If the scrambler is
activated before AddRoundKey is called, the start and end of the cycle cannot be
distinguished. We changed the scrambler as shown in Fig. 3 so as not to affect the
results of the existing AES calculation.

Fig. 2. AES scrambler structure

Fig. 3. A scrambler added to the AES AddRoundKey function.
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As shown in Fig. 3, the scrambler naturally disappears in the AddRoundKey
operation, and the operation result is the same as that of the existing AES. The equation
is expressed as follows.

Pi � Sið Þ � Ki � Sið Þ ¼ Pi � Kið Þ � Si � Sið Þ ¼ Pi � Kið Þ � 0 ¼ Pi � Ki ¼ Ci ð1Þ

3.1 Unable to Guess Based on Untrusted Initial Values

It is impossible to guess the correct key even if a good result is obtained in the
consumed power signal by attempting to attack using the randomly generated plaintext
and the secret key. The scrambler has a characteristic of a stream cipher, and the stream
cipher has a property of not returning ‘0’, so that the relationship between all speci-
fiable secret key combinations (G) and the secret key combination (R) randomly
modulated by the scrambler Can be defined as follows.

G� S ¼ R; S 6¼ 0ð Þ )G 6¼ R ð2Þ

The power analysis attack is based on the fact that the secret key (Kt) can be known
by replacing the power consumption signal (Tt) with the cipher text result (Ct) at the
moment when the plaintext and the cipher text are made.

Pt � Kt ¼ Ct ¼ Tt ¼ Tt � Pt ¼ Kt ð3Þ

That is, all specifiable secret key combinations correspond to a set of sequential
trusted data that is not allowed to be duplicated, but due to the scrambler, there may be
redundancy and become unreliable data.

Pt � Gt � Stð Þ ¼ Pt � Rt ¼ Tt 6¼ Pt � Kt ð4Þ

Therefore, even if the calculation is performed in consideration of all cases, the
power consumption result cannot be correctly interpreted unless the interference of the
scrambler is excluded.

3.2 Scrambler Influence Between Different Areas

Even if the initial values of the AES scrambler used in the transmitting side and the
AES scrambler used in the receiving side are designed to be different from each other,
the AES scrambler does not have any influence on the encryption/decryption result.

In the previous theorem, we confirmed that the scramble guarantees the compu-
tation result when it is used in each computation process. Therefore, even if the
scrambled data on the transmission side and the scrambled data on the reception side
differ from each other as shown in Fig. 4, it can be proved that no problem occurs in
the result of the encryption/decryption.

If you attack the scrambler before attacking the AddRoundKey, you must attack the
structure and initial value of the scrambler. However, the power analysis attack method

Scrambler Based AES for Countermeasure Against Power Analysis Attacks 155



is not to find the initial value directly but to combine all possible methods and select the
one with the highest matching rate.

It is assumed that the initial value used for the scrambler is 28 or more. For
example, if the scrambler period is set to the minimum value of 28, the attacker must
perform and record all operations corresponding to 2136(2128 * 28 = 2136).

4 Conclusion

In this paper, we propose a secure AES algorithm for power analysis attack. The power
analysis attack on AES cryptographic algorithm proved that it is unsafe because many
researches have been done on the point of time when XOR operation of plain text and
secret key is performed or part of each function is attack point. However, when ran-
domizing the key/sub key and plain text/round input values as described above, power
analysis attack becomes difficult because randomization is performed for each round.
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Fig. 4. Encryption/decryption issues using different scramblers.
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Abstract. Recently, most of the universities in Korea is doing a lecture eval-
uation survey every semester. The continuous quality improvement (CQI) report
is one of the most popular lecture evaluation service systems, which able to
summaries and analysis the mean of evaluation reports. Since 2016, education
office allows CQI system to begin uploads and analysis the CQI report in all
subjects. To improve the school and support to students, the school has to do a
lecture evaluation after midterm and final exam every semester. The problems
are the school getting so long to make the report on students lecture evaluation.
In this paper, we propose a summary keywords extraction method form CQI and
represented as graph tools based on centrality. We expected that this method can
be efficiently extracted the most important relation keywords from huge CQI
data of each lecture evaluations to summaries for the report.

Keywords: CQI � Keyword extraction � Graph � Centrality

1 Introduction

Universities or institutions in higher education try to improve the processes of providing
their programs and services in all disciplines [1, 2]. Continuous quality improvement
(CQI) is a management philosophy that institutions of education and research use to help
increase operational efficiency, and improve clients’ satisfaction [3, 4].

The main purpose of CQI is to improve the quality of the teaching-learning pro-
cesses and curriculum at the university level [5]. A CQI report of universities includes

This research was supported by Basic Science Research Program through the National Research
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text data such as students’ evaluation for lectures, self-evaluation of instructors for
lectures, future improvement plans for lectures, and results of previous improvement
plan [6].

A keyword is a significant word that represents the main contents of a document. In
this regard, it is important to extract keywords from CQI report text data, which collec-
tively form a kind of big data. By extracting keywords from CQI report text data, we can
easily use that for various applications such as information retrieval [7, 8], data indexing
[9, 10], clustering [11, 12], classification [13, 14], and content filtering [15, 16].

In this paper, we propose a summary keywords extraction scheme from CQI report
based on centrality represented as graphs. The proposed keywords extraction scheme
performs a pre-processing phase to deal with text data in Korean efficiently. Then, it
maps word to word relationships based on word count and centrality. Since we provide
a basic framework to extract keywords and construct word to word relationships as a
graph, we can visualize the results and observe the summery of CQI report data.

2 Research Method

One of the difficult parts of processing text data is to trim unnecessary data. Thus, we
design and conduct a pre-processing phase before performing the keywords extraction
process as shown in Fig. 1. By performing the pre-processing phase, the size of CQI
report data dwindled to about half of its original data volume.

Figure 2 shows the flowchart of the proposed keywords extraction framework. The
detailed steps for extracting keywords from CQI report data are as follows.

(a) Before pre-processing (b) After pre-processing

Fig. 1. Before and after the pre-processing phase.

A Keyword Extraction Scheme from CQI Based on Graph Centrality 159



1. It remove unnecessary characters such as postpositional particle, symbols, numbers,
one-letter characters, etc., from CQI reports.

2. For the collected data set, it performs the word count process. Then, it extracts top
N words from the word count results.

3. It extracts keywords from the results of step 2 and maps word to word relationships
based on graph-related operations.

4. In order to realize the relationships between the keywords, it constructs a graph
from the results of word to word relationships.

5. Based on the constructed graph, it calculates centrality and weight values. Then it
performs the normalization process with predefined scale.

6. It verifies the results based on F-score and visualizes the extracted keywords from
CQI report data.

For keywords extraction, we design two methods, that is, keyword extraction 1
(KE1) and keyword extraction 2 (KE2). In KE1, it maps the relationship between two
words if the two words are adjacent. On the other hand, KE2 employs a sliding window
method by extending relationship ranges. For calculating centrality, we use closeness
centrality, page-rank centrality, and betweenness centrality.

The closeness centrality is the reciprocal sum of the length of the shortest paths
between a word to all other words in the graph. Then, it calculates the cost to spread
words to all words in the document. The page-rank centrality is a variant of Katz
centrality by taking eigenvector into account. The betweenness centrality of a vertex is
the number of shortest paths that pass through the vertex. In the next section, we show
evaluation results of our proposed summary keywords extraction scheme from CQI
report based on centrality represented as graphs.

Fig. 2. Flowchart of the proposed keywords extraction framework.
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3 Experiment

Our proposed method aims to effectively extract keywords from CQI report data based
on graphs. In this section, we provide experimental results of our proposed keywords
extraction scheme.

We use 288 CQI report data of D University (2 semesters � 8 colleges � 6
domains � 3 years) in Korea from 2015 to 2017. The domains of the CQI reports
include (1) good points, (2) weak points, (3) suggestions, (4) recommendations,
(5) results of recommendations, and (6) self-evaluation of the instructor.

We develop keywords extraction scheme in Python for pre-processing, word count,
and graph related modules. Figure 3 shows word and vertex relationships for CQI
report data. The result graphs are generated by performing the pre-processing, word
count, and top N phases through KE1 and KE2. Note that more frequent words are
filled with a warm color.

The results indicate that comprehensive and complicated CQI report data can
efficiently be processed by the proposed pre-processing phase. For frequent words, we
can find the correlation between words in the document. The significance of words can

(a) Closeness centrality 
(KE1)

(b) Page-rank centrality 
(KE1)

(c) Betweenness centrality 
(KE1)

(d) Closeness centrality 
(KE2)

(e) Page-rank centrality 
(KE2)

(f) Betweenness centrality 
(KE2)

Fig. 3. Experimental results.
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be calculated through the centrality measures. Hence, the proposed keywords extrac-
tion method is able to summarize the CQI data in a short period of time.

4 Conclusions

CQI is considered as an essential tool to help universities enhance their teaching-
learning methods and approaches. In this paper, we propose a summary keywords
extraction method form CQI and represented as graph tools based on centrality. With
our proposed keywords extraction method, we can easily understand the meaning of
huge CQI data. Our experiment reveals that the relationships between words are more
meaningful than the basic top N words for the CQI report data. Our keywords
extraction framework is able to find out the central connection between words and the
strongest correlation word in the graph. Future work includes the verification of the
results and designing more effective visualization methods with varying the number of
the top N words.
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Abstract. This paper considers the task of learning utility functions of certain
influence diagram based on the decision maker’s past decisions. We assume that
the influence diagram structure and the probability distribution it assigns to
random events are known, so that we need only infer the utility function u for
its. We also assume that the decision maker is rational. In particular, the decision
maker’s past decisions can be viewed as constraints on u. So, if we have a prior
probability distribution p(u) over u, we can then condition on these constraints
to obtain u. In this paper, an approach for learning utility functions from
decision maker’s behavior was proposed. We also show that it is effective.

Keywords: Influence diagram � Learning utility function � Observing behavior

1 Introduction

Influence Diagram (ID) [1] has been widely applied to decision analysis and uncertain
inference in many domains. When modeling a decision problem using the ID frame-
work we need to specify both a qualitative part (represented by an acyclic directed
graph, structure of ID) and a quantitative part (parameters of ID). The quantitative part
is comprised of probabilities which represent the decision maker’s uncertainty about
the domain, and utility functions which represent the decision maker’s preferences
about the different outcomes of the decision problem.

Several approaches have been developed for the ID’s structure learning (e.g., [2–
4]). Also, the probabilities can be estimated using known techniques from machine
learning and statistic. In this paper, we concentrate on the ID’s utility function learning.

The acquisition of the utility functions is cognitively difficult and error prone; there
is many elicitation techniques that often produce very different results when applied to
the same person [5]. At present, some approaches eliciting the utility function based
on a database of already elicited utility functions, some iterative refining the current
utility function, and the others are based on observing the decision maker’s behavior
(e.g., [6, 7]).

Based on the assumption that the decision maker is rational, we proposed an
approach for learning the ID’s utility functions by observing behavior. In this paper, we
also show that the utility function can be elicited effectively by using this approach.

© Springer Nature Singapore Pte Ltd. 2020
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1.1 Influence Diagram

Influence diagrams (IDs) are acyclic graphs with three types of nodes: decision nodes,
random nodes, and value nodes. The decision nodes represent decisions to make. The
random nodes represent random quantities relevant to the decisions. Arcs into random
nodes indicate probabilistic dependence and the dependence of a random node c upon
its parents pc is characterized by a conditional probability Pðc pcj Þ. The value nodes
represent components of the utility function. Each value node v is associated with a
utility function, a real valued function fvðpcÞ of the parents pc of v.

Here illustrates ID by using a decision-making problem of new products devel-
opment in Fig. 1. We denote development-decision variable by D1, price-decision
variable by D2, technology development cycle by X1, states of development by X2, the
performance of new products by X3, the condition of material supply by X4, the
marketing by X5. V is the value node which indicates the decisional utility.

In the original definition of IDs [1], there is only one value node. In discussions on
separability of utility function by Tatman and Shachter [8] allow multiple value nodes.
We also allow multiple value nodes.

2 Learning Utility Function of ID by Observing Behavior

Any influence diagram can be expanded into a decision tree [9]. If we can observe the
overall utility of each possible strategy (decision path), then we call it a fully observed
strategy. That is, in the decision tree corresponding to the influence diagram, we
observe that the decision maker of the other party selects each decision path from root
to leaf and knows the overall utility of the decision path.

Assuming that every decision made by a decision maker comes from its rational
thinking. If we observe that the decision maker has chosen a certain strategy s*, then
we can get the following inequality:

8s2SEU s�ð Þ�EU sð Þ ð1Þ

Where S is the set of all optional policies and EU(x) represents the expected utility
of policy x.

Fig. 1. An ID on decision-making of new products development
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In a decision tree model, the decision-making process is from the root to leaf nodes
through each node. The choice of path includes both artificial selection (at the decision
node) and natural selection (at the random node). When “walking” to the decision
node, according to the above inequality, the decision maker always chooses the child
node with the largest utility value as the next passing node. The benefit of this decision
should be equal to the utility value of the child node he selected. Therefore, for the
decision node d, if a child node d nð Þ 2 S dð Þ was selected as the next target (S(d)
represents the child node set of node d), then the utility value of d is Ud ¼ Ud nð Þ.

For the random node r, it expresses a natural selection process. According to the
conditional probability table (CPT) associated with it, the probability Pn0 of selecting
any one of the child nodes n0 2 S rð Þ as the next target is known. So we can get the
expected utility of random nodes r: EU rð Þ ¼ P

n02S rð Þ Pn0 � Un0 . Where Un0 is the benefit
of choosing n0 as the next target, that is the utility value of n0.

For the leaf node l, it is the last node in the decision path p, and its utility value Ul is
the ultimate goal of the decision maker. We set the utility value of the leaf node as
Ul ¼

Pm
j¼1 ajvj, where vj is the sub-utility, aj is the weight of the vj.

According to the above discussion, under the fully observed strategy, we can start
from the leaf node and inversely derive the utility value of the nodes on all possible
decision paths, then the utility value of each node in the decision tree can be obtained.

2.1 Learning Utility Value in Decision Tree

According to the above discussion, firstly, we expanded the influence diagram into
decision tree. Under the promise of fully observed strategy, we can get the utility value
of each node in the corresponding decision tree by the following algorithm:

Step 1: For the leaf node l, Ul ¼
Pm

j¼1 ajvj, where m is the number of sub-utilities,
vj is the utility value of the j-th sub-utility, aj is the weight of the vj.

Step 2: For the non-leaf nodes n:
Step 2.1: If n is a random node, Un ¼

P
n02S nð Þ Pn0 � Un0 , where S(n) is the set of

child node of n, Pn0 is the probability of random events, Un0 is the utility value of n0 in
the current decision path.

Step 2.2: If n is a decision node, Un ¼ max Un02S nð Þ
� �

.
Step 3: If the same decision path is observed m times, the utility values should be

weighted average by weight.

2.2 Learning Utility Function of ID

Here we get the utility value Ui of each node in decision tree by the Algorithm presents
in Sect. 2.1. At this point, we define the utility function Fv in the influence diagrams:

Fv q j
v

� � ¼
P

i2q j
v
Ui

q j
v

�
�

�
�

ð2Þ
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Where, qv is the set of decision paths leading to node v in the corresponding
decision tree, while q j

v is the j-th decision path. q j
v

�
�

�
� ¼ qvk k� the times of q j

v appears
in the decision tree.

3 Algorithm Verification

To verify the feasibility and effectively of our proposed algorithm in this paper, we
constructed the influence diagram (IDx) shown in Fig. 2, which missing utility
functions.

The corresponding decision tree (Tx) shown in Fig. 3.

Suppose we observed that the other decision-maker select each decision path from
left to right, and the benefit of each decision path is 0, 20, 10, 60, 0, 50, 40, 30.

According to the above algorithm, the utility value of each node can be obtained,
shown in Fig. 4.

So, the utility value of node v can be calculated:

Fv r1; d12
� � ¼ 0þ 20þ 0þ 50

2� 2ð Þ � 2
¼ 8:75; Fv r1; d22

� � ¼ 20þ 20þ 50þ 50
2� 2ð Þ � 2

¼ 17:5;

Fv r2; d12
� � ¼ 10þ 60þ 40þ 40

2� 2ð Þ � 2
¼ 18:75; Fv r2; d22

� � ¼ 60þ 60þ 30þ 40
2� 2ð Þ � 2

¼ 23:75:

Fig. 2. An influence diagram which missing utility functions

Fig. 3. The decision tree (Tx) corresponding to the influence diagram (IDx)
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4 Conclusions

In this paper, an ID utility function learning algorithm based on observing behavior is
presented. Experimental results show that this algorithm is effective, and it requires a
small number of samples. Although the more data observed is closer to obtaining more
accurate calculation results, the method has higher accuracy than the previous methods
for the case of less data. At the same time, for the case where the same decision path is
observed multiple times, we can assign a higher weight to the new sample when
performing the fusion with the old model, which is more accurate when performing the
strategic predictions in a similar time.
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Abstract. Images are possibly degraded by various reasons, the typical forms
of degradation are: blur, noise, low resolution, and etc. Image restoration
techniques try to recover the degraded images to the original images with
maximum fidelity. Image restoration is a challenging task and also an import
research area in image processing. During the decades, researchers have pro-
posed many restoration methods such as inverse filter, Weiner filter, wavelet
analysis, support vector machine, and etc. Recently, deep learning has been
increasingly popular among researchers and has obtained remarkable results. In
this paper, we briefly review the approaches based on generative adversarial
networks (GANs) for image restoration. The typical GANs based restoration
methods for image super-resolution, image denoising, image inpainting and
image deblurring are introduced and discussed.

Keywords: Image restoration � Degraded image � Deep learning �
Neural network � Generative adversarial networks

1 Introduction

The generative adversarial networks (GANs) are proposed by Ian Goodfellow in 2014
[1]. GANs have dramatically sharpened the possibility of AI-generated contents and
have drawn active research since they were first described. GANs are neural networks
that learn to create synthetic data similar to some known input data. For instance,
researchers have generated convincing images from photographs of everything from
bedrooms to album covers, and they show a remarkable ability to reflect higher-order
semantic logic. GANs consist of two models: a generative model and a discriminative
model (Fig. 1).

The generator model takes random input values i.e. dimensional noise vector and
transforms them into images through a deconvolutional neural network. On the other
hand, the discriminator model is a classifier that determines whether a given image
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looks like a real world image from dataset or like a generated image. This is basically a
binary classifier that will take the form of a normal convolutional neural network
(CNN).

A GAN model can be treated as a combination of a counterfeiter (the generator) and
a cop (the discriminator) in a game of cat and mouse, where the counterfeiter tries to
pass fake notes and the cop tries to detect them out. Both of them are dynamic; i.e.
either the generator or the discriminator tries to learn the opposing strategies and
escalate themselves. In recent years, researchers have proposed various restoration
methods based on GANs model. These models have been applied in many fields of
image restoration such as image super-resolution, image inpainting, image deblurring
and image denoising.

2 Image Super-Resolution

Image super-resolution is a typical application of GAN in image restoration. Richard
Herbert proposed a similar to model of deep belief network: EnhanceGAN [2], the
model is a combination of adversarial network and auto-encoder which is used to
generate the 8 � 8 image into the 32 � 32 image for super resolution. EnhanceGAN
has three stages of training, similar to a deep belief network, how even the combined
adversarial nets and autoencoders take place of the Restricted Boltzmann Machines.
The architecture of EnhanceGAN’s stage one and stage two is shown in Fig. 2.

Johnson et al. [3] proposed a perceptual loss function and used in image style
transfer and super resolution, the model obtains good results. Ledig et al. [4] proposed a
method based on GAN to transform a low-clear image into a HD image with rich
details. In [5] the authors use VGG network as the discriminator and parameterized
residual network [6] as the generator. The paper adds adversarial loss on the basic of
perceptual loss to constrain super-resolution results satisfying natural image distribu-
tion principle so that super-resolution image gains very realistic detail effect. However,
the disadvantage of this method is that since adversarial loss considers the overall
distribution of natural images, regardless of the specific input image (i.e., the test
image), the restored image details may not be faithful to the original image, similar to
“fabricating” false details.

Fig. 1. The GANs architecture
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You et al. [7] proposed a semi-supervised deep learning approach to accurately
restore low-resolution (LR) counterparts into high-resolution (HR) computed tomog-
raphy (CT) images. Especially, with the generative adversarial network (GAN) as the
building block, which enforce the cycle-consistency in terms of the Wasserstein dis-
tance to establish a nonlinear end-to-end mapping from LR input image to the denoised
and deblurred HR outputs, the architectures of the generators and the discriminators are
shown in Fig. 3. The model is accurate, efficient and robust for super-resolution image
restoration from noisy LR input images. Mustafa et al. [8] proposed a computationally
efficient image enhancement approach which provides a strong defense mechanism to
effectively mitigate the effect of such adversarial perturbations. The proposed scheme is
simple however it has various merits.

Fig. 2. Diagram of EnhanceGAN’s stage one and two models

Fig. 3. The architecture of the discriminators, where n stands for the number of convolutional
kernels, and s stands for stride. i.e., n32s1 means the convolutional layer of 32 kernels with stride
1 [7].
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3 Image Inpainting

In image inpainting field, GAN is widely applied by many researchers. Yeh et al. use
deep convolutional neural network for generative adversarial learning, deep convolu-
tional generative adversarial network (DCGAN) [9] uses two loss functions to achieve
image restoration where the context loss is used to keep similarity between the
degraded image and the restored image and the perceptual loss is used to control visual
continuity of the restored image. Pathak et al. [10] proposed CC-GAN, a context
constraint keep similarity between the degraded image and the restored image and
perceptual loss used to control visual continuity of the restored image. Different from
DCGAN, CC-GAN uses semi-supervised learning to finish the recovery of image.
Emily Denton et al. [11] use context encoder to get features of image, the decoder is
used to accomplish image restoration with learned features, whereas the learning
process of the encoder is the pre-training process of the model. Iizuka et al. [12]
proposed a model with one generator and two discriminators for image restoration,
where the generator is used to fill missing content of image, a discriminator is for
distinguishing global authenticity, and the other one is used to distinguish validation
padding of local pixels. The latest application of the generated adversarial network for
image restoration can be found in the literature Li et al. [13]. The authors use the depth
generation network, the local and global loss functions to complete the repair of the
missing image of the face.

Vitoria et al. [14] tackled image inpainting problem by using the available visual
data and incorporating image semantics through generative models. Their work include
mainly two aspects: first, they learn a data latent space by training an improved version
of the Wasserstein GAN. Second, a new optimization loss is combined with the learned
semantic information to inpaint whose minimization infers the missing content con-
ditioned by the available data.

Lahiri et al. [15] present several architectural and optimization recipes for gener-
ative adversarial network (GAN) based facial semantic inpainting. Since current
benchmark models are sensitive to the initial solutions of non-convex optimization
principle of GAN based inpainting, the authors proposed an end-to-end trainable
parametric network to exactly start from good original solutions leading to more photo
realistic reconstructions with significant optimization speed up.

Since insufficient cognition understanding, existing learning-based methods often
produce artifacts and fallacious textures. Xiao et al. [16] proposed deep inception
learning to promote advance feature representation and enhance model learning
capacity for local patches. Nazeri et al. [17] developed a novel method for image
inpainting that does a better job of reproducing filled regions with fine details. They
proposed a two-stage adversarial model EdgeConnect that consists of an edge generator
and an image inpainting network.
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4 Image Deblurring

In the field of image deblurring, although the use of convolutional neural networks has
been extensive, the application of GAN in image deblurring has just begun. Kupyn
et al. [18] proposed a model structure: deblurGAN, the authors use the same network
structure as in [3]. They use two loss functions for image deblurring which are content
loss and adversarial loss. However, the demerit of the method is that the deconvolution
operation in the method will bring checkboard artifacts in the resulting images.

Xin et al. [19] proposed a Scale-recurrent Network (SRN-DeblurNet) for deblurring
task. This network structure is simpler and has smaller number of parameters compared
with many recent learning-based approaches. Yuan et al. [20] proved that the encoder-
decoder architecture can provide better results for image deblurring task. Then they
propose a novel end-to-end learning model which refines GAN by many novel training
strategies so as to solve the problem of deblurring. Bai et al. [21] proposed a graph-
based blind image deblurring algorithm by transforming an image patch as a signal on a
weighted graph.

5 Image Denoising

Zhang et al. [22] used CGAN’s network structure and refined perceptual loss function
to remove raindrops from the image. This method outperforms the methods of
removing noise using CNN and DCGAN. However, this method has the disadvantage
of enhancing the white circular particles in the image so that some raindrops cannot be
eliminated; secondly, the method still produces a checkerboard effect in the resulting
image. Lefkimmiatis et al. [23] introduced a novel network architecture for learning
discriminative image models that can be used to tackle the problem of grayscale and
color image denoising.

Ren et al. [24] proposed a DN-ResNet, which is a deep neural network in the form
of several residual blocks (ResBlocks). DN-ResNet is more accurate and more com-
putationally efficient than the state-of-the-art denoising networks by using cascade
training. An enhanced convolutional neural denoising network (ECNDNet) is proposed
by Tian et al. [25] for image denoising, the residual learning and batch normalization
(BN) techniques are used to address the problem of training difficulties and accelerate
the convergence of the network.

6 Conclusions

Image restoration techniques are used to restore degraded image into the original image
as much as possible. Image quality can be dramatically improved by using suitable
restoration methods so that improve the use value of images. In this paper, the image
restoration methods based on the GAN model are highlighted, which are the most
advanced and efficient restoration methods. This is of great value and reference for
researchers who study image restoration based on noise and blur model.

A Brief Review of Image Restoration Techniques 173



References

1. Goodfellow, I.J., Pouget-Abadie, J., Mirza, M., Bing, X., Warde-Farley, D., Ozair, S.,
Courville, A., Bengio, Y.: Generative adversarial nets. In: International Conference on
Neural Information Processing Systems (2014)

2. Herbert, R.: Faces from noise: super enhancing 8 � 8 images with enhance GAN (2016).
https://medium.com/@richardherbert/faces-from-noise-super-enhancing-8x8-images-with-
enhancegan-ebda015bb5e0

3. Johnson, J., Alahi, A., Feifei, L.: Perceptual losses for real-time style transfer and super-
resolution. In: European Conference on Computer Vision (2016)

4. Ledig, C., Theis, L., Huszar, F., Caballero, J., Aitken, A., Tejani, A., Totz, J., Wang, Z., Shi,
W.: Photo-realistic single image super-resolution using a generative adversarial network. In:
CVPR (2016)

5. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image
recognition. In: ICLR (2015)

6. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In: CVPR
2016, pp. 770–778. IEEE (2016)

7. You, C., Li, G., Zhang, Y., Zhang, X., Shan, H., Ju, S., Zhao, Z., Zhang, Z., Cong, W.,
Vannier, M.W.: CT super-resolution GAN constrained by the identical, residual, and cycle
learning ensemble (GAN-CIRCLE) (2018). arXiv:1808.04256v3 [cs.CV]

8. Mustafa, A., Khan, S.H., Hayat, M., Shen, J., Shao, L.: Image super-resolution as a defense
against adversarial attacks (2018). arXiv:1901.01677v1 [cs.CV]

9. Yeh, R., Chen, C., Lim, T.Y., Hasegawa-Johnson, M., Do, M.N.: Semantic image inpainting
with perceptual and contextual losses (2016). arXiv:1607.07539v2 [cs.CV]

10. Pathak, D., Krahenbuhl, P., Donahue, J., Darrell, T., Efros, A.A.: Context encoders: feature
learning by inpainting. In: IEEE Conference on Computer Vision Pattern Recognition (2016)

11. Denton, E., Gross, S., Fergus, R.: Semi-supervised learning with context-conditional
generative adversarial networks (2017). arXiv:1611.06430v1 [cs.CV]

12. Iizuka, S., Simo-Serra, E., Ishikawa, H.: Globally and locally consistent image completion.
ACM Trans. Graph. 36, 1–14 (2017)

13. Li, Y., Liu, S., Yang, J., Yang, M.H.: Generative face completion (2017). arXiv:1704.
05838v1 [cs.CV]

14. Vitoria, P., Sintes, J., Ballester, C.: Semantic image inpainting through improved
Wasserstein generative adversarial networks (2018). arXiv:1812.01071v1 [cs.CV]

15. Lahiri, A., Jain, A., Nadendla, D., Biswas, P.K.: Improved techniques for GAN based facial
inpainting (2018). arXiv:1810.08774v1 [cs.CV]

16. Xiao, Q., Li, G., Chen, Q.: Deep inception generative network for cognitive image inpainting
(2018). arXiv:1812.01458v1 [cs.CV]

17. Nazeri, K., Ng, E., Joseph, T., Qureshi, F., Ebrahimi, M.: EdgeConnect: generative image
inpainting with adversarial edge learning (2018). arXiv:1901.00212v2 [cs.CV]

18. Kupyn, O., Budzan, V., Mykhailych, M., Mishkin, D., Matas, J.: DeblurGAN: blind motion
deblurring using conditional adversarial networks (2017). arXiv:1711.07064v3 [cs.CV]

19. Xin, T., Gao, H., Yi, W., Shen, X., Wang, J., Jia, J.: Scale-recurrent network for deep image
deblurring (2018). arXiv:1802.01770v1 [cs.CV]

20. Yuan, Q., Li, J., Zhang, L., Wu, Z., Liu, G.: Blind motion deblurring with cycle generative
adversarial networks (2018). arXiv:1901.01641v2 [cs.CV]

21. Bai, Y., Cheung, G., Liu, X., Wen, G.: Graph-based blind image deblurring from a single
photograph. IEEE Trans. Image Process., 1 (2018)

174 C. Zhang et al.

https://medium.com/%40richardherbert/faces-from-noise-super-enhancing-8x8-images-with-enhancegan-ebda015bb5e0
https://medium.com/%40richardherbert/faces-from-noise-super-enhancing-8x8-images-with-enhancegan-ebda015bb5e0
http://arxiv.org/abs/1808.04256v3
http://arxiv.org/abs/1901.01677v1
http://arxiv.org/abs/1607.07539v2
http://arxiv.org/abs/1611.06430v1
http://arxiv.org/abs/1704.05838v1
http://arxiv.org/abs/1704.05838v1
http://arxiv.org/abs/1812.01071v1
http://arxiv.org/abs/1810.08774v1
http://arxiv.org/abs/1812.01458v1
http://arxiv.org/abs/1901.00212v2
http://arxiv.org/abs/1711.07064v3
http://arxiv.org/abs/1802.01770v1
http://arxiv.org/abs/1901.01641v2


22. Zhang, H., Sindagi, V., Patel, V.M.: Image de-raining using a conditional generative
adversarial network (2017). arXiv:1701.05957v1 [cs.CV]

23. Lefkimmiatis, S.: Universal denoising networks: a novel CNN-based network architecture
for image denoising (2017). arXiv:1711.07807v2 [cs.CV]

24. Ren, H., El-khamy, M., Lee, J.: DN-ResNet: efficient deep residual network for image
denoising (2018). arXiv:1810.06766v1 [eess.IV]

25. Tian, C., Xu, Y., Fei, L., Wang, J., Wen, J., Luo, N.: Enhanced CNN for image denoising
(2018). https://arxiv.org/abs/1810.11834

A Brief Review of Image Restoration Techniques 175

http://arxiv.org/abs/1701.05957v1
http://arxiv.org/abs/1711.07807v2
http://arxiv.org/abs/1810.06766v1
https://arxiv.org/abs/1810.11834


A Priority Heuristic Correlation Technique
for Decision Tree Pruning

Yu Xiang1(&) and Li Ma2

1 School of Information and Technology,
Yunnan Normal University, Kunming, China

iamlionx@126.com
2 Library of Kunming, University of Science and Technology, Kunming, China

Abstract. The main purpose of this study is to introduce a priority heuristic
correlated information processing technique into decision support tree pruning
problem by using behavior predicting and reasoning approach along with the
probability correlation analysis framework. To verify its validity, evidence from
some important tests is illustrated and discussed, and the results suggest that
with this new technique, the size of decision tree can be structurally reduced
without losing any predictive accuracy and make it better account for real-life
decision-making problems.

Keywords: Decision tree pruning � Priority heuristic � Probability correlation

1 Introduction

The most commonly arisen problem in all kind of decision tree building algorithms is
to determine the optimal size of the objective tree [1]. If a tree is too large, it may exit
potential risks overfitting the training data by converging too early, and badly gener-
alizing to new data samples. If a tree is too small, it may hardly represent important
structural information about the sample space, and lack of enough decision support
capabilities. For these algorithms it’s very hard to know when should stop growing the
tree, because they can barely tell that whether a single additional node will significantly
improve the decision accuracy and reduce uncertainty. This is somehow named as the
horizon effect. A feasible strategy called backward pruning or post-pruning is to grow
the tree fully expanded until its leaves merely contain a small number of events or
decision information, then prune some branches and retrospectively reduce the size by
remove redundant nodes that do not provide enough decision-making power [2].
Another feasible strategy called forward pruning or pre-pruning is to stop the tree
growing excessively by controlling the iteration numbers and convergence rate
properly [3].

There are various techniques for decision tree pruning that differ in the measure-
ment used to optimize decision making performance. To sum up, they can be divided
into two pruning fashions, the top down which traverses nodes and trim subtrees
starting at the root, or the bottom up which starts at the leaves. The most frequently
used techniques include reduced error pruning, pessimistic error pruning, minimum
error pruning, cost complexity pruning, and critical value pruning, all of these methods
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always attempt to systematically maximize or minimize certain integrative decision
value of information over selections to provide decision path preference [4]. Distinc-
tively, in this article, we dedicate to propose a new method by introducing heuristic
framework for decision tree pruning under risk situations based on the good-enough
rule and verify its validity with several practical tests.

2 Priority Heuristic

As one of the most influential non-integrative descriptive model of human risky
decision making behavior, the priority heuristic (PH) model is used as a variant of the
lexicographic semiorder model which compares each path of the decision tree on the
first attribute, and if the differences between them are less than a threshold, then go on
to examine the differences on the second attribute; if that attribute differs them by less
than a threshold as well, go on to the third, and go on, at the end of the procedure PH
chooses a decision path with the most attractive outcome [5], such models are con-
sidered fast and frugal because choices can be made, in some cases, without examining
all of the information, but PH naturally has its additional features and assumptions [6].

For decision tree examination the threshold of stopping rules can always be
assumed to be one tenth of the largest outcome on current attribute. PH model is an
excellent example of using good enough principle which means choosing a simple
solution rather than an elaborate one [7]. The good enough does not mean second best
or just right, it means acknowledging that, in an emergency response, adopting a quick
and simple approach to impact measurement and accountability may be the only
practical possibility [8].

3 Pruning with Priority Heuristic

For a practical decision tree classification instance with well selected deterministic data,
any random sample in the training data set can always be classified correctly from its
known attributes. However, in numerous real-life decision-making problems there
unexpectedly may be a certain degree of uncertainty hidden in the data. This uncer-
tainty empirically derives from two different sources. One is that the value space and
the range of an attribute or sample class may be incorrectly measured or limited, and
the worst of all they may be missed at the data preprocessing phase. The other one is
that although some extraneous factors are not recognized or involved, they may still
evidently affect the classification results. When some decision tree constructing algo-
rithms classify such data, the resulting trees tend to be very large and risk overfitting.
Unfortunately, large tree size does not equal better decision accuracy in most cases.

So, in this article, we would like to propose both PH model and systematic pruning
methods to be activated simultaneously in a probability correlation framework that
Decision-making attributes are examined by utilizing PH processing, while probabil-
ities and correlations are calculated by utilizing systematic processing. Put differently,
they are treated as complementary approaches in one decision tree pruning process to
observably reduce the size of the tree without losing any decision accuracy, so even to
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increase the accuracy in some cases. For a completely constructed decision tree T, the
entropy H of a node d in T is given by:

H dð Þ ¼ �
X

i

pi log2 pið Þ ð1Þ

In formula (1) where pi is the probability of d being examined with the training data
samples. Without loss of generality, consider T a binary decision tree (shown in Fig. 1),
the probability entropy of all possible decision-making path in T (except all paths start
at the root node) are calculated as follows:

PJ a1; b1; c1ð Þ ¼ �p a1; b1; c1ð Þ log2 p a1; b1; c1ð Þ ¼ p1 ð2Þ

PJ a1; b1; c2ð Þ ¼ �p a1; b1; c2ð Þ log2 p a1; b1; c2ð Þ ¼ p2 ð3Þ

PJ a1; b2; c1ð Þ ¼ �p a1; b2; c1ð Þ log2 p a1; b2; c1ð Þ ¼ p3 ð4Þ

PJ a1; b2; c2ð Þ ¼ �p a1; b2; c2ð Þ log2 p a1; b2; c2ð Þ ¼ p4 ð5Þ

PJ a2; b1; c1ð Þ ¼ �p a2; b1; c1ð Þ log2 p a2; b1; c1ð Þ ¼ p5 ð6Þ

PJ a2; b1; c2ð Þ ¼ �p a2; b1; c2ð Þ log2 p a2; b1; c2ð Þ ¼ p6 ð7Þ

PJ a2; b2; c1ð Þ ¼ �p a2; b2; c1ð Þ log2 p a2; b2; c1ð Þ ¼ p7 ð8Þ

PJ a2; b2; c2ð Þ ¼ �p a2; b2; c2ð Þ log2 p a2; b2; c2ð Þ ¼ p8 ð9Þ

In Eqs. (2) to (9) where p(x, y, z) is the joint probability of a decision-making path
which starts at node x, passes through node y and ends at node z. Furthermore, con-
sidering CO(x, y) as the probability correlation function defined as follows:

root

a1 a2

b1 b2 b1 b2

c1 c2 c1 c2 c1 c2 c1 c2

Fig. 1. Binary Decision Tree T
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Co a1; b1ð Þ ¼ p1 þ p2 � p3 � p4 � p5 � p6 � p7 � p8 ð10Þ
Co a1; b2ð Þ ¼ �p1 � p2 þ p3 þ p4 � p5 � p6 � p7 � p8 ð11Þ
Co a2; b1ð Þ ¼ �p1 � p2 � p3 � p4 þ p5 þ p6 � p7 � p8 ð12Þ

Co a2; b2ð Þ ¼ �p1 � p2 � p3 � p4 � p5 � p6 þ p7 þ p8 ð13Þ

Co a1; c1ð Þ ¼ p1 � p2 þ p3 � p4 � p5 � p6 � p7 � p8 ð14Þ

Co a1; c2ð Þ ¼ �p1 þ p2 � p3 þ p4 � p5 � p6 � p7 � p8 ð15Þ

Co a2; c1ð Þ ¼ �p1 � p2 � p3 � p4 þ p5 � p6 þ p7 � p8 ð16Þ

Co a2; c2ð Þ ¼ �p1 � p2 � p3 � p4 � p5 þ p6 � p7 þ p8 ð17Þ

Co b1; c1ð Þ ¼ p1 þ p2 � p3 � p4 þ p5 � p6 � p7 � p8 ð18Þ

Co b1; c2ð Þ ¼ �p1 þ p2 � p3 � p4 � p5 þ p6 � p7 � p8 ð19Þ

Co b2; c1ð Þ ¼ �p1 � p2 þ p3 � p4 � p5 � p6 þ p7 � p8 ð20Þ

Co b2; c2ð Þ ¼ �p1 � p2 � p3 þ p4 � p5 � p6 � p7 þ p8 ð21Þ

In more general terms, referencing formulae (10) to (21), if nodes x; y 2
ai1; bi2; ci3f g and x; y 62 aj1; bj2; cj3

� �
, then Co(x, y) can be defined as:

Co x; yð Þ ¼
X

PJ ai1; bi2; ci3ð Þ �
X

PJ aj1; bj2; cj3
� � ð22Þ

Formula (22) is a sum of all probability entropy which supports the correlation
between nodes x and y subtracts a sum which is against them.

Cmax
o ¼ 1

10
max2i;j¼1 Co ai; bj

� �
;Co ai; cj

� �
;Co bi; cj

� �� � ð23Þ

To introduce the main idea of the PH model into probability correlation framework,
correspondingly, define Cmax

o in formula (23) as the threshold which is one tenth of the
most significant correlation between any two random nodes (exclude the root node) in
the decision tree T , and then we propose the pruning rules for decision tree T as: If the
correlation of node pair x and y is more significant than the sum of all other possible
correlations of node pairs on the branches that contain at least one of these two nodes,
and the correlation is also more significant than Cmax

o , then trim all intermediate nodes
or sections between x and y to make them directly connected. If x and y are directly
connected and their correlation is more significant than the sum of all other possible
correlations of node pairs on the branches which contain at least one of them, while
their correlation is more significant than Cmax

o , then remove all child branches or
subtrees from them.
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For example, considering a node pair a1 and c1 in decision tree T (as shown in
Fig. 1), if we know that Co a1; c1ð Þ[Co a1; b1ð ÞþCo b1; c1ð Þ;Co a1; c1ð Þ[Cmax

o , and
Co a1; b2ð Þ[Co a1; c2ð ÞþCo b2; c2ð Þ;Co a1; b2ð Þ[Cmax

o , then T can be pruned to Tco
(as shown in Fig. 2).

4 The Verification Tests

To verify the validity of this probability correlation pruning framework, a decision tree
T is acquired by using CART algorithm on the basis of the coronary heart disease data
set (known as CHDD which is usually used for machine learning, and is also a subset
of CHDAGE.DAT from Hosmer & Lemeshow, Applied Logistic Regression, copy-
righted by John Wiley & Sons Inc.) that represents observations on 9 decision-making
attributes and provide 3317 structurally complete positive data samples. In CHDD,
train is the training data sample set and evalu is the evaluation data sample set. By
contrast, T is pruned to Tco by using PH probability correlation technique, and both are
iterated 50 times to reach their acceptable convergence state.

As the depth of trees are 3, according to Figs. 3 and 4, Tco earns a better average
decision-making score and will be convergent a little bit earlier than T , and both
resulting trees are not overfitted to data samples after stopping the iterating process and
growing which makes them convergent without a large number of iterations. As the
depth of trees are 4, according to Figs. 5 and 6, Tco still has a better average decision-
making score and will also be convergent earlier than T , and both resulting trees, as we
expected, are not evidently overfitted after stopping the iterating process and growing,
but both require more iterations to reach convergence. As the depth of trees are 5,
according to Figs. 7 and 8, Tco gains a better average decision-making score than T
which is observably overfitted at the early phase of the iterating process while Tco, in a
manner, postpones it. This can be also considered that Tco requires less iterations to
reach its convergence state which theoretically due to a more optimized structure
reduction of the decision tree.

root

a1 a2

c2 b2 b1 b2

c1 c2 c1 c2

Fig. 2. Pruned Binary Decision Tree TCO
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5 Conclusion

There are many decision tree pruning methods, some work on constructing more
accurate decision trees, and some focus on building decision trees with smaller sizes.
While this study aims to propose a probability correlation pruning framework by using
both the PH model and the frequently-used systematic pruning method as comple-
mentary techniques in one decision tree pruning implementation. Moreover, to verify
the validity, feasibility and practicability of this new technique, some important test
results are demonstrated and discussed which draw a positive conclusion that the PH
correlation pruning method corresponds with the decision-making strategy for real-life
classification problems with more accuracy and smaller tree size.
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Fig. 3. Test results of T with depth 3
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Fig. 4. Test results of TCO with depth 3
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Fig. 5. Test results of T with depth 4
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Fig. 6. Test results of TCO with depth 4
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Fig. 7. Test results of T with depth 5
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Fig. 8. Test results of TCO with depth 5
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What deservers more investigation is that the CHDD samples used to run the tests
may be more theoretically and empirically correlative than data samples from other
fields owing to pathology and ecsomatics reasons. Thus, new practical data samples are
required to be tested with this new technique to further verify its validity.
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Abstract. This paper presents a rapid response system architecture for the
distributed management of warehouses in logistics by applying the concept of
edge computing. A tiered edge node architecture is proposed for the system to
process computing tasks of different complexity, and a corresponding rapid
response algorithm is introduced. A software-defined simulation is done to
evaluate the system performances on rapidness and correctness, from which it
can be concluded that all pre-defined emergency cases can be detected and
responded to within a relatively short period of time.

Keywords: Edge computing � Rapid response algorithm �
Wireless Sensor Networks (WSN) � Distributed warehouses management �
Logistics

1 Introduction

As a mature Internet of Things (IoT) scenario, Wireless Sensor Networks (WSN) have
rapidly proliferated over the last decade. These diversified WSN applications are
emerging rapidly, while the quantity of various nodes and platforms in the WSN is
increasing exponentially. Wearable human sensor network, the smart home, intelligent
logistics and transportation [1], as well as the smart city [2] are typical application
scenarios for current WSNs.
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From the perspective of logistics, the warehouse is a critical scenario for contem-
porary intelligent logistics applications. For warehouse management, sensed data may
be used for two general purposes: one is for cargo management, which includes goods
identification (using RFID) and goods tracking (location and movement); the other is
for safety management, which refers to the environmental monitoring and data security.
The logistics companies who aim to conduct business nationwide need to consider both
the centralized global control of the profession on Cloud as well as the management of
distributed networks of warehouses locally. At this scale, the traditional WSN plus
Cloud mode may lead to either high bandwidth use or latency in undertaking emer-
gency interventions. In short, many applications require both WSN localization and
Cloud globalization which cannot be satisfied by a simple WSN-Cloud architecture. In
such case, a well-designed WSN-Edge-Cloud system architecture that integrates edge
computing features with the WSN-Cloud architecture would solve these problems and
improve the efficiency of the business [3, 4].

Being regarded as a relay between the data centre on the Cloud and sensor nodes in
the WSN, edge computing nodes extend the Cloud Computing paradigm to the edge of
the network in a bidirectional way. On the node-to-cloud direction, edge nodes revolve
around local functionality for geographically closer sensing area with the feature of
data pre-processing and rapid reaction [5]. These outcomes will be sent to the Cloud
selectively, according to the explicit application requirements. In the cloud-to-node
direction, edge nodes achieve distributed deployment of the broad class of applications
under the macro control of the Cloud and perform the tasks allocated by the Cloud [6].

2 Architecture and Methodology

2.1 Edge Computing-Based Graded System Architecture

The edge computing-based graded system architecture, which can be differentiated
from traditional WSN system architecture, consists of three general layers at the ver-
tical direction, which from top to bottom are the Cloud, Edge, and WSN infrastructure
as shown in Fig. 1. As a widely accepted environmental sensing infrastructure, sensor
nodes in the WSN collect sensing data and track changes of the environment contin-
uously. For better identification and management, sensor nodes in the WSN are logi-
cally separated into different areas.

The Edge computing layer is introduced into the system by considering it as the
implementation of cloud computing close to the physical environment. The function-
ality of edge computing is refined into three grades of edge nodes. Grade one and two
edge nodes are focused on the data formatting, preliminary data processing for WSN
data collection, as well as the execution of tasks and control commands allocated by the
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upper layer (higher grade edge nodes or the cloud). Grade three edge nodes contribute
to more complex data analysis, which involves data that is potentially useful for
prediction and control, as well as generating or relaying control commands from the
upper layer to the lower layer.

The cloud layer contributes to the centralized analysis of global data and man-
agement of the entire network. In addition, the connection between users and the
system via the cloud realizes the remote operation and control all areas covered by the
terminal devices. For application developers, the system can be accessed via the cloud
or edge node for application deployment regarding the deployment requirements and
the network condition.

2.2 Rapid Response Algorithm

Within a target monitoring area, there are two primary cases in which sensor nodes may
generate abnormal sensing data: one is the sudden environmental change, the other is
the error data caused by sensor broken or irruption. A rapid response is only expected
to be triggered by the first case, which could save time for emergency interventions and
reduce the potential for business losses. In contrast, a rapid response caused by the
second case will lead to a waste of resources.

Fig. 1. Edge computing-based tiered system architecture. ‘EN’ indicates edge node. A smaller
EN-Grade number indicates the physically closer location from the edge node to the sensor nodes
and sensing devices.
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The rapid response algorithm proposed in this paper as shown in Algorithm 1 is
under the premise of ensuring accuracy, which classifies the urgent cases into three
types: Rapid Growth, Slow Growth-Diffusion, and Slow Growth-Non-Diffusion.

Threshold setting is one of the most popular approaches to distinguish abnormal
data and normal data. At the Grade-1 edge nodes, the bound threshold (THb) is set for
real-time comparison. Any sensing data collected by a sensor node that upload to the
Grade-1 edge node will be compared with THb. There are two cases that may happen at
the Grade-1 edge node by comparing real-time sensing data with THb: (a) more than
one sensor nodes are distinguished as abnormal within a short period (say T1),
(b) abnormal data appear on a single node. For case (a), we consider a Rapid Growth
case happened and generate Alarm-1 directly; while for case (b), Grade-1 edge node
will trigger Grade-2 edge node with a new generated message which includes abnormal
sensor node ID for further computing and judgement. Once Grade-2 edge node be
triggered by this message, it starts to analyze the trend of sensing data of both the
abnormal node and its neighbor nodes. The trend is measured by computing the
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gradient of data in adjacent time point. The percentage of neighbor nodes who have the
same trend as abnormal one will decide the urgent case type: if there are more than p (a
given percentage) neighbor nodes have the same trend, we consider a Slow Growth-
Diffusion case happened and generate Alarm-2. Otherwise, the trend of the abnormal
node in the coming period of time (say Tc) decides the urgent case type. A continuous
change of sensing data will denote a Slow Growth-Non-Diffusion case happened and
an Alarm-3 will be generated; while the stable sensing data indicates that an error has
occurred and there will be no alarm message generated.

3 Implementation

In our simulations, there are four cases considered as listed in Table 1. Case 1–3 are
corresponding to the three urgent cases types as introduced in Sect. 2.2, which are
Rapid Growth, Slow Growth-Diffusion, and Slow Growth-Non-Diffusion. Case 4
indicates unexpected error data occurs on a single node. Each of the cases corresponds
to an alarm type, which is generated by the edge node to distinguish the cases.

Corresponding to three real-world scenarios that produced temperature sensing
data, which are open flame spread, high-temperature steam leakage and diffusion, as
well as node device over temperature, we generate three sets of data by software for the
experiments on case 1–3. The error data for case 4 is inserted into a data set simulated
the indoor environmental change manually. All the simulated sensing data are sampled
once per second during the experiments.

The performances on correctness and rapidness corresponding to sub-figures (a)–
(d) in Fig. 2 are tested under four simulated environments. For each test, there are four
nodes updated sensing data over 60 s to the edge node simultaneously. Referring to the
input parameters listed in Algorithm 1, the ‘bound threshold (THb)’ is set to be 40 while
the ‘observe period one (T1)’ is set to be 1. The ‘observe period two (Tc)’ is 5 and the
‘critical percentage (p)’ is 0.5 in our experiments.

The system response time is pointed out by an arrow on each sub-figure, which
corresponding to the timestamp 23 s, 24 s, 25 s, and 13 s. Comparing with the bound
threshold line (labelled as BoundTh in the figure), it can be observed that all the
emergency cases are detected and responded within an ‘observe period two’.

Table 1. List of all cases for experiments

Cases Specification Alarm
type

Case 1 Abnormal of environment is observed by a group of nodes (Rapid
Growth)

Alarm-1

Case 2 Abnormal of environment is observed by single node, the abnormal is
diffusion (Slow Growth-Diffusion)

Alarm-2

Case 3 Abnormal of environment is observed by single node, the abnormal is
non-diffusion (Slow Growth-Non-Diffusion)

Alarm-3

Case 4 Error data on single node None
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4 Conclusion

A rapid response system architecture is proposed in this paper, which involves the
concept of edge computing in WSN. From the perspective of distributed warehouse
management in logistics, an algorithm for distinguishing and rapidly responding to
emergency cases is introduced. Tested by a software-defined simulation, the perfor-
mance on the correctness and rapidness of the Grade-1 and Grade-2 edge nodes in the
system applying the rapid response algorithm shows that all pre-defined emergency
cases can be detected and responded within a relatively short period of time.

To implement the entire system architecture as proposed in this paper, a clear
direction for future research is the implementation of Grade-3 edge nodes, which
potentially focuses on the short-time prediction. Besides the edge computing layer, the
interaction and interoperation between the edge and the Cloud is also a valuable
direction to extend our research.
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Abstract. Modern life is ever more reliant on computers being able to classify
the world around them and computer vision is one of the ways computers do it.
Nowadays, due to the advent of reliable and low-cost range sensors like Kinect
which provide useful 3D data to feed prediction systems with a new dimension
of useful information, computer vision is taking a new step with research
demonstrating the potential that this kind of data has. However, very little
research has been done using spatiotemporal Point Cloud data (PC-Videos). One
reason might be the lack of datasets containing PC-Videos. In this paper, we
propose SwarMotion, a multimodal recording tool focused on the acquisition of
PC-Videos.

Keywords: Point Cloud � Video � Spatiotemporal data � Classification

1 Introduction

Modern life is ever more reliant on computers being able to classify the world around
them. We trust computers to give us suggestions about the media they categorize as
desirable to our individual tastes. We rely on machines to identify fraudulent trans-
actions in our credit cards. We hope virtual avatars will express emotion when talking
to us [1]. We talk to our phones expecting them to classify air vibrations as words and
bring back some sort of relevant information. We even use computer to try to
understand our minds [2, 3]. And one of our greatest expectations for computer clas-
sification is computer vision [4].

Computer vision has been around for a while now, using mainly bi-dimensional
(2D) images for object classification [5]. Even though, classification using bi-
dimensional information has been shown to be particularly successful in certain
problem sets, using 2D images has proved difficult in some situations such as cluttered
backgrounds or even environments with light variations [6].

Recently, due to the advent of reliable and low-cost range sensors (e.g. RGB-D
cameras such as Microsoft Kinect and Intel RealSense), which provide useful 3D data
to feed prediction systems with a new dimension of useful information, there has been a
spike in the number of research papers studying object classification using 3D Point
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Cloud (PC) data [7]. These studies so far have demonstrated the potential that this kind
of data has, especially in real word applications [6–11].

Nevertheless, computer vision that analyzes spatiotemporal data is still mainly
focused on 2D frames (i.e. videos) [6]. Very few works use spatiotemporal PC (PC-
Videos), one reason might be the lack of datasets containing PC-Videos [12]. Thus, to
create datasets of PC-Videos, it is ideal to have a tool to help the creation of such
datasets, some sort of PC-video capture tool and editor that are integrated with the
capture of other temporal data. In this paper, we propose such a tool that we call
SwarMotion.

SwarMotion is a multimodal recording tool focused on the acquisition of PC-
Videos. In this paper we will explain similar technologies and their limitations, explain
the importance of SwarMotion, its development and current state, and the reason to
have this recording tool be multi-modal rather than focusing on PC alone.

2 Related Work

To determine the necessary characteristics of the tool we analyzed the recent works
involving computer vision and other machine learning techniques that could benefit
from PC databases.

We observed a tendency to use some form of 3D-CNN (3D-Convolutional Neural
Networks) to analyze PC and other tri-dimensional data, for example the works of [13]
and others on NormalNet [4], PointCNN [11] and PointNet [14]—this latter work is not
to be confused with another body of papers also dubbed PointNet that propose a non-
CNN method [8, 9]. Another, group of papers uses depth in a similar way to color in a
2D frame; they also use a CNN for their analyzes [15].

We did observe a few papers studying movement in tridimensional data [5, 6],
which also use CNN; one of them using only PC to recognize human gestures. Further,
we observed that, to improve their success rate, other CNN applications use multimodal
data (i.e. non-visual data) for their classification [7, 16]. Other machine-learning
techniques using multimodal speech recognition for example present better results than
audio or visual alone [17, 18].

Based on this review, we can see that the dataset creation tool must be able to
synchronously edit all incoming data. It should be able to save the PC data as well as
the accompanying data at the same frame rate. Raw data should be available for input
and easier editing, or at least some sort of lossless data compression format.

In order to determine the need for a new tool that is aimed at data collection for PC
machine learning classification purposes and based on the previously observed papers,
we have established a set of baseline features that should be available in the existing
tools. We started then the investigation using the following guidelines:

• The tool should be able to record color 2D data along the PC data (i.e. multimodal
data);

• The tool should be able to record infrared 2D data along the PC data (i.e. multi-
modal data);

• The tool should be able to record Audio along the PC data (i.e. multimodal data);
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• The tool should be able to create temporal regions of interest (i.e. edit length of the
PC-Video);

• The tool should be able to reproduce collected data to check recorded data;
• The tool should be able to leave the raw data accessible for other kinds of future

modification (i.e. saved data not only in proprietary formats); and
• The tool should be able to connect to low cost range sensors (i.e. Microsoft Kinect,

Intel RealSense).

2.1 Existing Software

The starting point of the investigation was works that studied Point Cloud and looked
for mentions of how data was captured. The majority used online available data sets.
One used their own system to capture a sequence of point clouds. Others were not
compatible with low cost range sensors and were adapted only for the state-of-the-art
technology.

We then searched for commercial solutions because we believed those would have
a greater chance of presenting all the requirements, specially tools from Microsoft,
since the company has its own range sensor (i.e. Microsoft Kinect). The keywords used
for the search were, “Point Cloud Recorder”, “Point Cloud Video”, “Point Cloud
Editor”, “Point Cloud Multimodal Recorder”, “Volumetric Recording”, “Volumetric
Film”.

We encountered a variety of PC editors including tools to create PC from pictures
using photogrammetry, and programs to import laser scanned data as PC. Mostly these
found programs were used to create 3D models from the Point Clouds.

Later we looked at opensource solutions that could be available from other
researchers who want to create PC video datasets. The search criteria were the same.
However, the criteria for exclusion were the following, tools that did not present any
sort of documentation and tools that have been discontinued (i.e. did not present an
update in over 5 years). On Table 1 we can see a sample of the encountered software
and their limitations regarding the requirements.

Table 1. Existing software evaluation following the stipulated criteria

Software name Company/Developer Limitations

Web Point Cloud Viewer AMC Bridge Static Point Cloud
Cloud Chamber Spar3D Static Point Cloud
PointCloudUnity Miroslav Byrtus* Static Point Cloud
PointClouds Edgar077* Static Point Cloud
RealityCapture Capturing Reality Static Point Cloud
KiwiViewer Kitware Visualization Tools
Voxxlr Geist Software Labs Storage Tool
TrueDepth Apple Device Bound
EF EVE EF EVE Proprietary Format
Brekel Pointcloud Brekel No IR Capture
Depthkit Depthkit.tv No Audio Capture, No raw data
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Even though we did find several software solutions for the treatment of PC, none
fulfilled all the stipulated requirements. The one that reached the closest to the ideal
tool we proposed was Brekel PointCloud, but it still lacks the possibility of simulta-
neously record other temporal data. Thus, we believe the creation of a new tool would
be adequate for the advancement of classification techniques.

3 Development and Results

Based on the requirements we proposed the data flow presented in Fig. 1. The sensors
connect to the machine and simultaneously send the data stream. The data stream is
processed by SwarMotion that generates the PC and make it available for the user to
create an STBox (Spatiotemporal bounding box [19]) on the ROI (Region of Interest).
The STBox is then converted into the pertinent formats and stored.

SwarMotion was developed using C# on the Unity Engine to facilitate the visu-
alization process. Because of the multimodal requirements, the user can record 2D data
and audio to be played along the PC. The initial version of SwarMotion (see Fig. 2)
allows the user to record RGB-D data, infrared and sound data and to select the
temporal region of interest. The files are currently saved in PLY, PNG, and WAV. This
initial version is only designed to use the Kinect and due to its limitations for audio
recording a separate microphone must be used.

The recorder, player and editor share the same GUI. The player and editor part can
be easily deployed in all platforms which are supported by Unity3D. Such as Android,
IOS, video game console and WebGL. This means the recorded files can be easily
spread like normal video. And it has a favorable expansibility due to the Unity3D.

Fig. 1. SwarMotion dataflow concept
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4 Summary and Future Work

In this paper we explained one direction that machine learning is taking and showed
that the current tools and datasets are not enough for the continue development of the
field. We then proposed and developed a tool for the creation of new Point Cloud
(PC) datasets that consider the temporal and multimodal aspects of the data.

As a future work we plan to develop the tool further allowing for the spatial editing
of the data as proposed by us, the connectivity with different RGB-D devices, the
recording of other kinds of data, such as Ultra-Violet and temperature, which might
help increase the precision of the machine’s predictions.
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Abstract. Laws and policies require that landfills and disposal sites be moni-
tored to protect public health and safety from potential explosion hazards owing
to underground gas migration and diffusion. This paper aims to measure and
map gas distribution in surface soil. Since some current algorithms have their
own advantages and disadvantages, several methods are integrated into a
compound algorithm to measure gas concentration, to track odour and localize
gas source. Simulations are performed to validate the availability of the pro-
posed method. To be aware of whole gas distribution field, a mobile robot
governed by the proposed method measured the concentration values step by
step and generated a sequence of small concentration maps. Then by revolving
the small maps the whole gas concentration map is built. Results demonstrated
that the mapped gas concentration field is satisfied.

Keywords: Gas distribution � Mapping � Measuring � Mobile robot � Tracking

1 Introduction

Mapping gas concentration field in surface soil of ground has applications in many
realms such as exploring landfill site, monitoring underground pipelines and storage
tanks, and searching for chemical substance or pollutants. It contains two main pro-
cedures: the first is tracking an odor/gas and measuring its concentration, the second is
mapping the concentration field. Mobile robot with sensors traveling on ground is
usually used to detect the concentrations of gas in soil, to track the odor, and to localize
the source. Abaci et al. [1] began the research and application in 1992 and Russell
suggested the Hexagon-path Algorithm [2, 3] in 2003 and 2004. Since then many
products [4–9] have improved the classic algorithm in some features.

For a practical task of measuring and mapping gas concentration in surface soil,
there are two problems needing being solved satisfactorily. One is an algorithm which
can fit for whole process of search. Since gas concentration distribution appears dif-
ferent patterns in different regions, it is not easy to use just one simple algorithm for
whole process. The existing methods, which are effective in detecting and tracking gas,
are optimal just in a certain part of the whole process. The other is mapping gas
concentration field by mobile robot. There were many studies on mapping mercury’s
distribution in soil using data sampled by hand [10] and off-line work of mapping
pollutants’ distribution in soil using on-line measured data [11]. The work on creating a
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gas distribution map by multi-chamber e-nose in a room gave a reference result [12].
It’s interesting to compound some algorithms, which have their own advantages, into a
new algorithm fitting for whole process of searching for underground gas source. This
paper applies computer simulation to study how to measure and map the gas con-
centration of a single underground source landfill. In the simulation work, a virtual
mobile robot with a gas sensor mounted on it is guided by a defined algorithm and
measure concentration at the same time.

The rest of the paper is organized as follows. The advantages and disadvantages of
the classic Hexagon-path Algorithm and several improved methods are discussed in
Sect. 2. Then the functions and properties that a new algorithm should have are
induced in Sect. 3. Also in the same section the paper suggests an implementable
compound algorithm blending separated advantages and verifies the effectiveness and
progressiveness of the new compound algorithm. In Sect. 4 the gas concentration field
is mapped by means of the sequence of concentration values. Section 5 presents the
conclusions.

2 Literature Review

2.1 Classic Algorithm

The Hexagon-path algorithm [2, 3] is the classic algorithm. It presents strong stability,
some astringency (Figs. 1 and 2) and strong anti-interference (Fig. 3), though its
convergence radius is a little too larger [5] (Fig. 2). When the length of steps is too
long, the mileage might be too large. On the contrary, if the length is too short,
traveling may even be stopped on the way (Fig. 4). This classic algorithm is taken as
the basic one and all below methods are based on it.

2.2 Method Based on Behavior Features and Concentration Difference

This method [5] varies length of step. Precisely speaking, it contains two sub-strategies:
flexibly varying step size and surrounding walk with polycondensation. The robot
changes its step size according to the difference of concentration values and traveling
mode according to its behavior around the source. It partly solves the problem of

Fig. 1. Good stability and astringency of classic algorithm.
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selection of length of steps. The method demonstrates small enough convergence
radius which means it has excellent performance in localizing the gas source. And it
might be considered of traveling in middle stages.

Fig. 2. Convergence radius is larger.

Fig. 3. Good astringency and anti-interference, small convergence radius.

a) too long step b) too short step

Fig. 4. Action of different step-size on search.
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2.3 Method of Micro-steps Accumulation

This strategy admits that a gas sensor has sensitive threshold and the threshold acts on
robot’s behavior. It changes length of steps and angle of turns dynamically [6]. In other
words, the method avoids the difficulty of artificially assigning step length and turn
angle, and hands over the selection of step size to sensor’s perception of environment.
Thus the selection of length of steps is partly resolved and the step sizes coincide with
real distribution of concentration (Fig. 5). The indicators of mileage and success rate
are promoted significantly. The defection of the method is the application condition of
formula of turn-angle calculation is too critic to judge. Once the formula is misused the
robot will turn wrong direction or wrong angle (Fig. 6).

2.4 Method of Flexible Turn Angles

This method takes the principle of turn direction decision making which is suggested
by classic algorithm, so it keeps the fundamental advantages of the classic one. It
appends current concentration values and their first- and second-order differences to
promote the correctness of assessment of travel, and applies appropriate function to
increase accuracy of turning angle. The method usually has short mileage and high
success rate (Fig. 7a), whereas weak anti-interference and robustness (Fig. 7b). The
method depends on the parameters in algorithm, so the indicator of mileage fluctuates
strongly when concentration with biggish noise.

Fig. 5. Step sizes coincide with concentrations.

Fig. 6. Large convergence radius.
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3 New Compound Algorithm

3.1 Algorithm’s Structure and Its Model

Methods listed in previous section have their own advantages which appear in different
stages of the search process. This hints that it is reasonable to treat the whole process of
travel as several stages one after another and a compound algorithm which cascades the
methods. In every stage the basic structure shown in Fig. 8 is adopted, where M
presents search strategy and S is a double position switch. The switch is in initial
position 1 and will turn to position 2 once the task is fulfilled.

To realize the task of whole search process with a long journey, we propose a
compound algorithm consisting of four stages and five switches whose complete model
is shown in Fig. 9. Mode M1 is used for the first stage, i.e., the initial stage of the
process. Mode M2 is used in half way stage. Modes M3 and M4 are fit for two different
end stages, respectively.

M S

1
2

Fig. 8. Basic structure for stage search.

a) common paths  b) bad anti-interference 

Fig. 7. Results of flexible turning.

M1

S1: concentration increases p times in successive k1 steps
S2: Z path appear k2 times successively
S3: sum of turn angles equals to Θ
S4' and S4'': robot is close to source enough

S1 S2 S3

1
2 2

2

1

2

1
1

M2 M3

M4

S4'

2

1

S4''

Start Stop

Fig. 9. Structure model of complete compound algorithm.
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M1 is a function which applied the method of micro-step accumulation [6]
(Fig. 10), where Nthresh is sensor’s sensitive threshold, N(j) is the concentration value
measured at stop j, Dl is the length of a micro-step.

M2 is a function which applied the method of dynamic variable step length [5]
(Eq. 1), where ln is the length of step n, kl is constant (0 < kl < 1).

ln ¼ 1� kl � NðnÞ � Nðn� 1Þ
Nðn� 1Þ

� �
ln�1 ð1Þ

M3 is a function which applied the method of dynamic variable angle length [5, 13]
(Eq. 2), where hn is the angle of step n, kh is constant (0 < kh < 1).

hn ¼ 1� kh � NðnÞ � Nðn� 1Þ
Nðn� 1Þ

� �
hn�1 ð2Þ

M4 is a function which applied the method of surrounding and polycondensation
[5] (Eq. 3), where kc is constant (0 < kc< 1).

ln ¼ kc:ln�1 ð3Þ

In brief, the algorithms discussed in last section are mixed in one compounded
algorithm.

3.2 Simulation of Compound Algorithm

Computer simulation codes is programed in Matlab 7.13 and conducted in WINDOWS
10. Some of the critical observations made from an extensive study of the simulation
results are summarized as follows:

(1) result after S2 switching to position 2, i.e., stage M2 being finished. The paths
similar to those shown in Fig. 11 reach 78% of all paths. Other paths similar to
those shown in Fig. 12, which are worse than that in Fig. 11, take about 8% of all
paths. Simulation tells us that the best experience data is k1 = 7, p = 6, k2 = 4.

repeat{
wriggle straight Δl

if |N(j+Δl)-N(j)|>Nthresh
then

jump out of loop
else

back to repeat
}

Fig. 10. Pseudocode of micro-step accumulation.
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(2) result after stage M3 being finished, i.e., S3 keeping at position 1 and S
0
4 switching

to position 2. Practically, paths shown in Fig. 11 must go the route
M3!S3!S

0
4!Stop (Fig. 13).

(3) result after stage M4 being finished, that is, S3 switching to position 2 and S004
switching to position 2. The paths shown in Fig. 12 must choose
M3!S3!M3!S004!Stop as their routes (Fig. 14).

This new compound algorithm is compared with the micro-step accumulation
method in [6]. The simulation results of the compound algorithm and the accumulation
method are listed in Table 1. It can be seen that the compound one brings out much less
mileage, though it causes a little more steps and angles since the length of steps gets
shorter in the stage of End. In one word, the cost of less increasing steps and angles is
exchanged for large decreasing of mileage.

Fig. 11. Representative paths in on-way stage.

Fig. 12. Bad kinds of paths in on-way stage.

Fig. 13. Paths in end-stage ‘‘M3!S3!S
0
4!Stop’’.
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4 Mapping of Gas Field

Let step i starts at spot (xi, yi) and stops at spot (xi+1, yi+1). Thus a rectangle of
concentration with above two spots as a pair of vertexes, can be noted as Rec(i), that is
[xi, yi, xi+1, yi+1, Ai]. The ai presents the direction of the rectangle in 2-dimension plane.
For Rec(0), we let A0 = 0. Thus for Rec(i), we have Ai = Ai–1 + ai = a1 + a2 + … +
ai–1 + ai. When search is finished, the source is localized, the line segment connecting
the Start and the End is definite. Then A0 can be assigned as H that is the practical
angle between the line segment and diagonal of Rec(0) (seeing Fig. 15). Consequently,
the directions of all rectangles are assured.

Fig. 14. Two paths in “M3!S3!M4!S004!Stop’’.

Table 1. Results of two algorithms. (k1 = 7, p = 6, k2 = 4, kl = 0.5, kh = 0.9, H = ±300°,
kc = 0.97)

Algorithm Average
steps

Average
mileage

Total
angles

Success
rate

Compound algorithm 32 26 1768 100%
Micro-step accumulation
method

25 51 1689 100%

(x0, y0)

(xi, yi)

source

Θ

(x1, y1)
(xi-1, yi-1)

α1

αi

(xi+1, yi+1)
αi+1

(x2, y2)

Fig. 15. Angle of concentration rectangles.
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The source of gas is set after just three searches according to the three end spots.
The center of the circumscribed circle of the three end spots is taken as the source.

Figure 16 demonstrates the sequence of concentration rectangles with angles being
already rotated by H degrees. Figure 17a is the concentration field generated by letting
all rectangles revolves around the source. Figure 17b shows the given concentration
field and the measured field. The former is the solid lines which mark mid-values of
concentrations and the latter is the dashed lines which mark maximum values of
concentrations. We calculate the position of gas source according to three end posi-
tions. Figures 17 and 18 show that the error of mapped field is acceptable. Even though
the deviation of gas concentration is larger long away from the source than near the
source, the error of measurement is almost constant. That is because the Nthresh is small
(=0.2), the length of step in the first stage is small.

Fig. 16. Sequence of rectangles of concentration after rotation transformation.

a) a path and the measured field b) final given field and measured field

Fig. 17. Concentration field by measuring-mapping and given field.
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5 Conclusions and Future Work

This paper has studied compounding several methods for achieving the whole process
of gas source search with a relative long journey. The compound algorithm is verified
feasible. The following results were validated by computer simulation: the most
important indicator, mileage, is promoted remarkably, whereas the less important
indicators such as average steps and total angles are a little worsen; the success rate
keeps 100%; the method of using measured values to form small concentration rect-
angles, then rotating and montaging them to map whole gas concentration field is
feasible; mapping is fast because it only needs three searches; the map has acceptable
accuracy. The compound algorithm proposed can be applied in measuring and mapping
gas concentration field formed by single underground source.

Our subsequent work will focus on the concentration field formed by multi
underground gas sources. Gas sensors and sensors arrays, or sensors network may be
applied in future work. Group of mobile robots should be tried to use simultaneously.
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Abstract. Virtual machine provides cloud computing services that offer com-
puting resources to users through the Internet based on virtualization technol-
ogy. Generally, supercomputing or grid computing has been used to process a
large scale job in scientific, technology, and engineering application problems.
Currently, services for large scale parallel processing through idle virtual
machines in cloud computing are not provided. Previously, the utilization rate of
computing resources in cloud computing was low when users do not use virtual
machines anymore or for a long period of time since all the rights in relation to
the use of virtual machine are given to users. This study proposes a scheme that
increase resource utilization of idle virtual machines and process a large scale
job through the idle virtual machines. Basically, idle virtual machines are
identified based on virtual machines created through OpenStack, and idle virtual
machine-computing service (IVM-CS) is proposed.

Keywords: Cloud computing service � OpenStack � Virtual machine �
Computing resource � Distributed computing

1 Introduction

Generally, complex or data intensive problems are processed in parallel using super or
grid computing. A study on large scale job processing using supercomputers or grid
computing has focused on task partitions such as Cat Swarm Optimization, Particle
Swarm Optimization, and K-means. However, an average operation ratio of network or
server resources used in most institutions and companies is less than 20 to 30%, which
is not fully utilized [1–4, 6, 7]. In addition, the importance on cloud computing that
analyzes and processes a large scale of unstructured data has increased as much
attention has been paid to the Fourth Industrial Revolution in Korea and overseas. The
cloud computing services enable computing resources to be utilized efficiently as it
integrates a number of physical resources into a single logical resource or divides a
single physical resource into a number of logical resources to accommodate the user
requirements based on virtualization technology [3, 5, 7–10]. Thus, studies on pro-
cessing a large scale job in a distributed manner by utilizing cloud computing have
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been conducted. And this paper proposes a virtual machine management at idle state to
add computing service function by utilizing an idle virtual machine inside OpenStack,
which is an open source cloud platform environment that supports multi platforms.

2 Related Works

Zhang [3] proposed a method to utilize idle virtual machines by using the garbage
collector principle inside the OpenStack environment to provide computing resources.
His method could prevent cloud’s resource waste but did not provide computing ser-
vices by utilizing idle virtual machines.

Praveenkumar [4] proposed a parallel data processing framework based on Nephele
that managed computing resource dynamically. In this framework, virtual machines
that were at an idle state for a long period of time were removed and transferred to other
virtual machines that needed computing resources. However, it should solve the time
problem required to remove virtual machines at an idle state for a long period of time
and provide additional computing resources to other virtual machines.

Beloglazov [10] proposed OpenStack Neat, which was a framework to dynamically
integrate virtual machines, by which low utilized virtual machines were migrated and
over-loaded virtual machines were made off-load to other hosts. However, it should
consider having virtual machines in a single host at the same time since conflict may
occur if more than two global managers that decided the assignment of virtual
machines were present simultaneously due to the service expansion.

3 Scheme and Design of IVM-CS

The idle virtual machine-computing service (IVM-CS) that provides cloud computing
services by selecting idle virtual machines existed inside OpenStack is configured as
shown in Fig. 1.

Fig. 1. Basic operation diagram of the IVM-CS
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3.1 Idle Virtual Machine Selection

The idle virtual machine selection searches and selects virtual machines at an idle state
at which users do not utilize the virtual machines. The virtual machine state can be
classified into used and idle through the following four cases. The larger the case
number is, the more the details of the idle state decision criteria are.

Case 1. When virtual machine is turned on, it is a used state and virtual machine is
turned off, it is an idle state.
Case 2. When a virtual machine is turned on, and a user is logged and uses the
virtual machine, it is a used state. However, when a user is logged out and does not
use the virtual machine, it is determined to an idle state.
Case 3. When a virtual machine is turned on and a user is logged in the virtual
machine, and the number of background processes is larger than zero, it is a used
state. If the number of background processes is zero, it is an idle state.
Case 4. Considering Case 3, and additionally, a virtual machine use time log by day,
week, month, and year is analyzed and the idle state of the virtual machine is
predicted.

3.2 Idle Virtual Machine Pool

To provide computing services based on the idle virtual machines selected in the idle
virtual machine selection in the above, static and dynamic information of the idle
virtual machines is needed. The IVM-CS manager that manages virtual machines
request static and dynamic information from idle virtual machines out of all virtual
machines created in OpenStack.

The idle virtual machines and collected information are managed in the integrated
idle virtual machine pool, and changing dynamic information can be reflected in the
idle virtual machine pool immediately as the IVM-CS manager requests and collect the
idle virtual machine information constantly.

3.3 Computing Service with Idle Virtual Machine

In this paper, the Sobel edge detection is provided as a computing service and the
execution procedure is shown in Fig. 2.

Once the requester asks the task through the OpenStack dashboard, the IVM-CS
manager divides the task uniformly based on the number of the selected idle virtual
machines and task unit. The divided tasks by the IVM-CS manager are transferred to
the task saver, in which each task is stored. The tasks processed by the idle virtual
machines selected as a worker are transferred and stored in the task saver. The tasks
stored in the task saver are transferred to the IVM-CS manager, and those tasks are
merged into a single job. The IVM-CS manager displays the task processed results
requested from the requester through the OpenStack dashboard.

This paper provides the IVM-CS function in addition to Horizon, Cinder, Nova,
Swift, Neutron, Glance, and Keystone services that are basically provided by the
OpenStack. The architecture of the OpenStack is shown in Fig. 3.
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IVM-CS largely consists of Viewer, IVM-CS Manager, Idle VM (Worker) Man-
ager, and Task Saver Manager. Viewer is a visualized IVM-CS as a web format
through horizon in OpenStack. It is composed of VM information that displays static
and dynamic information of all created virtual machines, idle VM information that
displays static and dynamic information of idle virtual machines, job submission that
submits tasks, job status that displays the current processing task status, and result that
displays the processed task results.

The IVM-CS manager consists of idle VM selection that selects idle virtual
machines, idle VM pool that collects and manages static and dynamic information of
the selected virtual machines, computing service that processes a large scale job in
parallel by designating a worker out of the idle virtual machines, fault tolerance that
resolves job losses or status change of the idle virtual machine into running, and task
saver connection that is a network connection management function to store the

Fig. 2. Computing service control flow in IVM-CS

Fig. 3. IVM-CS architecture
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divided tasks in the task saver or merge the processed tasks. Computing service pro-
vides intermediate results in the job status of the viewer, and result provides the final
results.

The idle VM (worker) manager consists of task saver connection that is a network
connection function required to assign tasks from the task saver or store the processed
tasks in the task saver, task execution that processes tasks assigned to idle virtual
machines, and fault tolerance that resolves the status change and task loss in idle virtual
machine occurred during task execution.

The task saver manager consists of IVM-CS manager connection and idle VM
(worker) manager connection to share the tasks between IVM-CS manager and idle
VM (worker) manager.

4 IVM-CS Implementation

The execution screen of the proposed IVM-CS is shown in Fig. 4. Figure 4-① checks
the status information of the virtual machine. Figure 4-② shows the computing service
to be executed, which is Sobel edge detection. Figure 4-③ selects the image that is
processed as a task, and Fig. 4-④ designates the number of tasks distributed and
processed in each of the workers. Figure 4-⑤ shows the running task’s status, and
Fig. 4-⑥ shows the result that merges completed process tasks into a single job.

5 Conclusions

This study proposes a computing service function by selecting and utilizing idle virtual
machines that was not provided by existing OpenStack. The IVM-CS function can
display the processed results requested from the requester as a web format through the
OpenStack’s dashboard, and define the status of the virtual machine. In addition, it
divides and stores tasks through the IVM-CS manager and task saver and transfers the

Fig. 4. Example of the execution procedure of Sobel edge detection by IVM-CS
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tasks to idle virtual machine, and processes a large scale job in parallel by storing and
merging the processed tasks.

As described in the above, it can minimize a waste of computing resource by
increasing the utilization of computing resource through re-use of idle virtual machines
and providing computing services via the IVM-CS function in OpenStack.

This study provided only the Sobel edge detection as a computing service by the
proposed IVM-CS. However, a study on a method that provides not only Sobel edge
detection, but also various computing services will be conducted for the future
research.
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Abstract. In this paper, we propose an image division technique that can solve
the problem of resolution reduction due to model structure and the lack of data
caused by the characteristic of medical images. To verify this technique, we
compared the performance of traditional full image learning and divided image
learning. As a result, it is confirmed that the image division technique can
proceed X-ray image deep learning more stable and is effective in predicting
tuberculosis detection with higher accuracy.

Keywords: Deep learning � CNN � Medical image � Data augmentation

1 Introduction

Recently, there have been many studies using deep learning to diagnose diseases [1].
The performance of deep learning can be improved with complementing problems
using techniques that match the characteristics of the data and model used. Deep
learning with X-ray image also has some problems due to its characteristics.

Convolutional Neural Network (CNN) [2] is a structure mainly used for deep
learning using an image. To train model, input images must be resized because models
using CNN structure mostly have a fixed input size. If the original image is of higher
resolution, there must be more reduction of image resolution. And it also means a
reduction in the accuracy of the model [3]. X-ray images are also lack due to legal
problems and high cost as a medical image, which means that the dataset available for
model learning becomes small. This also leads to a decrease in the accuracy of the
model [4]. To improve the resolution problem, existing studies have used methods to
improve the resolution of the original data by adding additional computation processes
before model learning or by cutting only the important part [5]. And to improve the
lack of dataset, they increased dataset through distortion such as rotation, symmetry,
and so on [6, 7].

In this paper, unlike traditional methods, we propose an image division technique
that can solve these two problems efficiently. Through this technique, the image is
divided into several patches before model learning, resulting in improved image res-
olution and the effect of data augmentation. In addition, we proved that this technique
works efficiently by comparing the performance between learning the full image and
learning the divided image.
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Section 2 describes our proposed techniques and experimental methods, and
Sect. 3 evaluates how our image division technique works on the learning of the model.
Section 4 shows a conclusion.

2 Image Division Technique in Deep Learning

In general, for the original X-ray image has a size of about 2000 � 2000, if resize it to
224 � 224 and results in a quality drop about 8 times. However, resize to five
224 � 224 patches, resulting in 488 � 488 pieces of information that can be learned
more than twice as much as learning with entire images. In addition, five times the
number of images to be learned can lead to more stable learning. Therefore, the two
problems of deep learning using X-ray images can be improved by the proposed image
division technique (Fig. 1).

The experiment used X-ray image dataset provided by the U.S. National Library of
Medicine. All images used were marked whether tuberculosis is existing. Dataset used
in training is the Shenzhen Hospital X-ray Set (a total of 662) consist of X-ray images
of 326 normal patients and 336 tuberculosis patients. And we used the Montgomery
County X-ray Set consist of X-ray images of 80 normal patients and 58 tuberculosis
patients to examine whether overfitting has occurred.

The preprocessing was conducted in two ways according to the experiment, the first
is to learn the entire image, and the second is to divide the image into five patches. If
the entire image was used, the image was resized to 224 � 224 size, and then the left
and right reverses were performed with a 50% probability and normalized before
learning. When using Image Division, the image was resized to 448 � 448 sizes, twice
the size, and then divided into five patches size of 224 � 224 and normalized before
learning.

Fig. 1. The result of image division. Five patches are divided from the original image, one
square form each from the four peaks of the image, and one partial square in the middle.
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The model used in the experiment is the flagship CNN model, DenseNet121 [8],
and the initial weight is the weight which is initialized with ImageNet. The optimizer
used is Adam optimizer and initial learning rate was set to 0.0001, adjusted by using
ReduceLROnPlateau Scheduler to reduce the learning rate when the loss is stagnant.
Loss function used is Binary Cross Entropy Loss because the problem is a binary
classification problem whether tuberculosis is existing.

loss Om; Tmð Þ ¼
Xn

k¼1

�ðOk
m log Tk

m þð1� Ok
mÞ logð1� Tk

mÞÞ
n

ð1Þ

Both train and validation were carried out with batch size 4 and proceed 100
epochs. In the case of general learning, train calculated the loss of the model extracted
from the image and performed the optimization process, but in case of using Image
Division, the average of the output was calculated in five patches. Formula 1 is our loss
calculation formula, n means the number of patches and Om means mth output, Tm
means mth target. Validation also performed the output as the average of the loss, as
with the training. After both learning and validation, evaluation examined the over-
fitting of the model by including the Montgomery dataset which was not included in
the training.

A Guided-Backpropagation technique [9], one of the visualization techniques [10],
was used to determine which areas the model focuses on the image. Guided-
Backpropagation is a technique that executes Backpropagation with Deconvolution
[11], which performs a backward by setting the node which has negative gradient value
or negative input value to 0.

3 Results

In both cases, the measurement range of loss initially tends to be wide. A closer look at
the graph shows that if the entire image has been learned, it does not converge into a
constant loss even after 100 epoch learning. However, when learning a divided image,
the range of loss is smaller than in the case of the entire image, and one can see the
convergence from about 20th epoch. It presents the Image Division technique can lead
to stable learning, which means saving computing power by reducing learning time.

Visualizing the entire image learning shows that the model is focusing on the white
tissue area in the upper right corner mainly. On the other hand, if the model was learned
divided images, you can see that the model is looking at not only the upper-right part
but also the other part. This shows that the Image Division helps the model make an
accurate prediction by increasing the features that the model can see (Figs. 2, 3 and
Table 1).

The AUROC may be increased from 0.75 to 0.85 for China dataset, and from 0.68
to 0.78 for the dataset include Montgomery set after Image Division, respectively. In
addition, it is indicated that overfitting did not occur as the AUROC fell when the
Montgomery dataset was added, and it also means that the training was progressed

N-Crop Based Image Division in Deep Learning with Medical Image 215



normally. Finally, we can know the Image Division technique can model learned more
features and increase prediction accuracy by progress train stably (Fig. 4).

Fig. 2. Validation Loss Graph. Left graph is validation loss when the model is trained with
entire images. And the right graph is validation loss when the model is trained with divided
images.

Fig. 3. Visualization results. Figures are visualized images of which parts the model focuses on
when it learns the entire image and the divided image through Guided-Backpropagation
technique.

Table 1. AUROC of each case. The case which was trained with divided images showing
higher AUROC.

Dataset AUROC (Entire image) AUROC (Divided image)

China 0.75 0.85
China + Montgomery 0.68 0.78
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4 Conclusion

Through the results, we were able to obtain a more stable loss graph when trained
divided images than when trained entire images. Visualization results also represent, as
expected, capture more features than when we trained the entire images, and with these
results, we were able to achieve a saving of computing power and improved prediction
accuracy. This means that the Image Division technique is an efficient technique in
deep learning using X-ray images. Hopefully, these techniques will help advance
disease-diagnostic technology, allowing more people to find diseases quickly and
eventually reduce patients suffering from diseases around the world.
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Abstract. Today, Over-The-Top (OTT) apps have become more popular in
many countries in the world. Although the development of OTT apps has
contributed a lot of benefits to human life, its growth also has many disad-
vantages for traditional media suppliers. Therefore, with the goal of providing
suppliers and managers with many methods to improve their apps services, this
study examined factors that influence on continuance using intention OTT apps
with the young generation in Vietnam. A survey of 288 Vietnamese consumers
in the age from 18 to 35 was conducted to test the theoretical model and
structural equation modeling was employed in the subsequent data analysis. The
result indicate that four factors including satisfaction, habit, emotional trust,
perceived usefulness directly influence on using intention with OTT apps. In
addition, the mediation effects of satisfaction were found between perceived
usefulness, perceived enjoyment, socialites and intention to use. And perceived
usefulness and perceived enjoyment also have indirectly impacts on using
intention. Based on these findings, several implications and recommendations
are discussed.

1 Introduction

OTT (Over-the-top) is the name of media apps or services delivered over the Internet
[16]. In recently, the emergence of OTT made traditional media business model dis-
rupted [4]. In Vietnam, according to the Vietnam Mobile User Behavior [2], having
91% consumers used OTT apps every day to network and chat. In addition, in the
Vietnam Moblie Report Q2 [3], Facebook Messenger (37%) and Zalo (30%) stood at
the highest positions on top 5 popular message apps in Viet Nam next to Skype (21%),
Viber (18%), Wechat (13%)… The growth of OTT apps led to a significant degree in
traditional telecommunication services as well as had a bad impact on Short Message
Services (SMS) [18]. Thus, to hold old consumers and attract new users, managers
need to understand their consumer continuance using behavior. Therefore, this study
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was conducted to achieve the following subjects: (1) determine factors influence on
continue intention using OTT apps of the young generation; (2) evaluate the level
impact of elements on intention to continuance usage OTT apps.

2 Previous Researches

Some previous researches related continuance using intention such as “Exploring the
influential factors in continuance usage of mobile social Apps: Satisfaction, habit, and
customer value perspectives” [13]. “The mediating effects of habit on continuance
intention” [1]. “Continued usage intention of multifunctional friend networking ser-
vices: A test of a dual-process model using Facebook” [10]. “The effects of cognitive
and emotional trust in mobile payment adoption: a trust transfer perspective” [11].

2.1 Satisfaction

Satisfaction on continuance usage is defined as an overall awareness of consumers on
using social apps and play an important role on adopting and keep a loyal relationship
with consumers [13–20]. Besides, the satisfaction of the user was a reliable prediction
on continuance using following a research on IS (Information System) and marketing
[24–28]. In addition, satisfaction is also one of factors impact on continue usage [10].
Thus:

Hypothesis 1: Satisfaction positively affects continuance intention.

2.2 Habit

The habit of using social apps is understood as times that users tend to automatically
access on social apps without thinking [15]. A number of previous studies have shown
that when customer use these information technology devices regularly and automat-
ically, some models used habit to explain the continuance using information technol-
ogy [17]. Besides, habit is also one of factors impact on continuance usage [1–10].
Thus:

Hypothesis 2: Habit positively affects continuance intention.

2.3 Perceived Usefulness

Perceived usefulness is defined as the level of awareness that an individual believes
using a particular service or system will improve his or her performance [8]. Besides,
satisfaction was led from cognitive interpretation and related processes of using the
product or service following the “two appraisals” satisfaction model [19]. In addition,
perceived usefulness makes an increase customer trust and influence on their satis-
faction [10]. Thus:

Hypothesis 3a: Perceived usefulness positively affects satisfaction.
Perceived usefulness is determined awareness of individual to action to get particular
rewards. The previous experiences play an important role in building continuance
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intention [9]. In addition, TAM (technology acceptance model) said that if individuals
believe on the positive results of the information technology, they will accept it [8], that
make them tend to use it regularly [13]. Thus:

Hypothesis 3b: Perceived usefulness positively affects on habit.
Moreover, perceived usefulness is as an expectation when consumers continue use IS
that was shown on the post-acceptance model of IS continuance on explaining the
intention of the IS user [13]. In addition, other research also indicates that use increases
the trust of the customer and influences on the intention to continue to use [10]. Thus:

Hypothesis 3c: Perceived usefulness positively affects continuance intention.

2.4 Perceived Enjoyment

Perceived enjoyment is defined as pleasure from using technology [7]. Besides, an
emotional response of an individual using social apps is the satisfaction of the user.
Consequently, enjoyment affects user satisfaction by using social apps [13]. Thus:

Hypothesis 4a: Perceived enjoyment positively affects on satisfaction.
The feeling of enjoyment has an increase on the tendency to repeat of customer’s
actions, and this action occurs as a habit when they communicate by using social
applications [13]. Thus:

Hypothesis 4b: Perceived enjoyment positively affects on habit.
In some studies of IS, Intrinsic motivation from perceived enjoyment has an important
effect in shaping intentions using [26]. In addition, the value of enjoyment led to the
causes of intention to use the product or service, following the consumer behavior
literature [5]. Thus:

Hypothesis 4c: Perceived enjoyment positively affects continuance using intention.

2.5 Social Ties

Social influences have an important position on the intention to use products and
services [30–35]. In addition, generally young generation usually are approved by
others to use mobile or new devices thus social influence has a huge effect on them than
older people [22]. Thus:

Hypothesis 5a: Social ties positively affects on satisfaction.
Daily using of a social application will become stable and may even reduce the use of
other social applications if it becomes popular among group users [20]. When using
familiar social applications, individuals will not spend much time thinking about using
it and will probably use it regularly [13].

Hypothesis 5b: Social ties positively effect on habit.
Social factors have a strong influence on an individual’s intentions that have been
empirically proven [14]. Social relations play an important role in shaping the user’s
relationship market behavior and have a positive influence on the intention of a service
[29]. Thus:
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Hypothesis 5c: Social ties positively affect continuance intention.

2.6 Emotional Trust

Emotional trust in web payments refers to the feeling of comfort and safety of the
customer about web payment services [21]. It is very important to build trust and to
make the intention to continue to use for consumers. Emotional trust has a stronger
impact than cognitive beliefs on the consumer and has a direct and indirect impact on
the intention to use [11]. Besides, the consumer will accept the product if they have a
high level of emotional confidence in their emotional beliefs. Thus:

Hypothesis 6: Emotional trust positively affect continuance intention.
From discussion above, following research model was proposed (Fig. 1).

3 Methods

The steps used to test the research model is a preliminary and formal study. Preliminary
studies include qualitative research through interviews conducted on samples of size n
= 20. The research was done by formal quantitative methods with the structured
questionnaire based on a 5-point Likert scale, convenient sampling method with sample
size n = 288 (126 paper, 162 interviews online). A survey was performed with Viet-
namese consumers in the age from 18 to 35 living in Vietnam. Collected data used to
test the reliability by Cronbach Alpha, the validity of scale by EFA, testing theoretical
models with CFA and SEM.

Fig. 1. Research model
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Encode scales: perceived usefulness (PU), perceived enjoyment (EN), social ties (ST),
continuance intention (CI), emotional trust (EMP), satisfaction (SA), habit (HA).

Descriptive Statistics
Samples included 133 (46.2%) female customers and 155 (53.8%) male customers in
total. In terms of education, 231 (80.2%) customers had a university degree, 16 (5.6%)
were under university degree, 41 (14.2%) had the postgraduate degree. In terms of
income, 100 (34.7%) of customers earned less than 4 million VND/month, 96 (33.3%)
earned from 4 to 9 million VND/month, 53 (19.1%) %) earned from 10 to 20 million
VND/month and 37 (12.8%) earned more than 20 million VND/month. In terms of
occupation, 64 (22.2%) customers were office workers, 84 (29.2%) were students, 39
(13.5%) were business, 95 (33%) were the government worker. Some other charac-
teristics of respondents are summarized in Fig. 2 as follows. In the terms of used OTT
apps, Facebook Messenger with 252 (87.5%) stood the first top of quantity user, follow
by Zalo 145 (50.4%), Viber 67 (23.3%) and others (Skype, Whatsapp, Line, Wechat,
Twitter) (Figs. 3 and 4).

Fig. 2. Frequency of using OTT apps of respondents

Fig. 3. Last time using OTT apps of respondents

Fig. 4. Last used OTT apps of respondents
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4 Results

4.1 Scale Validation

Scales were evaluated by using Cronbach’s alpha reliability and EFA factor analysis
with 288 respondents. Cronbach’s alpha reliability test results have three variables
EN08 (0.246), HA20 (0.233) and EMP27 (0.144) respectively for the perceived
enjoyment, habit and emotional trust scale excluded because the Corrected Item-Total
Correlation was less than 0.3. After removing the three variables from scales, scales
reached the reliability with Cronbach’s alpha higher 0.8. After that, two variables PU03
(0,328) and ST13 (0,395) having a weight of less than 0.5 were rejected from the
results of the EFA (Principal Axis Factoring with Promax rotation). After removing
these two variables, the result of the last analysis EFA show seven factors extracted in
the Eigenvalue (1.155 � 1), KMO (KaiserMeyer-Olkin) (0.852 > 0.5), average
variance extracted (65.275% > 50%) [23].

The CFA results show that the saturated model matches the market data: Chi-
square = 373.237, df (degree of freedom) = 278, p = 0.000, and Chi-square statistics
CMIN/df = 1.343 < 2. Indicators TLI (Tucker-Lewis Index) = 0.973, and CFI
(Comparative Fit Index) = 0.977 were all greater than 0.9. And RSMEA (RootMean
Square Error of Approximation) was 0.035 (less than 0.08). RSMEA (RootMean
Square Error of Approximation) was 0.064 (less than 0.08). Therefore, this model as
suitable for market data. The CFA weights were high (� 0.690) and statistically sig-
nificant (p < 0.05; Table 1). Moreover, the above results also show that the scales meet
the requirements for Composite Reliability (CR � 0.859) and Average Variance
Extracted (AVE � 0.577). Thus, the scales of research concepts meet the reliability
and validity requirements [12].

Table 1. Normalized CFA weights of the observed variables.

p

Perceived usefulness: CR = 0.905; AVE = 0.705
PU01 <— Perceived usefulness 0.803 ***
PU02 <— Perceived usefulness 0.869 ***
PU04 <— Perceived usefulness 0.828 ***
PU05 <— Perceived usefulness 0.857 ***
Perceived enjoyment: CR = 0.880; AVE = 0.648
EN06 <— Perceived enjoyment 0.731 ***
EN07 <— Perceived enjoyment 0.824 ***
EN09 <— Perceived enjoyment 0.821 ***
EN10 <— Perceived enjoyment 0.839 ***
Social ties: CR = 0.869; AVE = 0.611
ST11 <— Social ties 0.731 ***
ST12 <— Social ties 0.704 ***
ST14 <— Social ties 0.847 ***
ST15 <— Social ties 0.835 ***

(continued)
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Besides, this result confirms the uni-dimensionality and convergent validity of the
scales. Correlation coefficients between the concepts and their Standard Error
(SE) show that these correlations are different from the unit, confirming discriminant
validity between concepts [12].

4.2 SEM Results

Structural equation modeling (SEM) was used to test the theoretical model and
hypotheses. The SEM results show that the theoretical model is consistent with market
data: Chi–square = 507,531, df = 287, p = 0.000, and CMIN/df = 1.768 < 2. Indica-
tors TLI = 0.940, CFI = 0.947 are all greater than 0.9 (reasonable fit), and RSMEA
was 0.052 which is less than 0.08 [12].

SEM estimates of the theoretical model show that 9 in 12 relationships hypothesized
in the model are statistically significant with a reliability of 95%, so that 9 hypotheses in
the model are acceptable. Table 2 shows that the variables that affect directly on con-
tinuance usage OTT apps: satisfaction (b = 0.338; p = 0.003), habit (b = 0.271;
p = 0.002), emotional trust (b = 0.210; p = 0.003), perceived usefulness (b = 0.320;
p = 0.001) Besides, the variables that affect indirectly on continuance usage OTT apps
through satisfaction: perceived usefulness (b = 0.163; p = 0.047), perceived enjoyment
(b = 0.271; p = 0.001), social ties (b = 0.215; p = 0.013). And the variables that affect
indirectly on continuance usage OTT apps through habit: perceived usefulness
(b = 0.185; p = 0.013), perceived enjoyment (b = 0.209; p = 0.003).

Table 1. (continued)

p

Satisfaction: CR = 0.859; AVE = 0.577
SA16 <— Satisfaction 0.814 ***
SA17 <— Satisfaction 0.760 ***
SA18 <— Satisfaction 0.704 ***
SA19 <— Satisfaction 0.757 ***
Habit: CR = 0.939; AVE = 0.775
HA21 <— Habit 0.847 ***
HA22 <— Habit 0.898 ***
HA23 <— Habit 0.895 ***
Continuance intention: CR = 0.861; AVE = 0.582
CI28 <— Continuance intention 0.799 ***
CI29 <— Continuance intention 0.799 ***
CI30 <— Continuance intention 0.758 ***
CI31 <— Continuance intention 0.690 ***
Emotional trust: CR = 0.905; AVE = 0.639
EMP24 <— Emotional trust 0.765 ***
EMP25 <— Emotional trust 0.802 ***
EMP26 <— Emotional trust 0.830 ***
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Table 3 shows that perceived usefulness has the strongest impact (btotal = 0.668)
on continuance intention, followed by perceived enjoyment (btotal = 0.48), satisfaction
(btotal = 0.338), habit (btotal = 0.271), social ties (btotal = 0.215) and finally, emo-
tional (btotal = 0.21). In summary, this table illustrates the direct and indirect impact of
continuance intention using OTT apps of customers in Vietnam, Vietnam.

5 Conclusions and Management Implications

The result shows that satisfaction is both one of the most significant influences and the
mediate influence factor of use, enjoyment and social relations to continue intention
using OTT apps. This means that consumers will be a pleasure with using this app
when it meets their expectations by its useful and fun that make they want to rec-
ommend to other. In addition, if OTT apps help people feel relaxed, relieve stress and
maintain good social relationships with friends, that will also enhance their satisfaction
and intend to continue to use OTT apps in the future. In addition to satisfaction, the
results show that habit is both a direct influence and a mediating factor of useful,
perceived enjoyment to intend to continue using the OTT apps of young people.
Consumers have the habit to use old, popular and familiar messaging apps, hence they
regularly use OTT apps every day as well as these apps also help them to solve job so

Table 2. Hypothesis testing.

Relationship (b) P Result

Usefulness —> Habit 0.185 0.013 Support H3b
Usefulness —> Satisfaction 0.163 0.047 Support H3a
Enjoyment —> Habit 0.209 0.003 Support H4b
Enjoyment —> Satisfaction 0.271 0.001 Support H4a
Social ties —> Satisfaction 0.215 0.013 Support H5a
Social ties —> Habit 0.072 0.310 Not support H5b
Habit —> Continuance intention 0.271 0.002 Support H2
Satisfaction —> Continuance intention 0.338 0.003 Support H1
Emotional trust —> Continuance intention 0.210 0.003 Support H6
Enjoyment —> Continuance intention 0.095 0.196 Not support H4c
Usefulness —> Continuance intention 0.320 0.001 Support H3c
Social ties —> Continuance intention 0.061 0.333 Not support H5c

Table 3. Direct, indirect, and total impact of different factors on continuance intention

Perceived
usefulness

Perceived
enjoyment

Social
ties

Satisfaction Habit Emotional
trust

Indirect effect 0.348 0.48 0.215 0 0 0
Direct effect 0.320 0.338 0.271 0.210
Total effect 0.668 0.48 0.215 0.338 0.271 0.21
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fast, entertainment, simple, easy that improve their ability to manage their lives better.
Besides, in terms of direct impacts on the intention to continue to use the OTT apps,
emotional trust is one of the factors that have a direct impact. More and more people
use the OTT apps because of not only its perceived usefulness but also their feelings
comfort and security when using.

Moreover, the results show that perceived usefulness is the direct and indirect
impact of satisfaction and habits on the continued use of the OTT apps. Previous
research no direct effect on the intention to continue using the app (with b = 0.01 and
p > 0.05) [13]. However, the results of this study show a direct effect of the intention to
continue to use (with b = 0.320 and p = 0.001 less than 0.05). This is showed in
Bhattacherjee’s study in 2001 [6]. Nowadays there are many useful OTT apps that not
only help users manage their personal lives better, save time in communication with
friends and customers but also make them feel comfortable as well as create habits of
use OTT apps and intend to continue using them in future. In three perspectives on
customer value for perceived usefulness, enjoyment, and social relationships that affect
satisfaction and habits, perceived enjoyment is the most influential directly and indi-
rectly on intention to continue to use the OTT apps. In fact, besides chat function, OTT
apps also help users feel happy, relax and relieve stressful when using. From there,
users will be satisfied and have a habit of using the OTT apps as well as intend to use it
in the future. Furthermore, the results show that social ties are one of the factors that
affect user satisfaction when using the OTT apps. In fact, OTT apps are not just a
bridge for connecting people, communicating with friends and family, but also helping
people solve many problems in life such as jobs, consulting, maintaining relationships
with customers without high cost. Besides, they are also simple and easy to use that
enhance the number of users. This makes customers feel satisfied. Subsequently, they
will intend to continue using this OTT apps in the future. In addition, the indirect
influence of social ties on the habits and direct influence of perceived enjoyment, social
ties on intention to continue to use [13].

However, this results did not show the direct effect of social relations on habits
(b = 0.072 and p = 0.310 > 0.05) as well as direct impact of perceived enjoyment
(b = 0, 095 and p = 0.196 > 0.05), social ties (b = 0.061 and p = 0.333 > 0.05) to the
intention to continue to use OTT app. This can begin differences in culture, prefer-
ences, economics, politics, etc., leading to differences in the continued use behavior of
Vietnamese consumers compared to other countries in the world. Consequently, ven-
dors must constantly explore the needs of consumers, improve the product more
modern, simple, easy to use, convenient, function…to attract consumers. In summary,
this model contributes to the theoretical system of behavioral use that specifically
intends to continue to use of consumers. In this way, OTT apps providers can use this
research model to build appropriate business strategies, marketing strategies and attract
customers. As other studies, although the effort has been completed, the study is
inevitably limited by the following: using a convenient sampling method, the data
collected may have low reliability in terms of the sample, size in the study was limited
to only 288 acres compared to tens of thousands of people aged 18–35 living in
Vietnam that make the representativeness was not high. And the results will be better if
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we can further study the direct and indirect impact of other factors on the user’s
continuance using intention to the OTT apps. These are the limitations of this research
but also the direction for further research.
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Abstract. It is considered that the Socialist Republic of Vietnam (Vietnam) has
an ideal environment for introducing and spreading Smart Grids. Although
power demands in Vietnam are increasing rapidly and continuously, the
infrastructure for smart grids is still underdeveloped so that the demands have
not been satisfied yet, and the same can be said for the other South-Eastern
countries. Most of their thermoelectric power plants are generating power by
using diesel generators and the hydroelectric power generation is another means
of securing power. It seems that the governments in this region prefer a small-
scale power system linked to new and renewable energies rather than supporting
some large-scale power generation projects due to their regional characteristics
being consisted of a number of islands where power infrastructures are inade-
quate. The demands for an independent power system are being demanded in the
countries with many islands such as Indonesia, Malaysia or Thailand such that it
is essential to find new export-oriented businesses in these areas and push ahead
with the construction of test beds for smart grids. In this regard, this study
considers the possibility of introducing a Korean model smart grid in Vietnam
while considering their situation and trend of new and renewable energies.

Keywords: Renewable energies � Smart Grid � Smart grid service �Micro Grid

1 Introduction

While the power demands are continuously increasing in the Socialist Republic of
Vietnam (Vietnam), they have not been satisfied due to the lack of adequate infras-
tructure for the construction of the Smart Grids.

Smart Grid is a Power Grid which pursues a high-level reliability and stability
through effective and intelligent power management using its own communication
network. The efficient use of power can be achieved with a cutting-edge Smart Grid
technology which optimizes the energy efficiency by grafting the ICT technology on to
existing Power Grid [1, 2].

LG Display at Hanoi, (former), Hanoi, Socialist Republic of Vietnam.
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The Vietnamese power market is managed and supervised by the Ministry of
Industry and Trade (MoIT) who are in charge of establishing regulations, policies,
development, strategies/plans pertaining to power and energies. The Vietnam Elec-
tricity Corp. (EVN) is a state-operated enterprise under the MoIT, monopolizing entire
power distribution process as a sole power consumer or a distributor. In terms of power
utilities, over 70% of the total power output in Vietnam is being produced by EVN
(61.2%), Petrovietnam Oil & Gas group (PVN, 11.5%), Vietnam National Coal &
Mineral Industries Group (Vinacomin, 4.6%), etc. [2016 Annual Report by EVN].
Table 1 is showing the current power supply flow in Vietnam.

Even though the statistics vary depending on the organizations, the MoIT has
estimated that the annual power production capacity is approximately 42,762 MW (as
of 2016, including import) and the power demands are consistently increasing due to
the rapid industrialization and urbanization. According to the MoIT, the rate of increase
in annual power sales between 2010 and 2015 was over 10% and also, under the Power
Development Plan IIV (2016), it was forecasted that the same rate would reach up
to 10.7%.

Although the power demands will continuously rise every year, there are some
concerns that demands would not be met in the future due to insufficient supply so that
the Vietnamese government is planning to focus on the development of thermal power
generation and gradually increase the power production based on new & renewable
energies.

Smart Grid is a next-generation Power Grid which facilitates efficient use of energy
through real-time information exchange between the electricity supplier and users
based on the ICT-integrated Power Grid [3–6].

The Smart Grid is an excellent alternative to such a system having an advantage of
minimizing such an energy waste by flexibly controlling the power supply by allowing
the power company to check the real-time power consumption level while the users are
able to use the power by automatically checking the time zones to which cheap rates
are applied through the exchange of information between them. In short, the power is
produced and supplied according to the power usage, minimizing energy waste [7–11].

Table 1. The current power supply flow

Power source Production Purchase & distribution Consumption

Hydroelectric
(42.1%)

*EVN
(61%)

*Monopolized by EVN *Residential (35.1%)

*Thermal
(Coal: 34%,
Gas: 17.4%)

*PVN
(11.5%)

- EVN NPT *Manufacturing/construction
(53.7%)

*Vinacomin
(4.6%)

- 5 affiliated power
corps

*Agricultural (1.6%)

New &
renewable
energies
(5.4%)

*Others (Hanoi, Ho Chi Minh,
Nothern, Central,
Southern)

*Commercial (5.3%)
*Others (4.3%)
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All the things in a Smart Grid environment communicate with each other, even with
humans through the intermediaries such as Smart Phones, computers, or other com-
munication devices – expanding the domain of communications [12–14].

2 The Characteristics of Vietnamese Power Industry
and Introducing Korean Smart Grid

One of the major characteristics of the power industry in Vietnam is that the current
major sources of their power generations are hydroelectric and coal-fired power plants,
occupying over 70% of entire power output. Specifically, the power generation sources
are divided into water (42.1%), coal (34%), gas (17.4%), new & renewable energies
(5.4%), and import (1.4%), being highly biased in favor of two aforementioned power
generations. Meanwhile, according to the 7th Power Development Plan revised in
March 2016, the power facility capacity was to be consistently increased up to 64.9%
by 2025. One of the major issues of the hydroelectric power generation in Vietnam has
been varied power production levels between seasons due to weather conditions. For
example, from 2015 to 2016, there was a setback in power generations due to low
water levels at the dams caused by El Nino. (Figure 1) is showing the proportion of the
power output at each power generation source. The hydroelectric generation is strong
in the northern areas compared to coal-fired generation in the central areas and gas-fired
generation in the southern areas.

Fig. 1. The proportion of the power output at each power generation source in Vietnam.
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The recent individual power generation capacities in these areas were 15,516 MW
(Northern), 9,275 MW (Central), and 15,455 MW (Souther), being concentrated of
hydroelectric, coal-fired, and gas-fired power generations, respectively (by EVN, from
Jan. to Oct. 2016). The reason for the southern areas being biased in favor of gas-fired
power generation (approx.. 50%) is because of their geographical factor – being close
to the South China Sea where there are large deposits of oil and natural gas.

On March 18th, 2016, the 7th Power Development Plan was revised (Decision
No. 428/QD-TTg) and announced. This new plan distinguished itself by emphasizing
the development of new & renewable energy sources such as wind or solar power
energy. Vietnam has then set up individual goals of increasing the power capacities
based on these sources: 9.9%, 12.5%, and 21% increases by 2020, 2025, and 2030,
respectively. The government’s strong determination for such a strategy can be found
in the fact that the contents of future projects and facility development plans have been
concretely stipulated in the revision. However, the concerns expressed by some of the
experts for the government’s power/energy policy still remains as the plan relying
heavily on fossil fuels could lead to increased environmental contamination. Thus,
considering all the elements, the smart grid may shed light on such an issue.

Back to the revision made in March 2016, the plan aims to increase the proportion
of coal-fired power production gradually from 34.4% (2015) to 49.3%, 55%, and
53.2% by 2020, 2025, and 2030, respectively while increasing the current power
production capacity (approx.. 13,000 MW) to 55,300 MW by the end of 2030.

Some of the domestic and foreign experts expressed their concerns for such an
excessive dependence on coal-fired power production and the vice-chairperson of the
European Chamber of Commerce, Mr. Thomas Andreatta, warned by saying,
“Excessive use of coal-based fuels will increase greenhouse gas emissions and lead to
environmental contamination” and then suggested, “Vietnam should gradually reduce
construction of coal-fired power plants.” At the same time, the UNDP expected that if
the plan proceeds accordingly, the number of early deaths due to environmental con-
tamination would rise from 4,263 (2011) to 25,402 by 2030. (Figure 2) shows the
proportion of power outputs by areas.

In addition, there are still many Southeast Asian countries with underdeveloped
power systems, supplying power mainly with a hydroelectric generation or the diesel
generators. Due to their geographical characteristics of being consisted of many islands,
the governments prefer small-scale power systems that can be operated with new and
renewable energies rather than supporting large-scale power generation projects. The
demands for the independent power generation systems are high in Indonesia,
Malaysia, Thailand, etc. so that the Korean power companies should consider finding a
new export-oriented business opportunity there and proceed with construction of
appropriate test beds. Meanwhile, Jeju-do and Ulleung-do are the islands of the
Republic of Korea (ROK) and the former has experience in constructing and running a
smart grid test bed while the latter possesses both smart grid and microgrid tech-
nologies with which they have built an energy-independent island.
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(Figure 3) shows the trend on the Smart Grid systems in Republic of Korea. The
Korean government has announced the ‘Smart Grid Road Map’ and plans to invest
2.75 billion won by 2030 hoping to vitalize relevant industries, starting with con-
struction of a demonstrational complex in Jeju-Do. Their initial Smart Grid model had
aimed to advance the element technologies but recently, they are seeking to invigorate
the Smart Grid system business internationally by developing several promising

Fig. 2. The proportion of power outputs by areas.

Fig. 3. A trend on the Smart Grid in Republic of Korea
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business models and more sophisticated convergent systems. The purpose of such
Smart Grid system is to intellectualize the Power Grid first and let the supplier of
electric power to adjust the level of power supply and its rates and, on the part of
consumers, to control their usage by understanding the price of electricity and their
own usage patterns through the smart meters and internet. One of the typical methods
used in the Smart Metering systems is a Cable TV (CATV) network-based remote
metering method [15–19].

Owing to the rising interest in the Smart Grid and IoT technologies in ROK, major
Korean companies such as Samsung, LG and KT are aggressively pushing forward
with their smart home construction plans and many allied products have been recently
introduced to the market [20–22]. The government of the ROK is making an effort to
achieve the goal of Creation of Low Carbon Green Growth through Construction of
Smart Grids by drawing and planning the “National Smart Grid Road Map” and
“Smart Grid 2030,” It is expected that 270 billion and 24.8 trillion Korean won will be
invested by the government and private enterprises by the end of 2030, respectively
(Ministry of Knowledge Economy, 2010). More importantly, they planned to develop
the Smart Grid-related technologies by providing a test bed at the Smart Grid
demonstration complex in Jeju. Considering such national-level interests and promising
prospects for the technology, it will be fair to say that the analysis based on the
mathematical model of micro grid, which is vital to the Smart Grid network, represents
much significance [23–25]. Proposed platform [26–37] enables wireless communica-
tions based on WiFi and Zigbee, or wire communications that use the LAN system.
Although the former has an advantage of not requiring any additional cable installa-
tions, there could be a problem of communication speed decline or lower reliability due
to signal interferences at the final implementation process where all the electric
appliances in the smart home are being interconnected and starting to communicate.
The Power Line Communication (PLC) has been developed to complement this
problem. This technology does not require additional wiring but instead, complements
demerits of LAN- and wireless-based communications by forwarding data using
existing 220 V household power line.

Meanwhile, Masayoshi Son elaborated his vision of the “Asia Super Grid” concept
which was proposed in September 2011, and talked about the developments to date.
Liu Zhenya, Chairman of Global Energy Interconnection Development and Coopera-
tion Organization (GEIDCO) and Hwan-Eik Cho from Korea Electric Power Corpo-
ration (KEPCO) shared their ideas of international power grids that would connect Asia
to the World [38]. Extending the technology of Smart Grid and Micro Grid will
become a base technology for Super Grid.

3 Conclusion

A possibility of introducing a Korean-model smart grid into Vietnam in this study in
addition to observing the situation and trend of use of new and renewable energies. The
annual economic growth of Vietnam for the past 5 years was 6% in average but during
the same period, the power demands had increased at a higher rate of 10% and it is still
increasing rapidly to this day. Some domestic and foreign experts are concerned that
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the demands would exceed the supply and inevitably lead to a power shortage. They
are also worried that the thermal power generation-oriented power market could
intensify environmental contamination. Following the Vietnamese government’s power
development plan, it is possible that the coal-fired power generation will occupy over
50% of entire power output and when added with the gas-fired power generation, the
rate will reach up to 70%. As the current total power is between 13,000 and
15,000 MW, they plan to increase it to 55,300 MW by 2030, expecting that the number
of fossil fuel power plants to be increased drastically from about 20 to maximum of 70.
The many experts warn that air pollution will be intensified and the environmental costs
can be much larger. Korean companies should pay more attention to the Vietnamese
power market where a number of foreign-invested power companies are actively par-
ticipating in. The Vietnamese government is implementing the BOT (Built Operate
Transfer) system to cover the cost of infrastructure construction and has much interest
in increasing the efficiency of the power transmission facility.
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Abstract. IoT devices face a grave security threat from botnet attacks. These
devices are known for their poor default authentication system due to being set
on weak factory set passwords. Critical systems such as Healthcare and trans-
portation can be jeopardized if hijacked. Using a bot, an attacker can use it to
relinquish control from Smart city network administrators and users. In this
paper, we present a Software-defined Deep learning based IoT Defense (SDID)
mechanism which monitors and compares device historical traffic flow with
current patterns to determine if a device is under an attack. Furthermore, to
prevent false detection under flash-crowd events, the mechanism compares data
with adjacent nodes to determine if the traffic flow is anomalous or not.

Keywords: Botnet � Cybersecurity � Internet of Things � Smart city �
Deep Learning � Software defined networking

1 Introduction

IoT devices suffer from lack of basic authentication security protocols which motivates
attackers to seize control over them to form a botnet. These devices have low com-
puting power and battery resources, and if infected and disabled, it will result in critical
systems failures such as in autonomous vehicles and health care.

There are multiple botnet defense solutions available that focus on detecting sig-
nature patterns of the attack, DNS information or anomalous traffic flow. These
methods are unreliable as they are unable to identify new and evolving botnet attacks or
detect suspicious traffic infused with normal traffic. Our detection and prevention
model implements a machine learning based approach which can detect all unexpected
patterns of a botnet attack on IoT devices.

2 Related Work

Addressing poor IoT device security, Bhunia et al.’s research [1] proposed a machine
learning based SDN IoT defense framework. IoT device traffic is routed via switches
and the SDN controller using the support vector machine algorithm detects suspicious
traffic. Meidan et al.’s research [2] proposed a network-based botnet detection system
(N-BaIoT) using deep autoencoders. It captures snapshots of historical data flow and
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uses autoencoders to compress them. In the event, it is unable to reconstruct the
snapshot, N-BaIoT indicates an anomalous behavior originating from the device. Mc
Dermott et al.’s research [3] proposed using Bi-directional Long Short-Term Memory
based Recurrent Neural Network based Deep Learning method (BLSTM-RNN) to
detect botnet activity on consumer IoT devices. Among other features, it uses text
recognition by converting it into integers using word embedding method to predict
attack vectors.

Common drawbacks with the current research work are that they have no provision
of detecting flash-crowd events which are common in IoT devices. Traffic flow pattern
does always not remain constant. Secondly, they either suggest shutting down the
device once detected as a bot, suggest rate limiting methods or quarantining the traffic
which will have an adverse effect on critical and sensitive IoT devices which must
always remain active.

3 Proposed Framework

In this section, we present the SDID based framework for IoT security with botnet
detection and prevention. The proposed framework as shown in Fig. 1 is intended for a
smart city-based environment consisting of different domains such as healthcare,
vehicles and smart home. These domains have multiple IoT devices in place and
provide services in collaboration with one another. The framework has the following
advantages - (a) Addresses flash-crowd events with greater accuracy, and (b) should a
switch be disabled, traffic to the controller will be a routed via nearby switch preventing
failure of defence mechanism.

Fig. 1. SDID architecture
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3.1 Framework Components

The framework consists of the following components: (a) Security application,
(b) SDN controller, (c) SDN controlled switch, and (d) IoT devices.

The security application is present at the highest level of the proposed framework
and is responsible for managing authentication on IoT devices. The application resets
the authentication of the infected IoT device and informs the administrator. The SDN
controller has master control over the network traffic and is responsible for setting
traffic flow rules. The SDN controller upon detection of an infected device informs the
security application of security breach to successfully prevent the device from being
misused by the attacker. SDN managed switches are placed at the edge layer and
consist of policies and rules to be followed. It is assumed that each smart city domain
application is allocated an individual SDN compatible switch. IoT devices are used in
different smart city domain application which ranges from home management, weather
stations, smart grids and healthcare. These devices are directly connected with SDN
switches. If a switch is under attack, traffic will be routed via nearby switches to the
controller.

3.2 Operations of SDID Framework

IoT devices send regular traffic status to switches which monitor traffic flow patterns.
The SDN controller component learns from traffic flow pattern features using Deep
Learning algorithm as explained in Fig. 2 and detects any anomalous traffic based on
known attack models. It is responsible for labelling the traffic either as normal or
suspicious.

Fig. 2. Deep Learning process flow
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To address the possibility of a flash-crowd event, traffic flow pattern from adjacent
IoT devices will be checked which exist on the same network and are part of the same
application. A smart home application would include devices such as thermostat,
lighting and security. Smart Healthcare applications would include different devices
connected to the patients responsible for providing medical care. If adjacent and
supporting IoT devices show dissimilar data flow pattern, then the controller will mark
the device as infected and inform the security application.

Prevention schemes such as Rate Limiting and partial or complete blocking of
traffic flow results in hampering the functionality of devices. Normal resumption of
these devices is critical for smart city applications where human life is at risk such as in
healthcare. The security in the proposed method resets the authentication password and
informs the administrator of the attack and password change. This step ensures services
continue to resume normally while the attacker has lost control of the device. The
administrator can reset the authentication protocol by assigning a new password.

4 Conclusion

IoT devices are prone to botnet attacks as they lack strong authentication passwords.
Attackers using a brute force method manage to seize control over them. We addressed
this weakness by proposing a botnet detection and prevention framework which detects
anomalous traffic early before the device is misused or disabled by the attacker. We
implement a machine learning technique, deep learning to detect abnormal traffic.

We are currently developing an implementation of the proposed framework and
will publish results based on the practical deployment.
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Abstract. As flash memory is widely used for embedded devices, research on
flash translation layer (FTL), a system software that reflects the pros and cons of
flash memory, is steadily studied. FAST FTL, which stores the latest data in the
form of a log, searches the log blocks to determine whether the data is updated.
However, due to the low percentage of the latest data, it is inefficient to
determine whether data is updated by exploring log blocks for all data. There-
fore, this paper suggests a way to index information about log blocks to
determine if data is up-to-date. The proposed method can improve read per-
formance by indexing information about log blocks into a Binary Search Tree
(BST) to quickly search the location of data that has been updated and not
having to search log blocks.

Keywords: FAST � FTL � Flash memory � Indexing

1 Introduction

Flash memory is used for mobile embedded devices such as smartphones and MP3
players because it has a competitive price that can replace hard disks, is small and light
compared to hard disks, and is strong in low power. However, because flash memory is
structurally different from hard disk, it has characteristics such as ‘Erase-before-write’
that do not overwrite existing data to write new data, or limited number of records due
to limitations in materials [1], and if used in an environment where existing hard disk is
used, flash memory can degrade performance that flash memory can produce. There-
fore, Flash Translation Layer (FTL) [2], which uses historical information to solve the
problem of flash memory characteristics using additional system software for existing
file systems, was studied.

FAST FTL is the most remarkable technique among the recently studied FTL
methods [3]. It stores the latest version of data in the log area arbitrarily and searches
the log area for each read and write operation. Since the latest version of the data is
stored in the log area, when reading specific data, the log area is first searched to
determine whether the data is up-to-date. However, as the size of the storage device
becomes larger and the area of the log area becomes wider, the area to be searched
becomes wider, and even if the data is not updated yet, the log area is searched firstly,
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resulting in inefficient reading performance. In other studies, it has proposed a tech-
nique that can stochastically sort data that has not been updated using the counting
bloom filter developed in other studies [4]. It is not different that the log area is
searched in the same way even if the data is updated.

In this paper, we propose an indexing method of Physical Block Number
(PBN) where the data is stored, the Logical Page Number (LPN), which is the original
location of the updated data, and offset to Binary Search Tree (BST), which can detect
both detecting whether data is updated and the data location.

2 Background

2.1 NAND Flash Memory

NAND flash memory consists of a page, which is a unit for reading and writing, and a
block, which is composed of several pages and can be erased. Because reading and
writing units and erasing units is different, NAND flash memory has the following
characteristics [2].

Erase – Before – Write: Flash memory is not overwritable. To write new data onto
existing data, you must erase the block containing the data and rewrite it.

Write Amplification: Since the writing of flash memory is performed in accordance
with the unit of the page, even a write-operation smaller than the unit of the page causes
additional writing to the remaining space. There is a method of avoiding write oper-
ation of a unit smaller than a page or storing data in a memory buffer and writing data at
a time.

Limit number of records: There is a limit on the number of erasable and writable
flash memories due to the limitation of the media material. If the number of erasable
blocks exceeds the limit, the corresponding blocks cannot be erased and recorded
anymore. In order to prevent this, all data blocks must be written uniformly to each
other, and a special algorithm is applied to this, which is called ‘wear-leveling’.

2.2 FTL (Flash Translation Layer)

The Flash Translation Layer (FTL) is a system software that hides the internal char-
acteristics of the flash memory and maps Logical Block Address (LBA) and Physical
Block Address (PBA) to the user in order to efficiently use a memory interface that is
not suitable for flash memory [2].

2.3 FAST FTL (Fully Associative Sector Translation FTL)

FAST FTL is an FTL using Log Block Scheme which is a method to temporarily store
updated data in a log block. Since all data blocks can be mapped to one log block, it
shows good performance for write requests to random addresses [3].

FAST FTL consists of Block Mapping Table using Hybrid Mapping Scheme and
Log Mapping Table which is mapping information of Log Block. The Log Mapping
Table consists of the original address of the data, the address of the updated data, and
the valid mark.
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When searching for the latest data in the Log Mapping Table, it contrasts with the
LPA of the data to be read in the Log Mapping Table. If the LPA exists in the Log
Mapping Table, the updated data is read. If not, the data is read from the original
address.

3 Indexing Log Areas

3.1 Structure of Log Mapping Information Indexing

In suggested idea, Log Mapping Table is indexed by the BST structure based on LPN.
If the LPN is searched for and checked in the index, it is possible to retrieve the
updated page data without searching for additional log mapping information based on
the PBN and page location.

3.2 Indexing Process

In the indexing process, the allocation time of the log block is firstly compared with the
timestamp, and the search is started from the most recently allocated log block.

According to this algorithm, after generating the BST based on the LPN, the PBNs
stored in the log mapping information are sorted in reverse order of the generated time,
and if the valid mark of the corresponding LPA is valid, the PBN is added to the BST.

3.3 Deciding Whether Data Is Updated Using the Index

By implementing the index according to the above procedure, you can assign the LPN
that you want to search to the index to find out whether it is up-to-date and where the
latest data exists. This procedure follows the procedure of under algorithm.
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Algorithm of discover whether to update using index

4 Experimental Results

In the experimental environment, FAST FTL simulator was implemented to measure
the read performance of FAST FTL. [5] The flash memory size is 10.3 MB, the total
number of blocks is 640, the number of pages per block is 32, and the size of one sector
is 528 bytes. This experiment is a method of indexing log mapping information, and
the number of read, write, and erase operations of FTL is substantially the same.
Therefore, the number of times the LPN of the log mapping information is compared
with the LPN to be searched is regarded as a performance index.

4.1 Comparison by Log Block Ratio

When the number of data blocks is 500, and the number of log blocks is 5, 10, 15, 20,
and 25, respectively, the number of LPN comparison counts of non-indexed search and
indexed search is measured. The LPN in the Log Block was randomly updated and all
data was read sequentially (Table 1).

The average time complexity of the Binary Search Tree is O(log n) and the total
number of logs in the FTL is (number of Log � Page per Block) called NL in this
paper. And the average time complexity of the non-indexed search is O(NL), and time
complexity of the search using the index is O(log NL). Therefore, the number of
comparisons increases linearly as the ratio of the general search increases, and that the
index increases as the logarithmic scale.

Table 1. Number of LPN comparisons based on log block ratio

Log/data Common method Proposed method

1% (5/500) 2,547,283 151,180
2% (10/500) 5,069,247 169,317
3% (15/500) 7,565,691 174,210
4% (20/500) 10,038,861 187,388
5% (25/500) 12,510,098 210,923
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4.2 Comparison Based on the Weight of Frequently Updated Data

In FAST FTL, data that is frequently updated is called Hot Data, and data that is not
updated frequently is called Cold Data. The number of data blocks is 500, the number
of log blocks is 5, and all the data are sequentially read. Table 2 is the result of
measuring the number of LPN comparison according to the proportion of hot data. The
number of comparisons increases linearly as the ratio of the general search increases,
and that the index search increases as the logarithmic scale.

In the normal FAST FTL, the log area is searched regardless of the ratio of Hot
Data and Cold Data, so it is not influenced by the number of comparisons. Since the
depth of nodes in the binary search tree is closely related to the rate of hot data, the
number of LPN comparisons decreases as the weight of hot data decreases.

5 Conclusion

As the utilization rate of the flash memory increases, the capacity and the speed are also
improved. FAST FTL has been studied to efficiently use the interface between flash
memory and existing file system. It has been necessary to search the log area to see if
the data is up to date. In this paper, we propose a method to index the log area in order
to avoid searching the entire log area when it is updated. We compare the proposed
method with the ratios of the log block and the frequency of data usage and show the
validity of the proposed method.

The ratio of log data defined in the proposed method is based on the log data ratio
of the flash memory currently used and the ratio of hot data is examined from 1% to
100% considering various situations. When index is used, the number of LPN com-
parisons increases in the form of logarithmic scale, which is more efficient than the
search algorithm that increases to the conventional linear form. It means that the flash
memory technology that has been developed so far can easily cope with the increase in
the size of the log area to be searched as the capacity of the flash memory increases.
Also, the fact that the number of LPN comparisons is reduced according to the ratio of
hot data is easier than the general FAST FTL when data must be stored in flash memory
for a long time. From the above point of view, it will contribute to the maintenance of
search performance according to the development of flash memory in the future.

Table 2. Number of LPN comparison based on the weight of frequently updated data

Hot data/all data Common method Proposed method

100% 2,547,283 151,180
50% 2,547,547 131,363
20% 2,547,889 96,354
10% 2,547,687 86,901
1% 2,550,926 80,447
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Abstract. The paper focuses on the influence of culture and communication on
the way IT processes are managed. The global world is very much intercultural
and interconnected, mostly due to the vast impact of the Internet communica-
tion. To communicate efficiently, the intercultural aspects of information
transferred by computerized information systems must be taken into account.
There are many issues which have to be addressed by the IT departments in
companies if they want to be successful and competitive. The paper stresses the
importance of interculturality in the global IT world and tries to find key issues
which are crucial to stability of IT processes in companies. There are also very
important issues connected to computational linguistics and machine learning
which can be utilized when developing tools for intercultural global world
because both computational linguistics and machine learning can bring new
ideas and issues to areas such as eLearning. In eLearning processes the use of
artificial intelligence though computational linguistics and machine learning can
eliminate the potential bottlenecks which we are now facing globally.

Keywords: Business communication � Technology and communication �
Global communication � Communication studies � Information management �
Pragmalinguistics � Computational linguistics

1 Introduction

The continuously evolving environment of IT brings many challenges and also threats
in the global world which might still be neglected by IT departments in companies [1,
4, 6, 7]. Interculturality as the global phenomenon [2, 3, 15, 16] brings many oppor-
tunities but also threats to the IT industry, and we have to address them appropriately to
eliminate potential drawbacks which could lead to inefficiency and slowed down
processes which will not be functional effectively. In the past few years, IT has
influenced and changed every aspect of our lives, however, the unprecedented changes
in the world around us have also influenced IT [5, 8, 9]. The people and cultures are
more and more connected and this can be described as interculturality and
interconnectedness.
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This new phenomenon needs our attention and should be reflected by IT profes-
sionals all over the word [9, 11, 14]. Intercultural skills are, therefore, needed not only
by people who communicate personally with other people from other cultures, but in a
large scale by people who study IT and who create IT strategy in our companies. More
and more people come into contact with people from other cultures, technology makes
it possible to travel long distances, the Internet connects people across cultural,
national, historical and economic boundaries, people travel much more than ever before
and workforce is becoming extremely diverse [1, 2, 10]. All these factors massively
influence the way people communicate by using electronic devices and how they share
data over the Internet, which has become ubiquitous. The fact that we live in the global
village makes our communication very fast but also vulnerable due to the massive
diversity in the communication channels and the speed flow of information [12].

Without the knowledge and awareness of these modern issues, IT departments and
IT specialists cannot succeed, and thus, the companies will be facing dramatic threats
which will inevitably lead to the loss of business opportunities [13]. The author of the
paper works as both an academic and an independent consultant and the paper,
therefore, tries to connect theoretical viewpoints and their practical implications.

The aforementioned interculturality is manifested in IT sector quite clearly. IT is a
very important tool for marketing, internal communication, PR communication, etc.,
and all these aspects of business are in today’s global world influenced by diversity and
interculturality [9, 11]. E.g., advertisers have to take into account cultural differences
when planning advertising campaigns, have to consider physical layout of the text on
the website, the appropriate use of visuals, the use of colours, etc., because all these
aspects and items will have significantly different meaning for example in Europe and
in Asia. This is the most important manifestation of interculturality – i.e. different
understanding of symbols and visual messages used massively in IT industry, be it
websites, advertisement, internal communication tools, etc. [10].

There are more practical issues for IT such as:

• Respect taboos and customs,
• Avoid references that will not be understood by people from other cultures,
• Check that the symbols or icons are understood in the target market in the way you

intend, and
• Consider the balance between text and visual – this will need to be changed when

you move into other culture, etc. [1, 2].

All these, and many more phenomena, must be realized and then carefully con-
sidered by IT professionals if they want to create useful and powerful tools for com-
panies and subsequently enhance their efficiency in the current global information
environment.

2 Research

The initial idea of the presented paper was to test the awareness of IT departments in
several multinational corporations doing business in Europe and compare the results
with similar companies in Asia (China and Taiwan). Subsequently, it was realized that
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there was a need for another research into the awareness of the students, therefore,
similar research was conducted in European (namely Czech) university students of IT
and Taiwanese university students of IT. The comparative research will give us the
opportunity to see the reality and the potential problems which are connected to the
researched area.

The aim of the research was to map the situation and flag up potential bottlenecks
which could cause inefficiency in the IT departments not directly, but It departments
creating websites and apps which will not be efficient. It should also show if there are
any regional differences (Europe versus Asia) and generation differences (students of
IT versus IT employees, which are usually two different generations).

This kind of research is unique as there is no comparative research into the topic of
interculturality in IT and the awareness of the topic is limited. A surprising fact is that
in business sector intercultural business communication has been present, researched
and taught for more than three decades, however, the issue in IT still lacks any
attention, despite its urgency in the global world. IT professionals are responsible for
web creation, apps, global marketing etc. and they should definitely be aware of the
potential problems.

2.1 Research Description

The qualitative research through interviews was conducted in several multinational
European companies (total number 7) and also several (3) multinational companies
doing business in China and Taiwan into the awareness of intercultural issues of their
IT employees. The same research was also conducted in the group of university IT
students, both in the Czech Republic and in Taiwan. The research was conducted
during the years 2017 and 2018. The results were collected by means of an online
questionnaire. Standard data processing methodology was used, data analysed, com-
pared and findings created.

2.2 Research Hypothesis

The hypothesis was that the level of awareness of the IT employees and IT students of
the importance of interculturality will not be dramatically different in Europe and China
due to very similar educational systems in these two regions.

2.3 Research Results

The results of the research were somehow appalling. Whereas in Europe the inter-
cultural issues were clearly realized by both IT employees and university students of
IT, however, in Asia the awareness was really limited.

The research clearly showed that the majority (86%) of European companies, IT
employees and also IT students are clearly aware that people communicate very dif-
ferently when they come from different cultures and also proved to know that all these
phenomena are very much manifested and reflected in IT area, however, in Asia this
awareness is radically limited (only a few respondents (23%) knew that interculturality
could influence the transfer of information significantly).
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The vast majority of European respondents (90%) showed their interest in the topic
and also stated that they had been trained on intercultural issues in IT (67%) or at least
they knew that these aspects are very important, whereas Asian respondents did not
realize the importance.

All these findings lead us to the idea that it is necessary to improve our educational
system which still lacks sufficient support for the students of IT to equip them with
relevant expertise which will help them to survive in the global environment which is
very different from the environment twenty years ago. IT department have to realize the
importance of the issue of interculturality and if they want to create tools which may be
efficient and successful, they have to bear these phenomena in their mind.

2.4 Research Limitations

The research was conducted in two regions (Central Europe and Asia) and despite the
fact of this geographical diversity, other regions may show different results. However,
it can be claimed, that the results are transferrable into the global situation and therefore
useful and applicable in larger scale. There is also a lot of space for further research into
intercultural issues in IT, and the author of this paper himself focuses on further and
more detailed study of the current situation with the prospect of new findings which
could be applied in university IT curricula and IT industry.

3 Discussion

The research clearly showed that there are significant differences in the given regions.
Europe proving to be well informed, whereas Asia not very much aware of the
importance of the issue. The paper attempts to show that intercultural issues in IT need
our undivided attention if we want to be competitive, because various cultural clashes
through IT environment are very sensitive and can easily harm the company reputation.

When creating websites, preparing eLeaning courses, creating apps, or any platform
which will be used globally, which is nowadays basically any product of IT, compu-
tational linguistics and machine learning could be used to generate tools which will be
culturally and interculturally neutral or the given audience. Artificial intelligence and its
implementation in all these platforms will also be able to accommodate to the given
culture so that the app or platform will be neutral and will not do any harm, mostly in
culturally sensitive areas such as China.

China is rising dramatically in the global market such as the USA in the 1980s and
if it wants to succeed as a global superpower, and if it wants to be successful as a
trustworthy partner for American and European companies, it must prove that it is able
to accommodate to the needs of the global world. When the USA started to do business
in the 1980s with China, many courses of intercultural communication were introduced
in the US universities because the companies realized that if they wanted to be suc-
cessful in the given region, they must find appropriate ways of communication there.
Similarly, IT services and their professionality is the key to financial gains and global
success.
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4 Conclusion

IT is ubiquitous in the global market and the whole IT industry must realize that its
professionality is the key to global competitiveness and when we talk about global
issues they are nowadays always connected to diversity and interculturality. Therefore,
understanding and implementing critical communication strategies to IT sector will
necessarily enhance global chances of competitiveness and profitability. The compa-
nies realized the need for this awareness in business already thirty years ago when the
world became more interconnected, however, the IT sector is still lagging behind and
waiting. Therefore, this paper attempts to highlight the fact that being competitive and
successful globally is only through the respect for the differences and diversity. IT
sector is more than any other sector operating globally, therefore, this is a very urgent
task for it more than for any other business area.
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Abstract. QSL is the first specification language for specifying various
e-questionnaire, e-testing, and e-voting systems. Although the terminologies
among systems and services of e-questionnaire, e-testing, and e-voting are
different, QSL has explicitly summed up three kinds of terminologies into one,
so that causes QSL has poor usability. The ontologies to summarize the ter-
minologies in e-questionnaire, e-testing, and e-voting systems, to find out the
corresponding relations with terminology of QSL, and to clarify the relations of
e-questionnaire, e-testing, and e-voting systems can improve usability of QSL,
so that the stakeholders can communicate and write requirement specifications
easily. However, there is no ontology of e-questionnaire, e-testing, and e-voting
systems. This paper proposes the ontologies for e-questionnaire, e-testing, and
e-voting systems. Based on the ontologies, we present the improvement of QSL,
so that stakeholders can use arbitrary specific terminologies to specify the
requirement specifications for other kinds of systems and services.

Keywords: Ontology � E-Questionnaire � E-Testing � E-Voting �
Specification language

1 Introduction

Questionnaire, testing, and voting are the essential activities of the modern commu-
nities as the general and indispensable methods for a group of people to express a
choice, or to assess people’s ability [5, 8]. Over two decades, many kinds of ques-
tionnaires, testing, and voting are performed in some completely electronic ways to do
questions and answers. Electronic questionnaire, electronic testing, and electronic
voting (e-questionnaire, e-testing, and e-voting for short) are indispensable electronic
services in our society. A huge variety of e-questionnaire, e-testing, and e-voting
systems has been designed, developed, maintained, and operated in ad-hoc ways. If
these systems are unreliable, lower security, strange in use, it will have a serious impact
on our society. There is still an important research topic of how to design, develop,
maintain, and operate reliable, highly secure, and user-friendly e-questionnaire,
e-testing, and e-voting systems.

In addition, because e-questionnaire, e-testing, and e-voting have common pro-
cesses, that is, from preparing questions, following by authenticating respondents,
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through submitting answers, and ending to analyzing, counting, and declaring results,
the systems that provide those services have common functions to do the processes. In
fact, some representative systems [1, 6, 7, 10, 11, 13, 15–17] exist to provide three-in-
one service for people all over the world.

The mutual collaboration of the stakeholders is the foundation for the development
and operation of e-questionnaire, e-testing, and e-voting systems. However, there is
no communication tool shared among the stakeholders of systems and services of
e-questionnaire, e-testing, and e-voting. As a result, the stakeholders are difficult to
communicate to implement the systems, because there is neither an exhaustive
requirement list to have a grasp of the overall nor a standardized terminology for those
systems and services to avoid ambiguity.

QSL [20] is the first specification language as a communication tool for specifying
various e-questionnaire, e-testing, and e-voting systems with a standardized, consistent,
and exhaustive list of requirements so that the stakeholders can communicate easily and
unambiguously, and deal with and describe the requirement specifications for three
kinds of systems and services. However, the terminology of QSL is designed according
to e-questionnaire systems, and extended based on e-testing and e-voting systems. As a
result, the stakeholders among e-testing and e-voting systems are difficult and not
willing to use QSL. Thus, QSL has poor usability.

To improve QSL about its usability so that the stakeholders can communicate and
write requirement specifications by familiar terminology, the solution is to define the
ontologies to make clear corresponding relationships of systems and services of
e-questionnaire, e-testing, and e-voting. However, there is no ontology for those sys-
tems and services.

In this paper, we proposed ontologies that are from collecting the terminologies of
representative e-questionnaire, e-testing, and e-voting systems, through organizing the
corresponding relationships of these three kinds of systems and services. Based on the
ontologies, we presented the improvement of QSL by a reference list of replacements
for terminologies, so that stakeholders can use arbitrary specific terminology to specify
the specifications for other e-questionnaire, e-testing, and e-voting systems. Section 2
introduces QSL and its terminology. Section 3 shows the ontologies of e-questionnaire,
e-testing, and e-voting systems. Section 4 presents the improvement of QSL. Some
conclusions and future works are shown in Sect. 5.

2 Questionnaire Specification Language (QSL)

2.1 Overview of QSL

Questionnaire Specification Language (QSL) serves as a formalized specification for
specifying various e-questionnaire, e-testing, and e-voting systems [20–23]. QSL is
based on Extensible Markup Language (XML) [18]. We have evaluated QSL about
description power to ensure its completeness manifesting in specifying various
e-questionnaire, e-testing, and e-voting systems. Current QSL can cover more than
95% system requirements and 95.4% service requirements, and provides enough
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notations to describe the requirements for data portability, and can cover the existing
specifications compared with the related works [24].

The tags for QSL are used to provide terminology to describe requirements of
e-questionnaire, e-testing, and e-voting systems. Using the tags, QSL schemas are used
to constrain the requirements in a formal way. QSL schema is a collection of
requirements formalized by XML schema, and clear definition of the relationship
among the requirements. The schema through the XML parser, the user can get the
QSL templates that are the requirements formalized by XML, and the requirements
correlate with corresponding necessary requirements. The users choose the desirable
QSL schema, through XML parser, they can get the QSL template, and then they input
appropriate values can get formalized requirement specifications.

QSL can be used in three ways. Firstly, QSL can be used to specify e-questionnaire,
e-testing, and e-voting systems. In other words, QSL can be used to specify the system
requirements of those systems. Secondly, QSL can be used to specify e-questionnaire,
e-testing, and e-voting on the system, i.e., QSL can be used to describe requirements
related to each phase of these services, that is, from preparing questions, following by
authenticating respondents, through submitting answers, and ending to analyzing,
counting, and declaring results. Thirdly, QSL can be used as format for portable data
of e-questionnaire [9], e-testing, and e-voting. Formats of data of e-questionnaire,
e-testing, and e-voting systems are the parts of specifications of e-questionnaire,
e-testing, and e-voting systems. Portable data [4] is formatted according to a published
syntax and where the metadata is explicit, either included with the data or by reference
to an open technical dictionary.

2.2 Current Terminology of QSL

Current QSL (version 3.1) provides 93 tags as terminology [2]. There are three kinds of
tags, which are used to specify common requirements and specific requirements, and to
construct the document.

Current terminology for QSL is defined according to e-questionnaire systems, and
extended based on e-testing and e-voting systems. Because e-questionnaire, e-testing,
and e-voting systems have lots in common, most of the tags are defined according to
the terms of e-questionnaire and e-questionnaire systems as the common tags. The rest
of a few tags are extended and defined according to the terms of systems and services
of e-testing and e-voting. However, the stakeholders who use QSL are possible to
confuse, after all, they are not proficient in e-questionnaire, e-testing, or e-voting. For
example, in QSL, we defined a tag named questioner that is a participant role who
designs a paper sheet and settings. It is normally called examiner in e-testing and the
stakeholders in e-testing prefer to and are familiar with examiner. Thus, even though
we provide the exhaustive requirement list and terminology for the stakeholders, the
current terminology of QSL is not going to raise the efficient communications among
the stakeholders.
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3 Ontologies of E-Questionnaire, E-Testing, and E-Voting
Systems

3.1 Investigation of Terminologies

In recent years the development of ontologies has been moving from the realm of AI
laboratories to the desktops of domain experts. Ontology is an explicit specification of a
conceptualization, and it defines terminologies for researchers who need to share
information in a domain and includes machine-interpretable definitions of basic con-
cepts in the domain and relations among them [12].

In order to improve the usability of QSL, we propose the ontologies to clearly define
the corresponding relationships of systems and services of e-questionnaire, e-testing,
and e-voting. We investigated 26 e-questionnaire, 23 e-testing, and 25 e-voting systems
[20], which are representative systems seizing a large number of high quality customers
all over the world for serving a relatively long time. We also enumerated and sum-
marized the terms. There are 179 terms for e-questionnaire, e-testing, and e-voting
systems. Each term has its relationship with others. We summarized and organized the
corresponding relationships in different fields of e-questionnaire, e-testing, and e-voting.
We defined ontologies for e-questionnaire, e-testing, and e-voting systems, respectively.

3.2 Ontologies

The ontologies are expressed in the Web Ontology Language (OWL) [19] for describing
relationships for systems and services of e-questionnaire, e-testing, and e-voting. OWL
is an XML-based language for publishing and sharing ontologies. We used Protégé [14]
to develop the ontologies.

A simple ontology for classes in the top level and their relationships is depicted
in Fig. 1. It is a main, general, and common part for the ontologies for e-questionnaire,
e-testing, and e-voting systems. All the common classes for e-questionnaire, e-testing,
and e-voting are constructed according to this figure. The system contains environment,
function, security, and data. The service consists of paper sheet, settings, and data. The
relationships among the classes are defined as object properties. Besides, e-voting does
not need a logic class.

Figure 1 illustrates the common classes and their relationships of e-questionnaire,
e-testing, and e-voting systems. As to the different classes and relationships for three
kinds of systems and service in details, we take an example about participant class,
which is also illustrated in previous figure. Figure 2 illustrates its subclasses and the
different terms in e-questionnaire, e-testing, and e-voting systems, respectively. Some
roles only exist in a field, such as “assessor” only exists in e-testing. All the roles are
the subclasses of participant, and they have relationships with other classes, such as
Name, Affiliation, etc. In addition, all the roles have relationship with Authentication,
and have different methods during different phases. The detailed information about the
ontologies refers to [3].

Using the ontologies, the stakeholders can directly use their familiar terminologies
in different fields of e-questionnaire, e-testing, or e-voting, so that they can easily and
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Fig. 1. A figure about a main, general, and common part of the ontologies for e-questionnaire,
e-testing, and e-voting systems.

Fig. 2. A figure about the ontologies for participant in e-questionnaire, e-testing, and e-voting
systems.
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efficiently communicate with each other. Furthermore, from the used terms, the
ontologies are used to provide corresponding terminologies for the stakeholder who is
judged in which field. For instance, when they uses the term “assessor” to define the
participant who marks and gives the scores, the terminology about field in e-testing is
provided and replaced in specification. In other words, in common sense, we can judge
that this stakeholder is familiar with and prefer to communicate by the terminology of
e-testing.

4 Improvement of QSL

Based on the ontologies, we improved QSL. The ontologies are a part of or an attribute
of QSL. Using the ontologies can improve the usability of QSL. It helps to indicate the
relationships of e-questionnaire, e-testing, and e-voting system so that the stakeholders
can share common understandings of the structure of information in these three kinds
of systems and services.

We defined a reference table to list the replacements of terminologies of
e-questionnaire, e-testing, and e-voting system. An example about a replacement of
participant is listed in Table 1. The values listed as none do not need to specify in
requirement specification. There are much tags should be replaced, and complete
replacement list is represented in [3].

A better solution for improving QSL is showed in Fig. 3 that summarizes the
relationship between QSL documents and ontologies, and also shows the usages of
them. The stakeholders create content in a QSL template without values. That template
conforms to the rules of the QSL schemas. They then use ontology which clearly
defines the familiar terminology and can be used to be instead of QSL original
terminology.

Considering that the users can easily create a QSL format requirement specification
and it is not necessary to know structure and terminology of QSL, we propose to
develop a QSL structure editor. Hundreds of requirements and their relationships and
constraints for e-questionnaire, e-testing, and e-voting systems have to be taken into

Table 1. A reference list of replacement of e-questionnaire, e-testing, and e-voting systems.

Tags in QSL Classes in E-Questionnaire Classes in E-Testing Classes in E-Voting

Participant Participant Participant Participant
Sponsor Sponsor Sponsor Official
Questioner Questioner Examiner (None)
Respondent Respondent Examinee Voter
Analyst Analyst Analyst Analyst
Monitor Monitor Inspector Observer
Marker (None) Assessor (None)
Auditor (None) (None) Teller
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careful consideration. A QSL structure editor to edit and generate QSL format
requirement specification should satisfy the following requirements.

R1: The editor must provide services to guide the users to choose the corresponding
requirement templates according with their suitable identities.
R2: The editor must provide services to perform the requirement list with a
graphical user interface that hide the code in the background and present the content
to the user in more user friendly forms and show guidance according to the suitable
terminology.
R3: The editor must provide services to guide to fill the appropriate values, and to
validate and verify whether the filled values are valid or not in conformance with
QSL schemas, and point out the invalid values and defined formats.
R4: The editor must provide services to import the QSL format requirement
specification, and display the requirement list in graphical user interface.
R5: The editor must provide services to hide or show the requirements, which are
logically associated with a chosen requirement.
R6: The editor must provide services to output QSL format requirement specifi-
cation replaced by the familiar terminology.

According to the QSL templates, QSL schemas, and the ontologies, the QSL
structure editor helps the users to easily write QSL-format requirement specification.
Through the QSL structure editor, the QSL template defined by a series of familiar
terminology is filled with values that output a requirement specification.

5 Concluding Remarks

We have proposed and developed ontologies of e-questionnaire, e-testing, and e-voting
systems that clearly defines the relationships of e-questionnaire, e-testing, and e-voting
systems. In addition, based on the ontologies, we improved QSL so that stakeholders
can use their familiar and arbitrary specific terminologies to specify the specifications
for other kinds of systems and services of e-questionnaire, e-testing, and e-voting. In
the future, we are continuing improving QSL for investigating much more represen-
tative systems for extending the ontologies. In addition, we will implement a QSL
structure editor.

Fig. 3. A figure about the relationship and usage of ontologies in QSL.
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Abstract. The purpose of this review article is to explore the exploitation of
eLearning as caregivers’ support for patients with dementia in order to help
deliver better care for this target group of people, as well as maintain quality of
life of their caregivers. The methods include a method of literature search of
available sources describing this issue in the world’s databases Web of Science,
Scopus, and PubMed, and a method of comparison and evaluation of the
findings in the selected studies on the research topic. The findings indicate that
the eLearning programs can have a significant impact on the improvement of
depressive symptoms of caregivers looking after the patients with dementia.
However, more evidence-based studies are needed on this topic.
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1 Introduction

Nowadays, dementia affects 50 million people worldwide and the forecasts indicate
that this number should reach 131.5 million by 2050 [1] (consult Fig. 1 below).

Fig. 1. Number of people living with dementia worldwide (author’s own processing, based on [1]).
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Dementia is especially characterized by progressive neurodegeneration that results
in cognitive decline [2]. Other symptoms of dementia include a considerable loss of
memory, orientation problems, impaired communication skills, depression, behavioral
changes, and confusion [3, 4]. In addition, people with dementia suffer from behavioral
disorders such as apathy, depression, delusions, hallucinations, aggression, irrelevant
sexual behavior or sleeping problems.

All these symptoms impose a significant emotional and physical burden not only on
the patients themselves, but also on their formal and informal caregivers who have to
take care of these patients because they are dependent on their help [5]. At present,
there is a tendency to shift the institutional care to the community care [6]. In fact, 80%
of the caregivers are family members whose quality of life rapidly declines after taking
care of their loved ones suffering from dementia [7]. These informal caregivers usually
spend between 5 and 20 h of care per day assisting their family members with dementia
[8]. In addition, these caregivers suffer from a gradually increasing physical, mental
and economic burden [9]. Therefore, there is an urgent need and effort to alleviate this
burden for the informal caregivers and provide them with some professional help. In
this respect, technologies seem to be one of the solutions. They have penetrated in all
spheres of human life, including learning, which began to be supported electronically
in the so-called eLearning.

The research studies emphasize the importance of eLearning for the dissemination
of knowledge, understanding particular health issues, continuous education, and
training of busy healthcare professionals who wish to access educational programs to
maintain or extend their knowledge in response to service needs [10–12]. Most recent
trends indicate that eLearning courses also play an important role in inter-professional
education and collaboration [13]. The eLearning courses might improve inter-
professional care in terms of better communication between healthcare team members,
enhanced quality of care, and better outcomes for patients [14].

The purpose of this study is to explore the exploitation of e-learning as caregivers’
support for patients with dementia in order to help deliver better care for this target
group of people, as well as maintain quality of life of their caregivers.

2 Methods

The methodology of this study follows Moher et al. [15]. The topic of eLearning and its
exploitation as a valuable caregivers’ support for patients with dementia was searched
in the world’s databases Web of Science, Scopus, and PubMed in the period of 2010
till 2017 when majority of the studies originated. However, for the comparative rea-
sons, older research studies were used in the Introductory and Discussion part. Fur-
thermore, other relevant studies were reviewed on the basis of the reference lists of the
research articles from the searched databases. The key search words were eLearning
AND caregivers, eLearning AND dementia. Altogether 82 research studies were
identified in the databases mentioned above. Most of them were found in PubMed.
After a thorough review of the titles and abstracts and the duplication of the selected
studies, 17 studies remained for the full-text analysis, and eventually, five met the set
criteria.
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The detailed analysis included only those studies, which involved patients with
dementia and their caregivers; focused on the use of eLearning as a support tool for
caregivers; and were written in English. The studies, which focused on a different target
group and disease, were excluded. The same was true for the studies, which were not
proper articles, but, for example, descriptive studies discussing the eLearning course
for dementia caregivers.

3 Results

Altogether five studies dealing with the research topic were detected. Two studies were
randomized controlled studies [16, 17], two were pilot studies [18, 19], and one study
was a longitudinal cohort study [20]. The main topic in most of them concentrated on
the use of eLearning in the improvement of psychological and emotional distress when
caring about people with dementia, as well as dissemination of knowledge about the
disease itself and its management. All of them used standardized methods of assess-
ment such as pre and post-tests, online questionnaires, and statistical analysis. Apart
from the thousands of participants in the cohort study by Moniz-Cook et al. [20], the
detected studies had relatively small samples of subjects, ranging from 35 to 279. The
same was also true for the period of assessment, which usually lasted 3-4 months
without the follow-up period, except again for [20]. As far as the country of the origin
is concerned, four studies were of mixed European origin (Denmark, the Netherlands,
Germany, Sweden, UK, Spain, Poland) and one was Chinese study. Overall, partici-
pants were satisfied with the e-learning platform, program, or the course.

4 Discussion

The findings from the detected studies show that eLearning programs/courses can have
a significant impact on the improvement of depressive symptoms and maintenance of
feelings of empathy, understandings, and concern among informal caregivers [16–20].
This is in line with other review studies on this topic [8, 21, 22]. By using eLearning,
for example, the virtual reality intervention Through the D’mentia Lens (TDL) can
experience what dementia is like and how people with dementia feel [19].

Moreover, eLearning programs/courses can enhance caregivers’ knowledge and
skills about dementia and its management (cf. [16–18]). As Kurz et al. [23] state, the
eLearning, respectively the Internet-based interventions, are a novel format of delivering
health-related education, counselling, and support. Research (cf. [18]) indicates that such
eLearning programs or courses contribute to the increase of caregivers’ confidence, which
consequently results in the alleviation of their distress [19]. In addition, by using video
cases, the user can practice the best way of communicating [24]. Currently, there is a
number of ongoing initiatives, which deal with the eLearning programs such as the
RHAPSODY (Research to Assess Policies and Strategies for Dementia in the Young)
project, which aims to provide an internet-based information and skill-building program
for family caregivers. The eLearning program focuses on managing problem behaviors,
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dealing with role change, obtaining support, and looking after oneself [23].Another
project has been developed by Moreno et al. [25]. It proposes the design and imple-
mentation of a cloud-inspired personalized and adaptive platform, which would offer
support to informal caregivers of older people with cognitive impairment. Through a
holistic approach comprising technologies and services, which would address the intel-
ligent and interactive monitoring of activities, knowledge management for personalized
guidance and orientation, virtual interaction, eLearning, care coordination facilities and
social network services, iCarer focuses on the reduction of the informal caregivers’
distress and enhancement of the quality of care they provide.

Overall, informal caregivers evaluate the eLearning programs positively since they
consider them useful and user-friendly, which is then reflected in their positive attitudes
and empathy [16, 17]. This is mainly caused by the flexibility of these eLearning
programs, their easy accessibility from anywhere and when needed (cf. [24]). Access to
learning is one of the key factors influencing the growth of distributed learning envi-
ronments. Users can access materials/resources at anytime and anywhere. Furthermore,
they can proceed at their own pace. Thus, such an approach to learning enables a
greater access to personalized learning and autonomy. Consequently, it means higher
motivation and stimulation for its users.

However, as Moniz-Cook et al. [20] report, without ongoing review of imple-
mentation of recommended action plans, eLearning interventions are not that much
effective at reducing challenging behavior in dementia when compared to usual care. In
addition, the Chinese study [18] reveals that caregivers need an appropriate training
since usually only younger caregivers are willing to use the eLearning programs, as
well as those with higher educational level. Nevertheless, overall, there is a growing
demand for the eLearning programs and resources, which would ensure quality and
efficient services to residents and their families and provide nurses and caregivers with
the necessary knowledge and skills to improve the quality of care (cf. [18]).

The limitations of this study consist in the lack of the research studies on this topic,
follow-up observation and assessment period of the included publications. This might
result in the overestimated effects of the use of eLearning as a valuable caregivers’
support for patients in dementia, which can have a negative impact on the validity of
these research studies.

5 Conclusion

The findings of this study indicate that the exploitation of eLearning as a support tool
for caregivers in the management of dementia seems to be a promising method
although its implementation requires the need of professional training of informal
caregivers in the use of this technology. In addition, as Walsh [26] points out,
eLearning technologies should be used purposefully and wisely in order to help deliver
better care for patients and populations. For further research into the use of eLearning
technologies and its consequences for human development and communication con-
sequences see Pikhart [27–33].
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Abstract. Mobile learning is nowadays becoming a well-established method-
ology in the institutions of higher learning. The key reasons comprise easy
portability and accessibility of mobile devices, as well as ubiquity of wireless
environment, and the opportunity of informal and personalized approaches to
learning. The purpose of this article is to discuss whether the use of a mobile
application developed for English vocabulary learning for students of Man-
agement of Tourism at the Faculty of Informatics and Management in Hradec
Kralove, Czech Republic, is effective. The methodology of this study was based
on an experiment, which consisted of a group of students who used the app and
of those who did not. The findings of this study show that the use of mobile app
for English vocabulary learning is effective as suitable support to traditional,
face-to-face classes.

Keywords: Mobile app � Students � English � Use � Effectiveness

1 Introduction

Currently, mobile technology is an inseparable part of almost all human activities,
including education. In fact, mobile learning is nowadays becoming a well-established
methodology in the institutions of higher learning. The key reasons comprise easy
portability and accessibility of mobile devices, as well as ubiquity of wireless envi-
ronment, and the opportunity of informal and personalized approaches to learning [1–4].
Mobile learning is mainly operated via mobile phones, respectively smartphones as
statistics shows [5].

No wonder that mobile devices are also widely exploited in English language
learning. Such language learning with the help of mobile devices, especially smart-
phones, is called Mobile Assisted Language Learning (MALL) [6]. It is considered to
be part of the so-called Computer Assisted Language Learning (CALL) [7]. However,
as Kukulska-Hulme and Shield [8] emphasize, MALL is different from CALL because
it emphasizes spontaneity of access and interaction across different contexts of use.

For learning any language, vocabulary learning is essential, specifically for lan-
guage proficiency. The development of all language skills, i.e., listening, reading,
writing, and speaking, depends on the range of vocabulary one possesses (cf. [9]).
Therefore, any method, which can improve student’s retention of new words and
phrases is sought by language practitioners. One of these methods is also MALL. The
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effectiveness of mobile devices in English vocabulary learning has been confirmed by a
number of recent research studies [10–16]. For example, Mahdi [10] in his meta-
analysis proved that mobile devices could be effective in learning new vocabulary. The
findings of his research study revealed that the use of mobile devices in vocabulary
learning had been more effective than the traditional way of teaching. Interestingly, the
findings showed that adult learners could benefit from the use of mobile devices in
learning vocabulary more than their younger counterparts. In addition, Elaish et al. [17]
claim that pure mobile applications are the most widely-used applications in the
English m-learning context.

The purpose of this article is to discuss whether the use of a mobile application
developed for English vocabulary learning for students of Management of Tourism at
the Faculty of Informatics and Management in Hradec Kralove, Czech Republic, is
effective. The results represent a comparison of two semester’s English vocabulary and
phrases learning via a mobile app.

2 Materials and Methods

2.1 Participants

There were two sets of students. They consisted of students of Management of Tourism
in their third year of study using a mobile app in the winter semester 2017 and 2018.
All were full-time students and used the mobile app as support to traditional, face-to-
face classes.

In the winter of 2017, 31 students were enrolled in the course on practical English.
Out of these students, 19 students used the mobile app and 12 students did not. In the
winter semester of 2018, altogether 25 students were enrolled in the course; 19 students
used the app and six did not. All the contact classes lasted 90 minutes per week and
were held from the end of September to the mid of December.

2.2 Study Design

The methodology of this study was based on an experiment, which consisted of a group
of students who used the app and of those who did not. The content of the mobile app
was tailored to students’ needs. The needs analysis was carried out at the first lesson of
the winter semester. Thus, some of the new words and phrases were modified for the
winter semester of 2018 because students’ needs differ from one individual to another
and from one year to another.

The mobile app was developed already before the winter semester of 2017. It is
called Angličtina (English) TODAY. It is a software architecture that uses the server
part, the web application and the mobile application [3]. The mobile app was developed
in the original design only for the Android operating system. The reason was a larger
percentage of students using this operating system. In fact, most users worldwide use
this operating system (cf. [18]). The application proved to be beneficial after annual use
[4]. In order to offer this solution to other students, a mobile application available for
the iOS operating system was developed one year later. This was performed before the
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winter semester of 2018. Thus, nowadays, students can exploit both operating system
when using the mobile app. Figure 1 illustrates the teacher’s interface and Fig. 2 a
mobile app screen.

Fig. 1. Teacher’s interface [20].

Fig. 2. Mobile app screen.
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Altogether, there are ten parallel lessons of vocabulary and phrases. The content of
each lesson is physically completed with words and phrases by the teacher. The stu-
dents must translate the word or the phrase from their native language into English.
Each lesson is done as a test and comprises on average of 15-18 new words and 10 new
phrases. The selected words and phrases are always those discussed in the face-to-face
classes so that the students who do not use the mobile app can write them down and
practice then from their notes. All the words and phrases are related to their field of
study, i.e., tourism, the topics generated by the needs analysis at the beginning of the
course. Furthermore, the teacher tries to encourage the students to revise and practise
the new words and phrases via notifications sent to them on their smartphones at least
twice a week.

3 Results and Discussion

In order to prove the effectiveness of the use of mobile app on students’ vocabulary
retention, the results of students’ achievement tests and their attendance in the regular,
face-to-face classes were used. The pass mark for doing the final achievement test was
50%, i.e., 30 points. Students had to attend 70% of classes at minimum. Table 1 below
illustrates the results.

Thus, the results in Table 1 show that the majority of those who were using the
mobile app succeeded in passing the test. Furthermore, the results also indicate that
those who were not attending the face-to-face classes, but were using the mobile app
passed the test as well. In the year of 2017, there were four students who neither
attended the regular classes not used the app, but they eventually passed the test. The
author of this article might just assume that these students might have consulted the
materials with those who attended the class. In the winter semester of 2018, this issue
did not repeat.

Therefore, the findings of this study confirm the results of other studies on the
effective use of mobile app in English vocabulary learning, such as [10] or [16].

Table 1. An overview of students’ results with and without the mobile app and attendance.

No. of
students
with
mobile
app

No. of
students
without
mobile
app

No. of
students
attending
70% of
the
course

No. of
students
not
attending
70% of
the
course

No. of
students
who
passed
the final
test

No. of
students
who did
not pass
the final
test

No. of
students
who
passed
the final
test and
used the
app

No. of
students
who did
not pass
the final
test and
did not
use the
app

2017 19 12 13 18 24 7 23 6
2018 19 6 12 13 18 7 16 4
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One of the benefits of the designed mobile app Angličtina TODAY [19] is also its
personalized approach and the possibility of continuous modification. Another benefit
is also revision of the most problematic words, which were identified by mobile app
scores. All this might then increase students’ motivation to use the app and practise the
new words and phrases (cf. [20]).

For further utilization of mobile apps and the consequences it can bring in learning
process and communication in the global world see research of Pikhart [21–25].

4 Conclusion

The findings of this study show that the use of mobile app for English vocabulary
learning is effective as suitable support to traditional, face-to-face classes. Future
research should continue in order to obtain more subject samples and thus, more
conclusive results. In addition, the author might research students’ motivation and
attitude towards the use of mobile app.
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Abstract. In a wireless communication environment, using UAV to relay
network can improve user throughput. This is because the UAV’s mobility can
maintain the connection of the user’s network and extend the communication
range. This is useful when obstacles such as mountains or large buildings
degrade the quality between the base station and the user or the distance between
the base station and the user is long. Moreover, the cognitive radio technology
allows more users to use the band of licensed users who are not using it to relay
the network. In this paper, UAV relays using licensed user’s bandwidth through
Cognitive Radio (CR) technology and simulated to improve the throughput of
users located far from the base station. Simulation results show that user
throughput is improved.

Keywords: Cognitive radio � Communication relay � UAV

1 Introduction

In a wireless communication environment, the relay of the network through the UAV is
attractive. The reason for this is that the mobility of the UAV maintains the user’s
network continuity in obstacles such as mountains or large buildings. Furthermore, the
communication range of the user can be expanded [1, 2]. However, network relay
cannot be used by many users because of its narrow bandwidth.

On the other hand, wireless communication uses limited frequency resources and
therefore requires national management. Generally, each user is licensed and uses a
fixed frequency allocation policy. However, with the spread of various devices using
wireless communication, the frequency resources available for existing policies are
being exhausted.

Mitola has proposed a CR technology that allows opportunistic use of the fre-
quency band of unlicensed licensees [3]. CR technology detects non-licensed users’
usage of the licensee’s frequency. If the license user’s bandwidth is clear, the non-
licensed user transfers the data over that frequency band. Therefore, a limited frequency
can be efficiently used.

This paper is organized as follows. In Sect. 2, introduces the related works, and
Sect. 3 explains our proposed model. We present procedures for UAV to initiate
network relay. The simulation setup and results are presented in Sect. 4, followed by
conclusions in Sect. 5.
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2 Related Works

Recently, communication relay using UAV has been actively studied. Technological
advances enable miniaturization and performance enhancement of sensors and batteries
can provide significant benefits in mobile ad hoc networks (MANETs) [4]. Moreover,
UAV can extend the typical communication limit distance. This feature is effective for
communication between the vessels using only limited satellite communications [5].

On the other hand, there is a problem in using a cellular network system in a UAV.
The manufacturer must be in contact with the carrier and the user must pay the
communication fee. Moreover, when Wi-Fi is used, there is a communication range
restriction with a limited output. And interference problems with devices using the
same channel occur [6].

3 Proposed Model

We used CR technology to relay, including the frequency band of the licensee (Primary
User, PU). Figure 1 is a block diagram of UAV using CR. We receive the signal using
an RF receiver block with energy detection. The analysis block then analyzes and lists
the available frequency bands for the UAV. In this way, we have taken the threshold
criterion that the PU does not occupy the frequency band. In the Control block, it
communicates with the BS based on the list passed in the Analysis block.

The following example shows the mechanism process (Fig. 2). The UAV specifies
the frequency band of the available PU through the list obtained through the analysis
block. The data is transmitted and received through the corresponding frequency band.
Periodic sensing can confirm that the PU has changed from Idle to wake-up state. At
the same time, check some of the lists to be able to jump to another PU. If there is no

Fig. 1. CR-UAV block diagram
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frequency band that can be occupied, it is sensed again after having a certain back-off
time.

4 Simulation

For the simulation, we used OPNET version 14.5 A. Our network configuration is set
and compared as shown in Fig. 3. The simulation background is the campus and set at
10 � 10 (km). The parameters considered for the simulation are shown in Fig. 4. The
bandwidth of the UAV has been assigned 20 by default. However, I set it to be able to
expand without specifying the maximum value. The simulation was run for 30 s.

The simulation results are shown in Fig. 5. The graph compares the average
receiver throughput of the UE located at (0.0) in Fig. 1. In the graph, the throughput of
the relay-node environment is more than twice that of the non-relay-node environment.
this is because in the case of a non-relay-node environment, the distance between the
UE and the BS is too long, so that many packets transmitted from the BS have been lost
to the UE.

Fig. 2. Examples of CR mechanisms

Fig. 3. Network configuration for simulation
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On the other hand, in the relay-node environment, the UAV relays the packet
transmitted from the BS to the UE. Moreover, the UAV senses the frequency band of
neighboring nodes and extends the bandwidth through the clear band. Therefore, the
UE performance is greatly improved by transmitting more packets.

Figure 6 shows the average TX throughput graph of BS in each environment
model. In the graph, the throughput of the two models is not much different. This is
because the BS transmits packets at the same bandwidth. We have verified the oper-
ation of the proposed model through these results.

Fig. 4. Node parameter for simulation

Fig. 5. Average Rx throughput of UE
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5 Conclusion

In this paper, we have simulated the effect of communication relay over CR based
UAV. Simulation results show that the network relay improves the throughput of users
located far from the base station. Further, it was confirmed that the result was obtained
through surplus resources without adding the resources of the base station.

Acknowledgement. This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (Ministry of Science, ICT & Future Planning)
(NO. 2016R1A2B4013118).
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Abstract. The law of survival of the fittest and struggle for existence of
wildlife in nature is closely related to food. We can imagine that lock of food is
the root cause of wildlife endangerment. Thus, it would be very meaningful if
the monitoring data could confirm the importance of food for survival. To
illustrate functioning rules of the golden snub-nosed monkey society and the
importance of food, we explore the behavior data of 12 golden snub-nosed
monkey families and then adopt tensor decomposition to dig out the potential
relationship between the social class and food allocation. Fortunately, the results
of tensor decomposition are consistent with the observations of animal protec-
tion experts.

Keywords: Resource allocation � Golden snub-nosed monkey �
Distribution pattern � Tensor decomposition

1 Introduction

In the long-term survival and evolution process, animals often face the problem of food
shortage, especially in bad weather days. To face the challenge of food, there are both
competition and cooperation among wild animals, and a fixed organizational structure
is gradually formed in a golden snub-nosed monkey community. Clustering is a
phenomenon that occurs in different modes for most Primates [1]. However, survival of
the fittest and natural selection of things lead to the division of social hierarchy and the
continuous reorganization of clusters, and stronger individuals get more and better
resources, including food and spouses. By studying the potential relationship between
resource allocation and the social class in the golden snub-nosed monkey society, the
resource allocation pattern of the golden snub-nosed monkey society is figured out, and
the formation and evolution of the primate social system are revealed.

Ranking of individuals is based on one certain criterion, and the social class can
reflect the differences of individuals in competing for resources. When resources are
scarce, higher social class can get enough resources. When resources are abundant, the

© Springer Nature Singapore Pte Ltd. 2020
J. J. Park et al. (Eds.): MUE 2019/FutureTech 2019, LNEE 590, pp. 282–291, 2020.
https://doi.org/10.1007/978-981-32-9244-4_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_40&amp;domain=pdf
https://doi.org/10.1007/978-981-32-9244-4_40


higher social class can get the priority of distribution. In the wildlife world, differen-
tiation of social classes is mostly based on the fighting power of animals, and stronger
individuals always correspond to higher social class.

To reveal the formation and evolution rules of Primate, understand the changes of
competition and cooperation mode and community structure of basic units of the
system under different food supply, we explore the golden snub-nosed monkey with
special structure in Qinling Mountains. The basic unit (family interchangeably) of
golden snub-nosed monkey society is the One-Male Unit (OMU), which consists of an
adult male and several adult females, as well as some sub-adult and adolescent mon-
keys and baby monkeys, and the social class of the unit is determined by the fighting
power of the male monkey. The golden snub-nosed monkey is active in Qinling,
Shaanxi, Baihe, Sichuan, Shennongjia, Hubei, Lushan and Gansu. However, the living
environment and habitat of Sichuan golden snub-nosed monkey has been widely
destroyed, and has been listed as the world’s endangered species. Experts believe that
studying the resource allocation pattern of the golden snub-nosed monkey society is the
most effective way to protect them.

In order to help experts explore the golden snub-nosed monkey society, the
monitoring data of 12 golden snub-nosed monkey families is used in this paper, which
comes from an artificial feeding site of the golden snub-nosed monkey in Qinling
Mountains. The feeding site provides enough food to golden snub-nosed monkeys
twice a day, one in the morning and the other in the noon. Whenever a fixed feeding
time comes, the monkeys jump to the feeding site in crowds and groups. After naming
each monkey, the recorder writes down the changes of the members of each family, the
results of each fighting, the number of winnings or defeats, the order of eating and the
area occupied by families during eating.

Based on tensor decomposition, this paper studies the potential relationship
between the social class and resource allocation. By using the behavior data of 12
golden snub-nosed families, we study the potential relationship among the size of units,
eating order and the areas occupied by families during eating, as well as analyze the
potential relationship among the fighting power (i.e., the number of winnings/defeats)
of the family, the size of units and eating order. The results of the study are consistent
with those observed by animal protection experts.

In this paper, we have made the following contributions:

(1) We adopt tensor decomposition to dig out the potential relationship between
resource allocation and the social class for the golden snub-nosed monkey society.

(2) We use HOSVD (high-order singular value decomposition) for matrix decompo-
sition to solve the problem of data sparseness and information missing in data sets.

(3) We verify that the results of tensor decomposition are consistent to observations of
golden snub-nosed monkey protection experts.
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2 Related Work

Analysis of Wildlife Behavior. In order to protect wildlife effectively, it is necessary
to conduct research on animal life and behavior. In [2], a few observations which are
about the role of dominance of infra-human Primates were shared. Maslow [3]
extended the concept of hierarchical structure to more complex primate species.
Wittemyer et al. [4] studied African elephants, and analyzed the hierarchical dominance
structure and social organization. In [5], He et al. assessed the social relationships
among adult females and clarified possible explanations for the strategies of female
mating competition in the one-male units. The research on the social hierarchical
relationship and resource allocation system of Qinling golden monkeys mainly focuses
on the predation behavior and attacking behavior of Qinling golden monkeys [6]. As
time went by, scientists use more behavioral indicators to study the hierarchical rela-
tionship of non-human primates, such as mating behavior [7]. Feeding behavior mainly
studies the order and scope of feeding [8]. The possession of resources is usually
another indicator for determining the social hierarchy and resource allocation of the
Qinling Golden Monkey.

Tensor Decomposition. Tensor decomposition has been studied extensively and
applied to various fields, signal processing, numerical analysis, data mining, linear
algebra [9]. In [10], Ailon et al. proposed a novel dimension reduction scheme for web
queries, while avoiding the curse of dimensionality. Yao et al. [11] proposed a col-
laborative filtering method based on nonnegative tensor factorization that exploits a
high-order tensor, instead of traditional user-location matrix to model multi-
dimensional contextual information. In [12], tensor decomposition is leveraged to
achieve position-sensitive over-the-counter drug recommendations. In [13], Tang et al.
proposed a tri-clustered tensor completion framework to refine social image tags. To
improve users’ quality of experience, Hu et al. [14] prefetched videos based on tensor
factorization. However, none of these frameworks can be directly applied in this paper.

3 Our Proposed Algorithm

In this section, we first introduce the tensor decomposition model, which can decompose
a sparse tensor into a core-tensor and the factor matrices to mine the potential properties
of three dimensions. Then, we apply HOSVD Tensor Decomposition to reveal the latent
relationships among the size of units, eating order and the areas occupied by families
during eating, as well as analyze the potential relationship among the fighting power
(i.e., the number of winnings/defeats), the size of units and eating order.

3.1 Tensor Decomposition Model

The tensor is a multidimensional matrix that can store multidimensional data. A first-
order tensor is a vector, a second-order tensor is a matrix, and tensors of order three or
higher are called higher-order tensors, as shown in Fig. 1. The third-order tensor has
three indices, can describe the relationship between data in three dimensions.
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The high-order singular value decomposition method can reduce the dimensionality
of the three-dimensional tensor, and explore the potential relationship between the
three-dimensional tensors. The basic tensor decomposition model can be regarded as a
high-order extension of matrix singular value decomposition, which is Candecomp
Parafac decomposition and Tucker decomposition. The Candecomp Parafac (CP) de-
composition [15] of the third-order tensor can be defined as follow.

x �
XR

r¼1

ar � br � cr ð1Þ

where ∘ represents the outer product of the vector, R is the rank of the tensor, and ar, br,
cr is the unit vector.

Tucker decomposition is a high-order form of principal component analysis. Tra-
ditional principal dimension analysis methods such as PCA and LDA directly reduce the
dimension to a two-dimensional matrix when dealing with high-dimensional data,
which has the integrity of missing information. Tucker decomposition is to represent
the n-order tensor x 2 RI1�I2���IN as a modular multiplication of a core tensor and an
n-dimensional factor matrix. Each factor matrix is called the principal component of the
tensor in this dimension. This method preserves the original tensor information as much
as possible. The Tucker decomposition of the third-order tensor is defined as follows.

x � S�A A�B B�C C ¼
XP

p¼1

XQ

q¼1

XR

r¼1

Spqrap � bq � cr ð2Þ

where S is the core tensor, and A, B, and C are the factor matrices of three dimensions,
respectively.

3.2 Distribution Pattern Learning

We formulate ranking of area occupied by 12 families under different eating orders as a
three-order tensor A 2 RM�T�L, where M is the number of sizes of families, T is the
order of eating, and L is the ranking of area occupied by families during eating. Each
entry ai; j;l 2 A represents the size of a family m to the number of ranking of the area l in
the eating order t.

i=1,2,...n

j=
1,

2,
,n

a third-order tensor

i=1,2,...n

a first-order tensor

i=1,2,...n

j=
1,

2,
,n

a second-order tensor

Fig. 1. Illustrations of three kinds of tensors
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(1) HOSVD Tensor Decomposition: to reveal the latent semantic associations
between the three components (golden monkey, feeding order, feeding range) of
tensor A, we apply the HOSVD decomposition as shown in Fig. 2, which can
decompose a sparse tensor into a core-tensor and the factor matrices to mine the
potential properties of golden monkey, eating order, area occupied by families
during eating.

(2) Mode-n Expansion: based the initial tensor, we expand it along mode-n to get
three two-dimensional matrices A1, A2 and A3. Mode-n expansion is shown in
Fig. 3.

SA U

G

T

Fig. 2. HOSVD 3-order tensor decomposition.

I3

I1 I1

I3

I2

A(1)

I1

I2

I3

I1

I2

I3

I2I3

I1

I1

I3
I2

A(2)

A(3)

Fig. 3. Mode-n expansion

286 Q. Hu et al.



(3) Singular value decomposition: the singular value decomposition of A1, A2 and
A3 is performed to obtain the transposed matrices of the left singular matrix U1,
U2, U3, the right singular matrix V1, V2, V3, as well as the singular diagonal
matrix W1, W2, W3.

(4) Approximation: select the ideal approximation and keep the initial diagonal
matrix W1, W2, W3.

(5) The core tensor construction: to obtain the core tensor, we have

S ¼ A�1 U
ð1ÞT
C1

�2 U
ð2ÞT
C2

�3 U
ð3ÞT
C3

ð3Þ

(6) The target tensor construction: based on the core tensor, the target tensor is
calculated as follows.

A
_ ¼ S�U U �G G�T T ð4Þ

Based on the results of HOSVD, the approximate tensor can fill the sparse and
unknown element in the initial tensor, and we can obtain the latent relationship between
sizes of families, eating order, area occupied by families during eating.

3.3 The Latent Relationship Learning

Similar to Sect. 3.2, we apply tensor decomposition to study the relationship between
sizes of families, eating ordering and fighting power ranking of families. We firstly
construct the initial three-dimensional tensor A 2 RN�P�Q, where N is the number of
sizes of families, P is the order of eating, and Q is the number of winnings or defeats.
Secondly, based on the HOSVD decomposition, we can reconstruct the approximate

tensor A
_

. The approximate tensor can fill the unknown element in the initial tensor, and
we can explore the potential relationship between sizes of families, eating ordering and
fighting power ranking of families.

4 Performance Evaluation

In this section, we first give a detailed description of the dataset used in this paper.
Then, we present the experimental results and experimental explanations.

4.1 Dataset

We obtained behavior data of 12 golden snub-nosed monkey families from October 14,
2015 to December 11, 2015, including the number of family members, eating order and
fighting data. We can identify individual monkeys, and name 12 families as BX, SX,
SQ, LD G3, WX, WF, ZB, ST, TB, BG and ZD, respectively. The eating data recorded
the time, sequence of each family entering the feeding site, and area occupied by each
family. Fighting data mainly record the initiator and start time of unfriendly behavior,
receiver and receive time, and fighting results. Aggressive behavior includes biting,
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beating, catching up and replacing, as well as yielding behavior includes avoidance and
escape. In addition, individuals involved in joint attacks at the time of conflict also are
recorded.

4.2 The Results of Distribution Pattern Learning

Based on the behavior data of 12 golden snub-nosed monkey families, taking the first
sequence of eating as an example, we analyzed the relationship between the number of
golden monkey family members, eating order and the area occupied by families during
eating, as shown in Fig. 4. Every family has the opportunity to enter the feeding site in
the first sequence, but the number of times is different, and the area occupied is also
different. The frequency of BX, SX, SQ, LD G3, WX and WF was significantly higher
than that of ZB, ST, TB, BG and ZD. Relatively speaking, the higher the eating order,
the larger the area. The eating order is positively correlated to the area. The number of
monkey family members implies that the fighting power of the male monkey. The
stronger the fighting power of the male monkey, the greater the attraction to female
monkeys, the larger the family, the more food grabbed, the more family members, and
the higher the social class. From Fig. 4, we can know that the frequency of family BX
is significantly higher than that of other families, and the frequency of family ZD is
lower than that of other families. Therefore, we can inferred that BX belongs to the
highest social class and ZD belongs to the lowest social class.

Similarly, we analyzed the relationship between the eating order of families and
fighting power of the male monkeys. As shown in Fig. 5, the lower the eating order, the
lower the fighting power of the monkey family. BX, SQ and WX have higher number
of winnings, and BX has the highest rank. The defeat times of ZB, ST, BG, TB and ZD
are higher than that of other families. Therefore, we can inferred that BX belongs to the
highest social class, while ZB, ST, BG, TB and ZD belong to the lowest social class.

Fig. 4. Ranking comparison of the area occupied by the first sequence of families
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4.3 Performance Analysis

Based on the results of tensor decomposition, we find that the social class of BX, SX,
SQ, LD, G3, WX and WF should be higher than that of ZB, ST, TB, BG and ZD. BX
belongs to the highest social class, and ZD the lowest. This inference can be verified by
combat effectiveness, as shown in Table 1. From the list of winning percentages, it can
be inferred that the combat effectiveness (from strong to weak) among different families
is: BX, SX, SQ, LD, G3, WX, WF, ZB, ST, TB, BG and ZD.

The experimental results are consistent with this ranking. There is a positive cor-
relation among fighting power, occupied area and eating order. The stronger the
family’s combat effectiveness, the higher the eating order, and the larger the occupied
area. The order and area of food reflect the fighting power to a certain extent, and also
reflect the social class. The higher the social class, the higher the priority of resources.

 (a) The sequence of eating is 1 (b) The sequence of eating is 2

(c) The sequence of eating is 3

Fig. 5. Illustrations of the relationship between eating order and fighting power for 12 golden
snub-nosed monkey families.

Distribution Pattern Learning for Social Resources 289



5 Conclusion

In this paper, we develop a novel analysis framework based on fighting power of the
golden snub-nosed monkey family and implicit feedback. We leverage tensor
decomposition to reveal the potential relationship among the social class and food
allocation. Fortunately, the results of tensor decomposition are consistent with the
observations of animal protection experts.
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Abstract. Privacy protection for resource description framework data is very
important because RDF (i.e., linked data) is widely used in published data
format in many areas, including government open data, health-care for indi-
viduals, and social relationships. As data can include private information
belonging to individuals or companies and can make private information
available to third parties, there are several anonymization models provided for
preserving privacy in practice. k-anonymity has thus gained attention in
research. Recently, several RDF anonymization models have been proposed.
However, current approaches focus on a model and a metric for measuring
information loss but do not consider large-scale RDF data. In this paper, we
propose an efficient anonymizing method for large-scale RDF data. We develop
a greedy partitioning algorithm (i.e., SPARK) for RDF anonymization. SPARK
is a leading platform for big data processing. The results of experiments on
synthetic datasets demonstrate that our proposed method requires less running
time than previous methods.

Keywords: k-anonymity � Resource description framework �
Apache SPARK � Data privacy

1 Introduction

The resource description framework (RDF) provides a metadata model to the web,
which is a gigantic network full of data. Data accessed via the web is organized using
RDF. Not unexpectedly, privacy protection issues have emerged with the increasing
amount of data. As RDF is a widely used data format in various areas, such as
government open data, individual health care, and social relationships, data can include
private information belonging to individuals and companies, making private infor-
mation available to third parties. Therefore, several protection techniques have been
developed to ensure privacy. There are several anonymization models that have been
used in practice, such as k-anonymity [1], l-diversity [2] and t-closeness [3]. The most
well-known model for preserving privacy is k-anonymity, which provides privacy
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protection by rendering data indistinguishable from at least k-1 others [1]. Therefore,
several anonymization models for RDF data have been proposed [4, 5].

As existing anonymity approaches for RDF data aim to anonymize operations and
metrics for precision and distortion of anonymized data, they do not provide a method
to implement the kRDF anonymity model. Furthermore, they do not consider large-
scale RDF data. Thus, we develop an anonymization algorithm for large-scale RDF
data with a big data processing platform. To the best of our knowledge, ours is the first
work devoted to apply partitioning algorithm for kRDF anonymization model in
SPARK. The contribution of this paper is summarized as follows.

• We apply the existing partitioning algorithm to the RDF model.
• We provide a SPARK-based single-dimensional partitioning algorithm more effi-

ciently than using platforms. SPARK [6] is the recently launched and leading
platform for big data processing, extending the MapReduce model to more efficient
types.

• Experiment results demonstrate the improved efficiency of our proposed approach
compared to others.

2 The Proposed Approach

The proposed approach is based on a partitioning algorithm provided for
anonymization. Our approach is a SPARK-based partitioning algorithm for
anonymization of large RDF data.

The optimal k-anonymity is an NP hard problem [7]. Furthermore, the k-anonymity
optimal partitioning algorithm is an NP hard problem. Therefore, we have numerous
heuristic partitioning algorithms for k-anonymization [7, 8], and they often present
effective results. Partitioning algorithms split the input dataset into two. Each dataset is
then partitioned into two new partitions. This continues until each partition reaches a
specified condition. Partitioning can be classified into single-dimensional and strict
multidimensional partitioning.

2.1 Partitioning Algorithm for KR DF Anonymity in SPARK

We applied an anonymization model-based partitioning algorithm to the RDF model
developed with SPARK. Our approach comprises preparation of data, data partitioning,
and anonymization. Our algorithm is shown in Fig. 1.

First, we parse and set input data (i.e., quasi-identifier, sensitive identifiers..) from
RDF data using the Apache Jena framework, is shown in Fig. 2. Apache Jena1 is an
open-source Java framework for building semantic web and linked-data applications.
Then, we store data on resilient distributed dataset (RDD) in key and value pairs,
representing a record in the input data. The RDD is simply a distributed collection of
elements of SPARK’s core abstraction.

1 https://jena.apache.org/.
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SPARK’s partitioning is available on all RDDs of key/value pairs and causes the
system to group elements based on the function of each key. In our approach, the RDD
split into partitions used by a custom partitioner, which we implemented. The number
of tuples in the each part must be more than k, and the number of partitions depend on
k. At the anonymization step, we use the mapPartitions SPARK operation to access all
partitions and we use the generalization operation of tuples for each part to satisfy k.

According to our proposed approach, an overview of SPARK-based partitioning for
the 2-RDFanonymization process is shown in Fig. 3. Figure 3a shows the steps for
creating and mapping RDDs, partitioning, and finding medians used for partitioning.
One benefit of using SPARK is that you can write an application for parallel cluster
executions in cluster mode. In cluster mode, SPARK uses one master coordinator (i.e.,
diver) and many distributed workers (i.e., executors). The driver is the process where
the main method of the program runs. SPARK’s executor processes run the individual
tasks in each job. The schema of SPARK driver program and executors are shown in

Fig. 1. SPARK-based single-dimensional partitioning algorithm

Fig. 2. Parse and setting input data
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Fig. 3a. We can see how cluster machines work with partitions from this schema.
SPARK supports a variety of file systems, such as NFS, HDFS, and Amazon S3. We
use HDFS to preserve anonymized data, as shown in Fig. 3b. The Hadoop distributed
file system (HDFS) is a very popular and works well with SPARK.

3 Experimental Evaluation

Our experiments evaluated anonymizations produced by partitioning algorithms to
large-scale RDF data on SPARK and compared execution times on several cluster
machines. Our cluster consists of five machines, each with a Xeon(R) 4-core CPU and
24-GB ram. Each cluster comprises a master and four workers. The master computer
works as a driver, and we created one executor for each worker. Each executor uses
three core CPUs with 3.10 GHz and 20-GB ram. For experiments, we used Lehigh
University Benchmark (LUBM2) synthetic data, as shown in Table 1. From the LUBM
dataset, we used only all-typed professor {fullProfessor, associatedProfessor, assis-
tantProfessor} information for anonymization. Explicit identifiers of professors were
removed from the dataset, and its predicates {worksFor, researchInterest, bache-
lorDegreeFrom, masterDegreeFrom, doctorDegreeFrom} were classified into quasi-
identifiers (QID). An example of the LUMB dataset is shown in Fig. 4.

Fig. 3. Transformation and action phases

2 http://swat.cse.lehigh.edu/projects/lubm/.
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3.1 Performance Analysis

First, we compared single-dimensional in-memory data and SPARK-based sin-
gle002Ddimensional partitioning algorithms using synthetic data. SPARK can run over
a variety of cluster managers to access machines. In our case, we used SPARK stan-
dalone and yarn cluster managers. SPARK’s standalone cluster manager comprised a
master and multiple workers, each configured with memory and CPU cores. Yarn is a
cluster manager introduced by Hadoop 2.0, installed on the same nodes as HDFS. The
standalone cluster manager supports automatic recovery and Hadoop Yarn supports
both of manual and automatic recovery through resource manager. Furthermore, yarn
uses different encryption (i.e., Kerberos). Thus, it requires more processor time than the
standalone cluster manager. Figure 5a shows the execution times of three different
methods for the four datasets. In this experiment, the in-memory based approach works
on a single machine. The SPARK (standalone) and SPARK (yarn) work on the cluster,
consisting of one master and four workers. In this figure, the y-axis is expressed at a log
scale and the x-axis is expressed by data size. For LUBM1000, the execution time of
the in-memory-based approach is over the graph limitation. From this figure, we can
see that the in-memory approach is useful for small data. However, for growing amount
of data, our approach reduces execution time more than the in-memory approach. The
duration of SPARK jobs on standalone cluster managers, using different cluster
machines for different datasets, is shown in Fig. 5b. We used one master and four
different workers. In most cases, the duration of SPARK job decreased while adding
more clusters. Using more clusters is thus more efficient for job performance.

Table 1. Synthetic data used in experiments

LUBM 1 LUBM 10 LUBM 100 LUBM 1000

Size 6.4 Mb 82.2 Mb 876 Mb 8.62 Gb
Number of triples �100545 �1272577 �13405383 �139415983

Fig. 4. Example of LUBM dataset
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4 Conclusion and Future Work

In this paper, we introduced a SPARK-based k-anonymization partitioning algorithm
for large RDF data. Our approach was based on a single-dimensional partitioning
algorithm, which provided an anonymization model. The aim of the proposed approach
was to develop a more efficient anonymization algorithm for large-scale RDF data,
based on big data processing platform. An experimental evaluation demonstrated that
our proposed approach was more efficient than in-memory-based approaches for
anonymization. While growing data, our approach reduced the execution time more
than previous approaches. Our future work will focus on other anonymization models
such as l-diversity and t-closeness. Additionally, we plan to apply a strict multidi-
mensional partitioning algorithm to SPARK.
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Abstract. Architecture-level software comprehension is important to maintain
a software system. In particular, an architecture of a software system can assist
software engineers in comprehending the high-level structure of the system.
However, the knowledge of an architecture could be disappeared and incom-
prehensible over time, and this leads to poor sustainability. Therefore, it is
necessary to recover the knowledge from the artifacts that are available even
over time. To achieve this goal, we focus on Graphical User Interfaces (GUI) of
a software system, which are mostly available in the life-time of the system. In
this paper, we propose an approach to recover the knowledge of the system’s
architecture by using GUI. The case study is performed to evaluate the approach
for an open-source software system and the results show that GUI provides
useful evidences in identifying the high-level software structure.

Keywords: Architecture � Module view � Software comprehension �
Graphical User Interface � Label

1 Introduction

Software engineers generally spend much of their time to comprehend unfamiliar
software systems in the maintenance phase [1, 2]. To comprehend such software
systems, software architecture play an important role by presenting the high-level of
abstraction that provide a bridge between requirement and implementation [3]. In
particular, the architecture of a software system abstracts its complex structure as more
manageable and comprehensible high-level structure [4, 5]. As a result, the architecture
let its software engineers know which part of it is in charge of what “responsibilities” to
accomplish the requirements.

Despite of the importance of architecture-level software comprehension, the
knowledge on a software architecture could disappear during software modification in
the life-time of a software system by requirement changes, software failures, changes in
personnel and so on. That could cause the loss of the memories or documents for the
architecture or the inconsistencies between the documented and real software archi-
tecture. This leads to the inefficiency, incorrectness, or even impracticality of
architecture-level software comprehension.

Software engineers, therefore, need to recover the knowledge of software archi-
tectures if there is no proper knowledge. Because the manual recovery requires heavy
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labors, software engineers require the assistance of the techniques that provide the
evidences to comprehend the architectures. The evidences provide a bridge between the
available and comprehensible information sources in the maintenance phase and the
elements of architectures. In the module-view, what “responsibilities” subsystems
provide to the rest of a software system is important information to comprehend an
architecture. Therefore, the evidences provide a bridge between information sources
and the responsibilities of subsystems.

In this study, we focus on Graphical User Interfaces (GUIs), which interface with
users through a graphical screen display having text embedded in it, to provide the
evidences to comprehend software architectures, especially their module-view. GUIs
are useful information sources for that purpose because the interfacial role of GUIs
makes them not only always available to the users of software systems at least after
software systems are released, but also maintained to be user-comprehensible. There-
fore, we propose a GUI-based labeling approach to provide a bridge between the user-
comprehensible information from GUIs and the responsibilities of subsystems.

The remainder of this paper is organized as follows: Sect. 2 introduces the pro-
posed approach. Section 3 shows a case study to evaluate the proposed approach, and
Sect. 4 concludes this paper and suggests future work.

2 GUI-Based Labeling for Architecture Comprehension

Based on the GUI properties, we propose a GUI-based labeling to support under-
standing of a software architecture.

2.1 Basic Concept of GUI-Based Labeling

There are several following properties of GUI and software architecture.

• The architecture of a software system consists of subsystems that provide their own
responsibilities to the rest of the system.

• The functionalities of a software system are presented to users through the com-
ponents on its GUI, such as buttons, panels and windows. One of the very natures of
GUIs is that the functionalities (components) are presented (deployed) on GUIs in
the hierarchical manner [6] (e.g., the hierarchical structure in Fig. 1-(c) of the GUI
in Fig. 1-(a) and (b)). The hierarchical structure of GUIs is built by using two types
of components: actionable and non-actionable. Actionable components (e.g., but-
tons) are the access points on GUIs to the functionalities of software systems. Non-
actionable components (e.g., panels and windows) are the frames to organize the
actionable components on GUIs in the hierarchical manner.

• Users can comprehend the functionalities of components through the graphical
information that users take from the GUIs. For example, users can comprehend the
functionalities of Blur in Fig. 1-(a) through the graphical information in Fig. 1-(b)
(In the rest of this study, the term “component” includes not only a logical com-
ponent on a GUI, but also the graphical information about it).
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• When users interact with actionable components, they make subsystems executed to
perform their functionalities.

The goal of our approach is to provide the evidences for Responsibility of Sub-
system by “bridging” it to user-comprehensible Functionality of Component. The
bridge can be built by analyzing the relationships between Actionable and Subsystem.
Our approach analyzes the hierarchical structure of GUI to extend the relationships to
Non-actionable. As a result, our approach provides Functionality of Components to
comprehend Responsibility of Subsystem in terms of functionalities.

2.2 Bridging Between Subsystem and Component

GUI-based labeling builds the bridge between subsystems and components through the
three phases: (1) GUI analysis, (2) trace analysis, and (3) bridge construction.

• Phase 1: GUI Analysis. In this phase, the hierarchical structure of a GUI is extracted
into a component hierarchy. A component hierarchy is built based on the two types
of hierarchical relationships between the components on the GUIs: laid-on and
popped-up relationships. A laid-on relationship is the structural relationship
between two components, one of which is laid on another. For example, in Fig. 1-
(a), there is a laid-on relationship between node Filter and Blur. In the functional
point of view, Blur is a sub-functionality of Filter. A popped-up relationship is the
relationship between two components, one of which is popped up by activating
another. For example, there is a popped-up relationship between Blur in Fig. 1-(a)

Fig. 1. Example of hierarchical structures of GUIs
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and Blur window in Fig. 1-(b). In the functional point of view, the window provides
the (sub-)functionalities related to blurring. Therefore, a component hierarchy
presents functional decomposition of a software system.

• Phase 2: Trace Analysis. This phase builds the bridge between Actionable and
Subsystem by tracing the subsystems that are executed when each actionable
component is activated. As the result of this phase, the logic coverage Info. is
collected, which indicates which part of a subsystem, such as lines, functions and
classes in the subsystem, are executed by an actionable component. When S is the
set of subsystems in a software system, a logic coverage Information of an
actionable component, cact 2 C, is defined as follows: (Si, mj) 2 LC(cact), where Si 2
S: a subsystem traced by activating cact, mj 2 Si: a traced constituent of Si by
activating cact

• Phase 3: Bridge Construction. This phase completes the bridge between compo-
nents in a component hierarchy and subsystems based on the results of phase 1 and
2 (i.e. the component hierarchy and logic coverage Information). As the result of
bridge construction, a subsystem-by-component matrix is built. Each cell of the
matrix presents how much part of a subsystem, S, are covered by a component, c.

2.3 Subsystem Comprehension Through GUI-Based Labels

The labels are defined as the components whose coverage is larger than a given
threshold a for a subsystem in the subsystem-by-component matrix. For example, S1
has two labels: Filter and Menu with 80% coverage. Software engineers can and the
corresponding components of the labels on the GUI. The graphical information of
Menu and Filter from the GUI let the software engineers comprehend the functional-
ities of S1 easily (i.e. filtering a figure on the canvas). Through the same process for the
other subsystems, software engineers could comprehend the functional responsibilities
of the other subsystems and the architecture of the software system in the functional
point of view.

3 Case Study

To examine that our approach can produce acceptable and useful labels for a given
architecture of a software system, we investigate the following question: Can the
structure of the GUI really provide the functional decomposition of the subsystem?

We apply our approach to an open-source software system to answer the questions.
As the subject system, we choose Weka that is a software system written by Java for
various data mining tasks [7]. Weka has a ready-made architecture that has a hierar-
chical structure (e.g., subsystem weka.gui contains weka.gui.experiment). The hierar-
chy consists of 76 subsystems. There are 1,049 classes in the subsystems.

In order to answer the question, we present the component hierarchy of Weka to
analyze that it presents meaningful functional decomposition of Weka. To create the
component hierarchy, Weka has been executed overnight (i.e. about 3,000 interactions
on Weka’s GUI). As a result, a component hierarchy with 333 nodes is built. We refine
the hierarchy to reduce meaningless nodes in terms of the functional decomposition
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(e.g., a node with a single child). As a result, our prototype extracts a component
hierarchy with 205 nodes.

The component hierarchy of Weka is presented in Fig. 2. Due to the limitation of
space, we only present the partial component hierarchy. In particular, we present the
high-level structure of the hierarchy because the hierarchy presents more meaningful
functional decomposition of Weka in the high-level than the low-level.

Figure 2 and Table 1 show that the component hierarchy presents the functional-
ities of Weka. Figure 3 present an example of the label for n1-3-2 in Fig. 2. The
functionalities of n1-3-2 in Fig. 2 can be identified through the snapshot in Fig. 3:
choosing, testing and running classifier. The component hierarchy comes from the
menu-hierarchy and tab-structure on Weka’s GUI. Therefore, we can conclude that the
structure of the GUI can provide the functional decomposition of Weka.

Table 1. The functionalities of the labels in Fig. 2

nID Functionality

n1 Apply data mining algorithms to data
n1-1 Explore data as a graphical front end
n1-2 Create, run, modify and analyze experiments
n1-2-1 Set parameters for an experiment
n1-2-2 Analyze the experiment
n1-2-3 Run the experiment
n1-3 Explore data
n2 Manipulating data or graphs
n2-1 View and edit.ar data
n2-2 View and edit graphs
n3 Visualize various types of data

Fig. 2. The (partial) component hierarchy of
Weka

Fig. 3. Example of the label for n1-3-2 in
Table 1
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4 Conclusion

The functional decomposition from GUIs could be used in various future studies of
software re-engineering: architecture re-construction, bad smells detection and so on. It
is a promising future work to conduct case studies with various software systems and
figure out more issues to be considered for applying our approach in practice. It is
worth to study of labeling for various kinds of responsibilities as well as the functional
responsibilities of subsystems. Our approach will also be able to extend to cover other
views of software architectures. We expect that more useful information can be
extracted from GUIs to use the information for architecture comprehension.
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Abstract. In this paper, we propose a novel method for UAV anomaly
detection in the distributed artificial intelligence environment by using deep
learning models. In the conventional artificial intelligence environment, a lot of
computing power is required for anomaly detection, so it is not suitable to the
UAV environment based on embedded systems. For UAV anomaly detection,
distributed artificial intelligence with DPS (Distributed Problem Solving) and
MAS (Multi-Agent System) is applied using LSTM-AE and AE models. The
experimental results show that the proposed method performs well for anomaly
detection in the UAV environment.

Keywords: UAV � Anomaly detection � Intrusion detection � Scoring �
LSTM-AE

1 Introduction

Unmanned Aerial Vehicle (UAV) has been developed for military use but recently it
has been rapidly spreading in various fields such as logistics transportation, agriculture,
information communication, disaster observation, environment, transportation, per-
sonal hobby, etc. The existing UAV is simply a small airplane, but recently it has
created a number of new business models by converging with the fields of Internet
communication, agriculture and environmental protection (Table 1).

Along with the proliferation of UAVs, threats targeting UAVs are also increasing.
If it is used for mechanical defects or terrorism of UAV, it will cause enormous
damage. Therefore, to protect the UAV from potential threats to UAV security threats
must be detected and prevented in advance.

In this paper, we propose an anomaly detection method based on distributed arti-
ficial intelligence using LSTM-AE (Long Short Term Memory Network Auto-
Encoder) to detect and prevent security threats using flight data generated from UAV.
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2 Related Work and Background

2.1 Related Work

Liu and Ding proposal of real-time Anomaly Detection of UAV Flight Data Using K
Nearest Neighbor Search (KNNS) Algorithm [1]. Yong, Duan, et al. proposal of
detection method of abnormal number of UAV sensor data through kernel principal
component analysis (KPCA) [2]. Jeong et al. proposal of real-time anomaly detection
system for uav control system [3]. Lu et al. proposal of an anomaly detection system to
prevent the motor of the UAV from operating at abnormal temperatures [4]. He et al.
proposal of an online algorithm for detecting and mitigating flight data deformation
using anomaly detection and mitigation algorithm based on online subspace tracking
[5]. Choudhary et al. in a networked UAV environment existing intrusion detection
system research and UAV intrusion detection system proposal [6].

2.2 LSTM

As a proposed LSTM cell in 1997, it not only solves the long-term dependence
problem of RNN cells, but also learns quickly. The structure of the LSTM cell is shown
in Fig. 1 [7]. In the LSTM cell, the state is divided into two vectors. H is a short-term
state, and ct is a long-term state. At the core of LSTM Cell when the network is in the
long-term state (ct) it learns what to remember, what to delete, and what to read. Long-
term memory passes through the cell from left to right, passing a forget-gate, losing
some memory (information), and then adding a new memory part from the input gate
with the addition (+) operation. The generated ct is output immediately without any
additional operation, and this long-term memory ct goes through a process of deleting
and adding some memories at each time step. After addition, ct is copied and trans-
ferred to the function of the output gate to produce the short-term state ht and the output
yt of the cell. The three layers that output ft, it, and ot use sigmoid (logistic) as the
activation function. The output of the sigmoid function is 0 to 1, and this output value
is input to the element-wise multiplication operation of each forget, input, and output

Table 1. UAV security vulnerability

Vulnerability Description

GPS
spoofing

It is a method to manipulate the position and time so that the receiver of the
UAV selects the signal sent by the GPS Spoofing attacker without selecting
the signal received from the satellite

GPS
jamming

How to send a strong disturbance signal at the same frequency as GPS to
prevent normal signal reception

Destruction Destruction of drones due to external attack
Malware Exposing UAV-specific malicious code threats during UAV software update

or external interface connection
Tapping Sensitive information leakage collected by drones through radio

eavesdropping
Terror Terrorism of Major Facilities Using Drones
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gates. Therefore, if the output is 0, the gate is closed. If it is 1, the gate is opened.
Therefore, ft, it, and ot are called gate controllers.

2.3 Distributed Artificial Intelligence

DAI (Distributed Artificial Intelligence) is a technique for distributing and resolving
intelligent agents with complex problems that are difficult to solve in one place. Local
optimization is performed through local information, and these results are solved in the
form of generating global optimization effects [8]. DAI is divided into DSP (Dis-
tributed Problem Solving), MAS (Multi-Agent System), SI (Swarm Intelligence) and
PAI (Parallel AI). A DSP is a way to divide the problem for one big problem, process it
in a distributed node, and mash up the partial results to get the final result. In a
heterogeneous distributed node environment with different interests and objectives,
each node derives its results from the process of collaboration, competition, consent,
and denial.

3 Proposed Method

In this paper proposes UAV anomaly detection method using LSTM-AE [9] model
based on distributed artificial intelligence to improve safety and security of UAV by
using flight data and external environmental information collected from UAV.

In the case of the proposed UAV anomaly detection, proceed to step 2. UAV uses
UAV status information to perform UAV anomaly detection (Low-Level). In the GCC
(Ground Control Center), the overall anomaly detection (High-Level) of the mission is
performed using the UAV status information, the position information, the speed
information, and the environmental information. through the anomaly detection result
the data restoration value and the next sequence corresponding to the current sequence
are predicted, and the restored value and the predicted value are judged as normal or
abnormal based on the threshold value.

Figure 2(a) is LSTM-AE and Fig. 2(b) is AutoEncoder used in this paper. For time
series data, use LSTM-AE model. For other data, use AutoEncoder model. In case of

Fig. 1. LSTM cell
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LSTM-AE, it outputs two outputs (Reconstruction Error value and predicted value) and
outputs one output (Reconstruction Error value) for AutoEncoder.

4 Experiments

The experiment in this paper utilizes UAV flight data from DJI Inspire 2, simulator and
raspberry pi base UAV. The UAV flight path is predefined and assumed to be a normal
mission. In the case of abnormal flight data, it is defined as an undefined flight situ-
ation. In case of anomaly detection (low-level) executed in UAV, pre-learned model of
UAV is load and anomaly detection is performed using UAV flight data generated at
the time of flight. For anomaly detection (high-level) that runs on GCC, it uses Cloud
Server provided by Naver Cloud Platform. It is also assumed that cloud server receives
data from UAV through network socket communication.

Figure 3(a) is the normal flight path and Fig. 3(b) is the abnormal flight path
anomaly score. Anomaly score was calculated using mMAPE [10].

Figure 4(a) is the low-level anomaly detection result and Fig. 4(b) is the high-level
anomaly detection result. For low-level anomaly detection, used UAV location and
battery data. For high-level anomaly detection, used data corresponding to UAV
position, battery, attitude, speed, and external environment.

Figure 5 shows the learning time the conventional anomaly detection method and
proposed anomaly detection method in Raspberry Pi based UAV. There are two
methods proposed in this paper: DAI-MAS with applied MAS and DAI with non-
applied MAS Using the conventional anomaly detection method, it takes 30 s of
learning time per epoch, and it is not suitable to apply to UAV. In the proposed method,
DAI consumes 5 s per epoch and DAI-MAS consumes 1.2 s per epoch. This ensures
that the proposed method is better suited to the UAV environment than the conven-
tional approach.

Fig. 2. (a) LSTM-AE & (b) AutoEncoder
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Fig. 3. Flight path & anomaly score

Fig. 4. Low-level AD & High-level AD result (ROC curve)

Fig. 5. Device performance comparison
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5 Conclusion

Unmanned aerial vehicles (UAVs) have recently been developed for military use but
are rapidly spreading in various fields such as logistics, agriculture, telecommunica-
tions, disaster observation, environment, transportation, and hobby. Along with the
proliferation of UAVs, threats targeting UAVs are also increasing. If it is used for
mechanical defects or terrorism of UAV, it will cause enormous damage. Therefore,
UAVs should be detected and prevented in advance to protect them from potential
threats. However, the conventional anomaly detection method is not suitable for UAV
environment because it requires a lot of computing performance. In this paper, we
propose a method to detect abnormal symptoms in distributed artificial intelligence
environment using LSTM-AE and AE models. To this end, UAV anomaly detection
was experimented with distributed artificial placement (distributed problem solving)
and MAS (Multi Agent System). Experimental results show that the proposed method
is suitable for performing anomaly detection in UAV environment.
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Abstract. With the wide application of mobile smart devices carried by
humans, content dissemination by using Device-to-Device wireless communi-
cation technologies in Mobile Opportunistic Networks (MONs) attracts
numerous attentions. However, traditional content dissemination approaches
have not considered the efficiency of broadcasting interest packets to the pro-
viders in MONs with unreliable links. To increase the efficiency of broadcasting
interest packets, we propose two data-request-packets broadcasting approaches
with the goal of decreasing energy and communication consumption, in which
the policy of self-adapting broadcasting time interval is applied. The extensive
simulation results show that our proposed approaches greatly prolong the net-
work lifetime, while maintaining higher delivery ratios compared with tradi-
tional approach.

Keywords: Broadcast � Data-request � Mobile opportunistic network

1 Introduction

With the development of short-distance wireless communication technologies and
mobile smart devices (e.g., smartphones, smart glasses carried by humans), mobile
opportunistic networks (MONs) have been widely applied on various fields such as
intelligent transportation, intelligent healthcare, and business applications [1]. In
MONs, nodes can directly communicate with D2D communication technology when
two nodes are within the range of their wireless communication range, and then needs
no communication infrastructure, which makes it especially suitable for those
infrastructure-less environments, in which humans could apply convenient content
sharing based on the D2D [2]. Therefore, MONs have been attracted numerous
attentions in the topic of routing [3–6], content dissemination [7–11], of which data
distribution (also called content dissemination) is one of the key topics.

Data distribution [5] in MONs is a service provider would like to disseminate some
contents to those nodes (also called consumers) who are interested in the contents.
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Traditional approaches usually assume that the providers know in advance all those
consumer nodes or apply the flooding-based methods to broadcast the interest packets
(called data-request-packets) to the providers. In fact, the flooding-based approach will
consume great energy and communication resources even though the size of data-
request-packets is small, which is not suitable for energy and communication restricted
devices in MONs [2]. Therefore, it is meaningful and important to present novel data-
request-packets broadcasting approaches to decrease the resource consumption and
then prolong the network lifetime.

Currently, a variety of approaches have been proposed for routing, content sharing
and data transmission [3–11]. However, the efficiency remains a big problem due to the
reason that data-request-packets are usually small and the traditional approaches are
designed for the large size of data packets. Moreover, the consumption of energy and
communication in broadcasting small packets are ignored in most approaches, which
should be considered in data-request-packet broadcasting approaches.

Motivated by the above observations, in this paper, the traditional flooding-based
approaches and two improved ones with the goal of decreasing the consumption of
energy and communication resources have been provided. First, the unreliable links in
MONs are considered in data-request-packet broadcasting. Second, the numbers of
broadcasting each packet and connection with other nodes are controlled with the goal
of decreasing energy and communication consumption while maintaining a slightly
higher network performance. Third, the policy of self-adapting broadcasting time
interval is applied, in which the time interval of broadcasting a data-request-packet is
exponentially increased with the number of relays to other nodes.

2 Network Model and Assumptions

A mobile opportunistic network consists of a variety of mobile nodes with limited
energy and storage resources randomly move around thus leading to a number of
isolated sub-networks. When some nodes move within the range of wireless trans-
mission, wireless communication and message exchange could occur.

Suppose there is only one broadcasting channel used for the meta-data exchange
and the single channel is unreliable which means the data transmission may disrupt
frequently. We use IEEE 802.11 protocol in the connection establishment process
between two nodes to avoid the hidden terminal problem. In MONs, each node will
consume energy in the process of listening channels, sending and receiving packets.
Suppose that a data-request-packet is a 4-tuple, represented by m = (sid, cid, t, ttl), in
which m.sid denotes the node generating the packet m, m.cid denotes the content id of
packet m, m.t denotes the time when packet m is generated, and m.ttl denotes the
remaining time to live. Note that, m.cid usually means the interest name or the logical
address of content.

To make things easier to illustrate, we assume there exists only one node (usually
called provider) for each different data-request-packet. Therefore, the basic functional
goal of this paper is provide efficient approaches of broadcasting all data-request-
packets over single channel to their related providers with the minimum consumption
of energy and storage resources.
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3 Efficient Data-Request-Packet Broadcasting Approaches

3.1 Traditional Approach

In the traditional approach, described in Table 1, each node maintains a list of received
data-request-packets in its memory, and periodically broadcasts id information to let
other nodes build connections. Whenever a connection is built, the list of data-request-
packets of both nodes are exchanged and updated.

Each node maintains a local timer with the initial value of a and decreases with
time. A node broadcasts if the clock reaches 0, and sets the timer to a again when the
broadcasting process ends. The local timer of a node pauses when the node is trying to
connect with other nodes, and starts when the connection breaks.

3.2 An Improved Broadcasting Approach (Improved-1)

To decrease unnecessary data transmission, each node v maintains a list (denoted by
Lv) of recently connected nodes. Each element in list Lv is a 2-tuple, denoted by
e = (id, ttl), where e.id is the id of node v with which node v has been connected, and e.
ttl is the time to live of element e. The initial value of e.ttl is set to T. The main
difference between the Improved-1 algorithm and the Traditional Approach is that a
node will not built a connection to those nodes that have been connected within T time
units, which leads to great decrease of the number of unnecessary connections.

Note that, e.ttl decreases with time, and if reaching to 0, the element e will be
dropped. In the Improved-1 Algorithm, because of the records of recently connected
nodes, each node will avoid a huge number of connections with its neighbors, with
which data-request-packets have been exchanged.

Table 1. The traditional data-request-packet broadcasting algorithm.

//Each node (denoted by v) listens the channel
1. every α time units node v broadcasts its own id if the channel is idle, or 

waits a random time units to monitor the channel again.
2. if  node v hears a message from another node(denoted by v’) then
3.    node v tries to establish a connection to vj by using 802.11 protocol. 
4. if connection is established then 
5.  nodes v and v’ exchange their data-request-packets by using 802.11 

protocol, and drop the packets that have been stored.
6. close connection.
7. endif
8. endif
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3.3 An Improved Broadcasting Approach (Improved-2)

In the Improved-2 algorithm, described in Table 2, each data-request-packet contains
two new information, that is k and r, which are the number of relays of the packet and
the remaining time for next relay. The value of k is 0 for the newly generated data-
request-packet, and increased by 1 for each relay. Whenever a packet is relayed, the
value of r is set to 2k time units, and decreases with time. When r equals to 0, the
related packet needs to be broadcast again. Each node maintains a list of ids of data-
request-packets that needs to be broadcast. Whenever a node hears a broadcast packet
from its neighbor, the node checks whether there exists an unreceived packet. If so, the
node tries to build connection, otherwise, remains silent.

In Improved-2 broadcasting algorithm, the number of relays of each data-request-
packet is roughly controlled. For every relay of a packet, the waiting time for the next
relay will be doubled. Thus, in the case that there exist a great amount of data-request-
packets, both the number of broadcasting and connections are greatly decreased,
leading to decrease the number of wireless interferences, and also save great energy and
communication resources. For a data-request-packet m, the maximum number of relays
by a given node is log2N, where N is the TTL of packet m.

Table 2. The Improved broadcasting algorithm (Improved-2).

1.  for all those data-request-packets whose r equals to 0, node v broadcasts those ids 
with its own id if the channel is idle, or waits a random time units to monitor the 
channel again.

2.  if node v hears a broadcast message from another node (denoted by
v’) then

3.      if there exist a data-request-packet whose id is in the broadcast message then
4.          node v tries to establish a connection to vj via 802.11protocol. 
5.          if connection is established then
6.              nodes v and v’ exchange those data-request-packets whose r = 0 by 

using 802.11 protocol. For each exchanged packet, increase k by 1
and set new value of r to 2k. 

7.              node v removes those ids whose related packets have 
been sent to v’ in the broadcast message.

8.            close connection.
9. endif
10. endif
11. endif
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4 Simulation and Results

4.1 Simulation Settings

A number of nodes are placed randomly and move continuously according to the RWP
(Random Way Point) mobility model with a speed of 0.5−1 m/s with pause time 1
−5 s, in which each node has a transmission range of 80 m. The buffer size of a node is
set to 1 MB, since the size of data-request-packet is usually very small. The trans-
mission speed of each node is 80 KB/s, the number of nodes ranges from 200 to 1000,
and the side length of the area changes from 200 m to 600 m. The generation rate of a
packet is set to 100−200 s. The simulation time is 20000 s, with no warming time.
Besides, we set the wireless loss rate as 0.2 and the node’s buffer size is 1M.

4.2 Simulation Results

(1) Impact of Different Network Sizes. In Fig. 1, the network size ranges from 200 to
1000. The results show that the average flooding delay and energy cost increase as the
network size increases accordingly. This is because as the number of nodes increases,
nodes will encounter more frequently and consume more energy in exchanging data
packets, so that our improved approach could effectively reduce unnecessary connec-
tions and delay by considering reduce reconnections in certain period and prolong
network lifetime. Figure 1(c) shows that the impact of data packet delivery ratio with
the changes of network sizes. We can see that our approach could achieve higher
delivery ratio in a greater network size.

(2) Impact of Different Network Densities. For different network densities, 600
nodes are deployed in an area. As shown in Fig. 2, energy cost goes down as the
network density decreases. Moreover, the Improved-2 performs much better than tra-
ditional and Improved-1. This is because as the diameter of the network becomes
larger, nodes will record the recent connection information and broadcast stored
packets after certain sleep time to reduce the delay and save energy.

(a) Energy Consumption          (b) Flooding Delay               (c) Delivery Ratio

Fig. 1. Flooding performance in networks with different network size.

Data-Request-Packet Broadcasting Approach for Mobile Opportunistic Networks 315



5 Conclusions

In order to save energy and communication consumption in packet requesting in MONs
with the existence of unreliable links, novel approaches have been provided, where a
policy is deeply applied to control the number of broadcasting and connection estab-
lishment. The results show the improved network lifetime. Some future works focus on
the improvement of other research topics in MONs with unreliable links with the
consideration of wireless broadcast nature and the consumption of energy and com-
munication cause by small packets.
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Abstract. Recently, with the rapid development of online shared media, a
novel time-sync comment occurs. Time-sync comment is a type of crowd-
sourced user review embedded in online video website and provides better real-
time user interaction than traditional mode. User is probably willing to write
comments and then send as time-sync comment when reading interested time-
sync comments by others or watching attractive video shots. In this paper, we
propose temporal sentiment-oriented difference graph (TSoDG) to detect dif-
ferent areas which exist sentiment-oriented difference over time. We attain the
TSoDG by calculating the sentiment-oriented score of time-sync comments, and
then use semantic similarity to deal with lagged comments. Finally, we analysis
the temporal difference in graph by rule. The result can be regarded as a baseline
for further research.

Keywords: Time-sync comment � Sentiment analysis � Difference detection

1 Introduction

More and more online video websites attract a large number of people in recent years.
More people spend their time on online video sites for entertainment and write the
comments. Comments are not only a user’s evaluation of the video itself, but also a
way for users to exchange opinions with each other. Now, when watching videos, users
would like to have more interaction with other audiences. A novel time-sync comment
(TSC; also called bullet-screen comments) occurs and has been applied to many online
video websites. In the mechanism, each audience is regarded as a crowdsourced user
who can share their feelings or thoughts about video content at any time by sending
time-sync comment. These textual contents are organized by video playback time.
Users can see the text content sent by other users on the same video playback time.
They may be influenced by the existing content, thus bringing richer collision of user
ideas. Traditional comment on online video websites is only published after the users
watching the whole video. Comparing with traditional way of comment, time-sync
comment provides a new way of user interaction. The novel way can lead to large-scale
discussions among users.

© Springer Nature Singapore Pte Ltd. 2020
J. J. Park et al. (Eds.): MUE 2019/FutureTech 2019, LNEE 590, pp. 318–324, 2020.
https://doi.org/10.1007/978-981-32-9244-4_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9244-4_45&amp;domain=pdf
https://doi.org/10.1007/978-981-32-9244-4_45


Based on the above phenomenon, we put forward TSoDG, which can express the
temporal difference of sentiment-oriented indicated by time-sync comment. Then, we
design the method to detect the temporal difference shown in the figure by analyzing
the TSoDG. Our main contributions are as follows: (1) we propose a novel TSoDG,
which can profile temporal sentiment-oriented difference by time-sync comments.
(2) we design a novel method to analysis the temporal difference through TSoDG.
(3) In order to better characterize the fluctuation of the period and emphasize difference,
we use smoothen method to process the result.

The rest of this article is organized as follows. we first review some previous work
about crowdsourced time-sync comments and short text vectorization analysis meth-
ods. Then we define TSC-related problem and propose solution to deal with it. In
addition, our experiment is executed on a real-world dataset and we analysis the results.
Finally, the conclusions of the article are discussed and some possible future work is
mentioned.

2 Related Work

At the right moment crowdsourcing provides a suitable way to label data by
crowdsource-workers [1]. Time-sync comment is an expression of user comments. In
the comment mechanism, users are equivalent to crowdsource-workers. Hence, time-
sync comment can be regarded as a kind of crowdsourced data. Shou et al. regarded the
work in temporal text summarization as online clustering problem [2]. As we know, a
few people researched on time-sync comment since it is a new interactive mode around
video sharing. Existing work paid more attention to statistics for comments and study
on the relation between comments and videos. Lin et al. proposed a statistical method
based on bullet screen text to identify whether a Chinese word comes from a Japanese
loanword [3]. Wu et al. studied the relationship between text containing emotional
content and video popularity [4]. However, they few worked on content of time-sync
comment. In addition, their work was only word-based. It is difficult to guarantee the
semantic integrity and unable to accurately obtain the sentiment that users really want
to express.

Word embedding techniques were applied in natural language processing, which
can more accurately represent the semantic information contained in words. Word or
phrases which are represented as real number of vectors in a low dimensional space
from vocabulary [5–7]. Our framework uses the representation to analyze the temporal
characteristics of the comments. The latest technologies are word2vec [8], GloVe [9]
and fastText [10, 11]. In English processing, Bojanowski [12] proposed to use sub-
words to learn the expression of words. Each word is composed of internal n-gram
letters. Compared with the previous method, they considered the micro-deformation
characteristics of words. In Chinese processing, Chen et al. [13] proposed a similar
method. Grave [14] proposed a method for training such high-quality word represen-
tations. Peters et al. [15] introduced a new type of deep context-dependent word
representation. The vector of each word is based on the entire text in which it is located.
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3 Difference Detection

In this section, according to the temporal features of time-sync comments, we construct
the difference graph of temporal sentiment tendency. Meanwhile, we use the semantic
features among users’ comments to solve the problem of the real-time comment lag-
ging and improve the accuracy of the temporal distribution of sentiment tendency.
Then, through analyzing the difference graph, we find the temporal areas showing
sentiment differences on the playback time.

3.1 Problem Formulation

As we know, when viewing video, users will comment on the video shots they are
interested in. Meanwhile, time-sync comment is a kind of crowdsourced text, users will
also see previous comments sent by other users when watching video on the same shot.
Thus, the sentiment-oriented varies over time. We define a set of time-sync comments
as input, Comments = {c1, c2, …, cn} with two attributes which are Timestamp = {t1,
t2, …, tn} and rollDate = {rD1, rD2, …, rDm}. In other expression, ci(ti, rDi), i = n.
Then we group comments by historical timeline and display sentiment-oriented on the
playback time according to timestamps. The illustration is shown in Fig. 1.

3.2 Temporal Difference Graph Attainment

Statistically, in our data set, the average length of time-sync comments is only 8
Chinese characters. The traditional text analysis method is not suitable for such short
text and such short text contains sparse semantics. The state-of-the-art word embedding
technique ensure semantic information as much as possible. We use the word
embedding method to handle our raw data.

In addition, there has been a challenge. After a user send comment, due to the video
continues to play, there is a deviation the point of time that users really want to express
and the time when comments appear. In Fig. 2, the user wants to review about the
content of scene A. However, scene A only contains few frames. The user writes and

Fig. 1. The illustration of detecting framework
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send comment. It displays in the transition between scene A and scene B. We define
above the comment as the lagged comment. We use the previous mentioned tech-
nologies to solve this problem.

We calculate the mean vector of each word in the sentence, and use this mean
vector to represent the vector of the whole sentence. Each vector dimension is 300, so
we use cosine similarity to describe the semantic similarity between comments. Use
semantic similarity to group lagged comments into the scenarios to which they really
belong. Comment ci corresponds to a pair of Timestamp ti and rollDate rDi, where i
belongs to the size of Comment. Through calculating the sentiment polarity, we attain
to the sentiment polarity about ci which contains a pair of ti and rDi. We use ti and the
sentiment polarity of ci to express the location in graph and describe the variation
tendency according to the rollDate.

3.3 Difference Judgement

To attain the different areas, we calculate the average affective propensity of the des-
ignated playback time t over the global observation period, written as ASt. We also
define different rate (DRt) to represent the degree of change at playback time t.

ASt ¼ 2
Z Z � 1ð Þ

X

X; Y 2 Z
X[ Y

WXt �WYtj j ð1Þ

Where Z is the whole observation period and W means sentiment polarity weight.

DRt ¼ Sti � AStj j; i 2 T ð2Þ

Where T is time span of the whole observation and i is where playback time t at a
specific period.

Fig. 2. The illustration of lag-comment
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Besides, to profile the evolution of sentiment over time, we calculate a simple
moving average (SMA) across the period to smoothen fluctuation in one playback and
emphasize differences across entire times.

4 Experiment

In this section, we conduct experiments on a real-world dataset for detecting the
sentiment-oriented difference areas. Our dataset contains 12 episodes, 2,712 video
shots, 245,778 comments, 24,186 users. The average user posted 10 comments. We
will describe the result of experiments and analysis the evolution of sentiment over
time.

In Fig. 3, we present the temporal sentiment-oriented graph of episode11351
(episode id in dataset) which has been smoothed. In order to have a sufficient number
of comments to clearly characterize the timing changes, we define the grouping of data
according to the timing changes of attention by users after the release of video. For first
group the data include the first week and second week. From third week to eighth
week, data are classified into a second group. After the ninth week, the remaining data
are included in third group.

We can clearly see the marked areas which are the ones with temporal differences.
From the initial release of video to the Internet, the discussion points of users are all in
the first half of video. Especially the introduction part at the beginning, many users
watch it several times and have different feelings each time, so the sentiment difference
of comments is mainly generated here. With the release of video containing relevant
plots, the discussion among users mainly focused on the second half of video. Because
the content of video here contains more foreshadowing. The feelings of users who
watch it for the first time and other users who watch it again are different. After the
ninth week, the story is drawing to a close. Thanks to the beginning and end of the

Fig. 3. Difference areas detected
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story, the mystery left by the end of the first episode is gradually clear. Meanwhile,
many users have a sentiment resonance at the end. The point can be well reflected in
the last difference area.

5 The Conclusion and Future Work

In this paper, we exploit the crowdsourced textual data from time-sync comments to
detect the difference areas through the temporal sentiment-oriented graph. In addition,
using semantic similarity to process lagged comments. Finally, we find the reason for
sentiment evolution by analyzing the result. In the future, we will use the subtitle texts
to solve the noise in comments. To improve the detection efficiency and quality, we
would like to use the general comments about the story line.
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Abstract. The popularization of online social networks (OSNs) opens oppor-
tunities for information sharing. The existing works mainly investigate the
propagation of the single type of information. However, the propagation of
adversarial information, that is, the positive and negative information, still
remains largely unexplored to date. In this paper, a propagation model is pro-
posed to characterize the propagation dynamics of the adversarial information in
OSNs. Afterwards, two different control measures are designed to control the
dynamic propagation process and a new control model with control measures is
obtained. Then, the minimization of the total system costs is modeled as an
optimal control problem. Finally, we obtain an optimal control system using
Pontryagin maximum principle. Experiments on the real-world data set show
that our proposed control measures is efficient in controlling the propagation of
the adversarial information.

Keywords: Online social networks � Adversarial information � Optimal control

1 Introduction

With the popularity of the social network platforms, information sharing has become
prevalent for individuals [1]. On one hand, the propagation of the positive information
brings great convenience in many aspects, such as health care and education. Unfor-
tunately, the propagation of the negative information, such as rumor and gossip has
adverse impacts on individual’s decisions, which can cause social panic, anxiety and
crushes. Therefore, a reasonable propagation model for characterizing the propagation
dynamics of the adversarial information and efficient control measures must be
developed to decrease the influence of the negative information propagation.
Answering these questions can provide the guidance for controlling the propagation of
the adversarial information.

The existingworks involved the Linear Threshold (LT)model [2] and the Independent
Cascade (IC) [3] model mainly utilize these models to study the propagation process of
the information based on individuals. Besides, the Susceptible-Infected-Recovered
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(SIR) model [4] in biology also is utilized to describe the propagation dynamics. For
example, [5] proposed a delayed SLBS computer virus model and investigated the exis-
tence of the optimal control strategy to control the propagation of the computer virus. [6]
established a coupled multiplex network to model the propagation of epidemic dynamics
using Markov chain approach. In addition, [7] developed a rumor spreading model con-
sidering psychological factors time delay. [8] established a model to study the simulta-
neous propagation of the negative and positive information.

However, aforementioned studies mainly focus on the propagation of the single
type of information. Meanwhile, individual’s decision-making behaviors are influenced
by psychology, emotion etc. Consequently, how to model the propagation of the
adversarial information and control the dynamic propagation process is a challenging
work.

In this paper, we aim to establish a propagation model of the positive and negative
information to characterize the dynamic propagation process of the adversarial infor-
mation. Our main contribution is three-fold: (1) We divide the states presented by
different individuals into four types and then propose a propagation model, called
SNPR to characterize the dynamic propagation process of the adversarial information.
Then, we design two different control measures to decrease the proportion of indi-
viduals affected by the negative information. (2) We model the minimization of the
total costs as an optimal control problem. Afterwards, we derive the dynamic change of
two control measures over time and obtain an optimal control system. (3) We conduct
experiments on real-world data set to validate the efficiency of the control measures.
Experimental results demonstrate that our proposed control measures can reduce the
proportion of individuals propagated the negative information apparently.

The remainder of this work is organized as follows: Sect. 2 is our system model. In
Sect. 3, the optimal control measures are presented. We conduct experiments in
Sect. 4. The paper is concluded in Sect. 5.

2 System Model

In this section, for the sake of characterizing the dynamic propagation process of the
adversarial information, we propose a propagation model, called SNPR of the positive
and negative information.

In view of the complicated interaction relationships among individuals, when the
adversarial information is propagated in the network, the individuals received infor-
mation are usually divided into four states: Susceptible state (S) represents that the
individual holds neither the positive information, nor the negative information yet;
Negative information-propagated state (N) represents that the individual receives the
negative information and then propagate it; Positive information-propagated state
(P) represents that the individual receives the positive information and then propagate
it; Mixed information-chaotic state (R) represents that the individual holds both the
positive information and the negative information simultaneously.

Supposed that any individual is in one of four stats at any time and all individuals in
four different states may leave the network with probability x. In what follows, we can
define the following transition relationships of different individuals among four states:
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(1) If an individual in state S receives the positive information, he transfers to the state
P with probability b; or if an individual in state S receives the negative information, he
transfers to the state N with probability a. (2) If an individual in state N receives the
positive information, this individual transfers to state R with probability u. (3) If an
individual in state P receives the negative information, this individual transfers to state
R with probability d. (4) If an individual in state R receives the negative information, he
transfers to state N with probability k; or if an individual in state R receives the positive
information, he transfers to state P with probability l.

Here, we let S tð Þ;N tð Þ;P tð Þ;R tð Þ denote the number of individuals in four state,
respectively. Additionally, we let K denotes the total number of individuals. Similarly,
s tð Þ; n tð Þ; p tð Þ; r tð Þ denote the proportion of individuals in four states, respectively,
where s tð Þþ n tð Þþ p tð Þþ r tð Þ ¼ 1. At the same time, the total number of individuals is
unchanging, that is, S tð ÞþN tð ÞþP tð ÞþR tð Þ ¼ K.

Based on above transition relationships, the SNPR model is formulated as follows:

ds tð Þ=dt ¼ x� as tð Þn tð Þ � bs tð Þp tð Þ � xs tð Þ ð1Þ

dn tð Þ=dt ¼ as tð Þn tð Þþ kr tð Þn tð Þ � un tð Þr tð Þ � xn tð Þ ð2Þ

dp tð Þ=dt ¼ bs tð Þp tð Þþ lr tð Þp tð Þ � dp tð Þr tð Þ � xp tð Þ ð3Þ

dr tð Þ=dt ¼ un tð Þr tð Þþ dp tð Þr tð Þ � kr tð Þn tð Þ � lr tð Þp tð Þ � xr tð Þ ð4Þ

where s 0ð Þ� 0; n 0ð Þ� 0; p 0ð Þ� 0; r 0ð Þ� 0: As presented above, the propagation
process of the adversarial information is investigated. Besides, we propose two control
measures to inhibit the propagation of the adversarial information.

3 Optimal Control Measures

In this section, we design two different control measures. In other words, v1 tð Þ and v2 tð Þ
represent the control measures. Now, we consider an optimal control problem, which is
the minimization of the objective function:

J ¼
Z T

0
an tð Þþ br tð Þþmv21 tð Þþ nv22 tð Þ� �

dt ð5Þ

subject to:

ds tð Þ=dt ¼ x� as tð Þn tð Þ � bs tð Þp tð Þ � xs tð Þ ð6Þ

dn tð Þ=dt ¼ as tð Þn tð Þþ kr tð Þn tð Þ � un tð Þr tð Þ � xn tð Þ � e1n tð Þv1 tð Þ ð7Þ

dp tð Þ=dt ¼ bs tð Þp tð Þþ lr tð Þp tð Þ � dp tð Þr tð Þ � xp tð Þþ e1n tð Þv1 tð Þþ e2r tð Þv2 tð Þ ð8Þ
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dr tð Þ=dt ¼ un tð Þr tð Þþ dp tð Þr tð Þ � kr tð Þn tð Þ � lr tð Þp tð Þ � xr tð Þ � e2r tð Þv2 tð Þ ð9Þ

where T is the control time; a and b denote the losses generated by individuals in state
N and R, respectively. m and n denote the weight of the two control measures.

In order to seek the optimal control measures, we should first define the Lagrangian
function and Hamiltonian function of this optimal control problem, in which the
Lagrangian function is given by:

L ¼ an tð Þþ br tð Þþmv21 tð Þþ nv22 tð Þ ð10Þ

Afterwards, we also can define the corresponding Hamiltonian function as:

H ¼ Lþ 1s tð Þds tð Þ=dtþ 1n tð Þdn tð Þ=dtþ 1p tð Þdp tð Þ=dtþ 1r tð Þdr tð Þ=dt ð11Þ

Combining the (6)–(11), we can obtain equation given by (12):

H ¼ an tð Þþ br tð Þþmv21 tð Þþ nv22 tð Þþ 1s tð Þ x� as tð Þn tð Þ � bs tð Þp tð Þ � xs tð Þ½ �
þ 1n tð Þ as tð Þn tð Þþ kr tð Þn tð Þ � un tð Þr tð Þ � xn tð Þ � e1n tð Þv1 tð Þ½ �
þ 1p tð Þ bs tð Þp tð Þþ lr tð Þp tð Þ � dp tð Þr tð Þ � xp tð Þþ e1n tð Þv1 tð Þþ e2r tð Þv2 tð Þ½ �
þ 1r tð Þ un tð Þr tð Þþ dp tð Þr tð Þ � kr tð Þn tð Þ � lr tð Þp tð Þ � xr tð Þ � e2r tð Þv2 tð Þ½ �

ð12Þ

where 1s tð Þ; 1n tð Þ; 1p tð Þ; 1r tð Þ is the adjoint functions. Besides, the optimal control
measures are given by Theorem 1 and 0� v1 tð Þ� 1; 0� v2 tð Þ� 1.

Theorem 1. Given an optimal control v� tð Þ 2 v�1 tð Þ; v�2 tð Þ� �
and the corresponding

states s� tð Þ; n� tð Þ; p� tð Þ; r� tð Þ of the states, there must exist adjoint functions 1 tð Þ 2
1s tð Þ; 1n tð Þ; 1p tð Þ; 1r tð Þ� �

that satisfying:

d1�s tð Þ�dt ¼ 1�s tð Þ an tð Þþ bp tð Þþx½ � � 1�n tð Þan tð Þ � 1�p tð Þbp tð Þ ð13Þ

d1�n tð Þ�dt ¼1�s tð Þas tð Þ � 1�n tð Þ as tð Þþ k� uð Þr tð Þ � x� e1v1 tð Þ½ �
þ 1�p tð Þ lr tð Þþ e1v1 tð Þ½ � þ 1�r tð Þ u� kð Þr tð Þ ð14Þ

d1�p tð Þ
.
dt ¼ 1�s tð Þbs tð Þ � 1�p tð Þ bs tð Þ � dr tð Þ � x½ � þ 1�r tð Þ l� dð Þr tð Þ ð15Þ

d1�r tð Þ�dt ¼ 1�n tð Þ u� kð Þn tð Þþ 1�p tð Þ dp tð Þ � ln tð Þ � e2v2 tð Þ½ �
þ 1�r tð Þ k� uð Þn tð Þþ l� dð Þp tð Þþxþ e2v2 tð Þ½ � ð16Þ

with transversality conditions: 1s Tð Þ ¼ 1n Tð Þ ¼ 1p Tð Þ ¼ 1r Tð Þ ¼ 0:
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Besides, the optimal control measures v�1 tð Þ and v�2 tð Þ are given by:

v�1 tð Þ ¼ max min x; v1maxf g; 0f g ð17Þ
v�2 tð Þ ¼ max min y; v2maxf g; 0f g ð18Þ

Proof. There must exist a nontrivial vector function 1� tð Þ satisfying the following
conditions: d1 tð Þ=dt ¼ �@H=@q tð Þ and @H=@v tð Þ ¼ 0.

Then, we differentiate the Hamiltonian function with respect to the state variables
q tð Þ 2 s tð Þ; n tð Þ; p tð Þ; r tð Þf g to obtain the adjoint functions using Pontryagin maxi-
mum principle [9]. Thus, we can obtain the following equations:

@H=@v1 tð Þ ¼ 2mv�1 tð Þ � 1n tð Þe1n tð Þþ 1p tð Þe1n tð Þ ¼ 0 ð19Þ

@H=@v2 tð Þ ¼ 2nv�2 tð Þþ 1p tð Þe2r tð Þ � 1r tð Þe2r tð Þ ¼ 0 ð20Þ

Considering the boundary conditions of the optimal control measures, we have:

v�1 tð Þ ¼
0; if x\0
v1max ; if x[ v1max

x; otherwise

8<
: ð21Þ

v�2 tð Þ ¼
0; if y\0
v2max ; if y[ v2max

y; otherwise

8<
: ð22Þ

where x ¼ e1n tð Þ 1n tð Þ � 1p tð Þ� ��
2m, y ¼ e2r tð Þ 1r tð Þ � 1p tð Þ� ��

2n; In addition,
v1max ; v2max denote the upper bound of v1 tð Þ and v2 tð Þ. We rewrite the expression (21)–
(22) as in (17)–(18). Thus, we have finished the proof of Theorem 1. After substituting
(17) and (18) into (6)–(9) and (13)–(16), we can obtain an optimal control system.

4 Experiments

In this section, we evaluate the efficiency of control measures in Matlab, using a Intel
Core(TM) i5-7200U CPU. Besides, we utilize Slashdot dataset, which is a technology-
related news website allowing users to tag each other as “friends” or “foes”, a signed
link (a friend relationship) means that a user likes another user’s comments, while a foe
relationship means that a user finds another user’s comments uninteresting. The
Slashdot network is composed of 82,144 users and 549,202 edges [10]. The basic
parameters are as follows: x ¼ 0:01; a ¼ 0:45; b ¼ 0:2;m ¼ 0:6; n ¼ 0:48:

The experimental results in Figs. 1, 2, 3 and 4 reveal the dynamic propagation
process of the positive and negative information. As shown in Fig. 1, the two control
measures are not implemented at all, the maximum proportion of individuals in states
N and P is 30% and 52%, respectively.
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Additionally, when one control measure is implemented only in Figs. 2 and 3, the
proportion of individuals propagated the positive information is 68% and 56%,
respectively. More importantly, when two control measures are implemented simul-
taneously in Fig. 4, the proportion of individuals propagated the positive information is
72%, which is improved by 40% approximately.

Therefore, the performance of our proposed control measures is superior when two
control measures are implemented simultaneously.

5 Conclusion

This paper proposes a propagation model of the adversarial information in OSNs to
describe the dynamic propagation process of the positive and negative information.
Then, two control measures are designed and an optimal control system is obtained.
The experimental results show that out proposed control measures can decrease the
proportion of individuals affected by the negative information propagation.

Acknowledgments. This work is supported by the National Natural Science Foundation of
China (Grant No. 61872228).

Fig. 1. There is no control measure Fig. 2. There is only v1 tð Þ measure

Fig. 3. There is only v2 tð Þ measure Fig. 4. There is v1 tð Þ & v2 tð Þ measure
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Abstract. The recent researches demonstrate the methods of generating text
headline can tackle the problem of information overload. However, the popular
neural network based framework, namely, encoder-decoder framework is diffi-
cult to handle the headline generation task of long source text. In this paper, we
establish a hierarchical attention headline generation model with a filter to solve
this problem. This model first relies on a filter to extract crucial contents of the
source text, and then the hierarchical attention mechanism accurately identifies
important words. Finally, our model generates a high-quality headline. Exper-
imental results show that the ROUGE scores of our model are higher than those
of classical models. Furthermore, our model achieves better performance than
classical model in dealing with long text.

Keywords: Headline generation � Attention mechanism � Neural network

1 Introduction

The purpose of the headline generation is to generate a text headline with only one
sentence for a source text, which preserves the most important information of the
source text. Compressing a large amount of text information into headlines can
effectively solve the problem of information overload [1].

Traditionally, the text headline generation methods can be categorized into two
types: extractive and abstractive. Among them, extractive method obtains a headline by
extracting the original sentence of the source text. For example, [2] integrated fuzzy
logic, bushy path and word-net synonyms to identify important sentences in the source
text. Besides, [3] utilized the multidimensional knowledge representation framework to
extractive headline. By comparison, abstractive method generates a headline using
words or sentences that have not appeared in the source text. In fact, some recent
studies demonstrate that the text headline generated by abstractive method is more
similar to that of manual generation [4]. Therefore, the abstractive method has attracted
widely concern of researchers. [5] established a encoder-decoder framework based on
neural network to generate headline, which has made impressive performance. [6]
extended the encoder-decoder framework, selecting important sentences and words
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from the source text before decoding. [7] used a dual encoder model to encode the
source text coarsely and finely, respectively.

Unfortunately, there are several issues remain to be solved in the aforementioned
models. For example, the popular encoder-decoder framework is more effective only
when handling short texts with less characteristics, resulting in poor performance in
generating headline for long source texts.

To address this issue, we propose a hierarchical attention headline generation model
with a filter, called HAF. Specifically, four classical extractive methods with good
performance are used to construct the filter in this model to obtain the important parts
of the source text, called coarse summaries. Following, these coarse summaries are fed
into a encoder-decoder model based on hierarchical attention framework to generate a
accurate text headline. Consequently, this gives the encoder-decoder attention frame-
work the ability to generate high-quality headline for long source text. Finally, for the
sake of evaluating the performance of our model, we conduct experiments on the
Gigaword and DUC-2004 data sets, the experimental results demonstrate that the
performance of our model is significantly superior to that of the classical headline
generation models.

The remainder of this paper is organized as follows: Sect. 2 presents our problem
formulation. Section 3 describes our model. The experimental evaluation is conducted
in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Problem Formulation

In this section, we first illustrate the flaws of the common encoder-decoder model using
an example. Then, we present the problem formulation of headline generation. Obvi-
ously, as shown in Table 1, we can observe that the model is able to capture the main
information of the short source text and generate a headline that conforms to the facts.
By contrast, when the source text is long, the model loses the main information of the
source text and generates a ridiculous headline.

Definition 1: In order to generate a good headline, The headline generation model find
y1 that maximize the conditional probability p under the condition of X on the premise
of the constraints in Eq. (2), which can be shown as follows:

Y ¼ argmax
yt

Yn
t¼1

p yt y1; . . .; yt�1f g;Xjð Þ ð1Þ

s:t:
n\m
xi; yj 2 V
1� i�m; 1� j� n

8<
: ð2Þ

where X is the input source text content X = {x1, x2, …, xm}, m is the length of the
source text, xi denotes the i-th word in the source text, V is the word vocabulary, and
the generated headline is represented by Y = {y1, y2, …, yn}, in which the j-th word is
denoted as yj, n is the word number of the headline.
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3 Model

In what follows, we describe our proposed HAF model, which consists of a filter and
an encoder-decoder framework with hierarchical attention mechanism.

3.1 The Filter

For the sake of solving the problem of information loss in common encoder-decoder
model, we construct a filter based on four different mature extractive methods. The
filter extracts important parts of the source text and obtain the coarse summary {S1, S2,
S3, S4}, the maximum length of these coarse summaries is no more than 45 words. The
four extractive methods are as follows:

(1) TextRank is a graph-based sorting algorithm for text. The basic idea comes from
Google’s PageRank algorithm [8].

(2) LexRank is also a graph-based method. The method uses the similarity of sen-
tences to calculate the weight of sentences [9].

(3) SumBasic is a word-frequency based summarization system [10].
(4) KL-sum takes advantage of topic vocabulary distribution to identify important

contents in source text [9].

3.2 Encoder-Decoder

The encoder is used to map input source text into a vector representation, that is, the
context vector. In our model, the encoder accepts four coarse summaries and generates
four context vectors. We adopt a bidirectional Gated Recurrent Unit(GRU) [11]

Table 1. An example of generating headlines for source text of different lengths

Short text Four children were killed and another three wounded thursday when an old
mortar fuse exploded as they played with it in Afghanistan’s capital, police
said

Standard
headline

Children killed by old explosives in Afghanistan

Generated
headline

Four children killed in northern Afghanistan

Long source
text

It is a cast worthy of a political thriller: a former convict whose claims
about a former president and first lady spurred a criminal investigation; a
prominent senator’s brother-in-law, who worked undercover for federal
agents looking into the case; sworn enemies of the former first family trying
to dig up fresh dirt, and some hollywood stars

Standard
headline

Trial over hillary clinton’s hollywood event has a strong cast

Generated
headline

Former white house shows banda’s first lady
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encoder to capture dependencies of source text and increase the integrity of the
information contained in the context vector. A bidirectional GRU consists of forward
and backward GRU.

At time step t, the hidden state het is concatenated by the forward hidden state h
!e

t

with the backward hidden state h
 e

t , which are calculated as follows:

h
!e

t ¼ GRU xt; h
!e

t�1
� �

ð3Þ

h
 e

t ¼ GRU xt; h
 e

t�1
� �

ð4Þ

het ¼ h
!e

t : h
 e

t

h i
ð5Þ

Afterwards, the context vector c is obtained as the average of all the encoder hidden

states: c ¼ Pu
i¼1

hei

� �
=u, where u represents the length of coarse summaries. Ultimately,

we integrate four context vectors {c1, c2, c3, c4} to acquire the composite context

vector: cs ¼ Pp
o¼1

co

� �
=p, where p is the number of coarse summaries.

The attention decoder accepts the composite context vector as the initial state, and
then determines which coarse summaries and word should be concerned. Finally, the
attention decoder generates a headline word. To be specific, the hidden state of the
decoder is determined by the output and hidden state of the previous time step:

hdt ¼ GRU yt�1; hdt�1
� � ð6Þ

Additionally, the attention weight sl of coarse summaries is calculated as follows:

sl ¼ expðcl � hdt Þ=
Xp
o¼1

expðco � hdt Þ ð7Þ

where hdt represents hidden state of the decoder at the time step t.
The attention weight xt

oi of the word in the coarse summaries is computed as:

xt
oi ¼ expðheoi � hdt Þ=

Xm
j¼1

expðheoj � hdt Þ ð8Þ

where heoi is the i-th hidden state in the o-th coarse summaries.
Finally, we predict the headline word based on the context weight at and the hidden

state of the current time step:
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at ¼
Xp
o¼1

Xm
i

slxt
oih

e
oi ð9Þ

p yt y1; . . .; yt�1jð Þ ¼ 1 Whdh
d
t þWaa

t
� � ð10Þ

where 1 �ð Þ is the normalized exponential function. In the test process, we utilize beam
search algorithm with beam size of 5 for decoding.

4 Experimental Evaluation

We train our model with Gigawords corpus, which is an English sentence summary
dataset containing texts and headlines from many information publishing platforms
such as The Xinhua News Agency English Service and Agence France Press English
Service, DUC-2004 is regarded as test set, which has 500 news from New York Times
and Associated Press Wire. Besides, We verify the performance of our model, by
comparing with the following benchmark models. PRE is an extractive method that
outputs the first 75 characters of the source text as a headline. ABS uses CNN encoder
and NNLM decoder to complete the headline generation task [5]. S2S-A is a common
encoder-decoder model based on standard attention mechanism. Sum-Hi [6] is a neural
network model based on coarse-to-fine attention mechanism. In addition, we take the
widely used ROUGE [12] in headline quality evaluation as evaluation metrics.
ROUGE is an automatic summary evaluation method for evaluating recall rate of n-
gram. It evaluates abstracts based on co-occurrence information of n-gram in abstracts.

Fig. 1. ROUGE scores of our model and baseline model.
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As shown in Fig. 1(a), the ROUGE-1, ROUGE-2 and ROUGE-L of our model are
2.72, 1.51 and 4.01 higher than those of the ABS model, respectively, which means
that the quality of the headline generated with our model is superior to that of the
baseline model.

Figure 1(b–d) reveal that the ROUGE scores obtained by our model is apparently
higher than that of the SAS model on source texts of different lengths, which
demonstrate that the HAF model can capture the important information of long text
more accurately. Therefore, the performance of our model is superior to that of the SAS
model.

5 Conclusion

In this paper, we propose a hierarchical attention headline generation model with a filter
to extract important parts of the source text to obtain coarse summaries. Then, the
coarse summary is input into a encoder-decoder framework with the hierarchical
attention mechanism to generate a headline. Experiments on DUC-2004 dataset reveal
that our model can generate a high-quality headline and solve the problem of infor-
mation loss. In our future work, we plan to focus our efforts on improving our model
performance.
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Abstract. LiDAR has been widely used in 3D reconstruction due to its high
resolution, wide range and tolerance towards light and weather. To realize
accurate and complete environment perception and reconstruction, LiDAR point
cloud registration plays a crucial role. This paper utilized an Iterative Closest
Point (ICP) algorithm to register the sparse point cloud sensed by LiDAR into a
whole indoor environment model. Instead of using a standard ICP algorithm, a
point-to-plane ICP is adopted with point cloud selection, point pair matching
and rejection. The transformation value between two point cloud data is itera-
tively calculated and optimized until the defined error metric reaches
convergence.

Keywords: LiDAR � 3D point cloud � Environment modeling � ICP

1 Introduction

Currently, 3D reconstruction technology is a hot topic in environment perception and
path planning of mobile robots, and has been widely studied and applied in the fields of
science and engineering. In the environmental reconstruction of mobile robot, a variety
of sensors, such as radar and video cameras, were utilized to sense the environmental
information to achieve 3D terrain reconstruction. In image-based reconstruction, due to
the resolution limit and the vulnerability to weather and light of image sensors, it was
hard to obtain sufficient 3D environmental information [1]. Moreover, in the absence of
obvious characteristics of the environment, single image sensors were not conducive to
achieving accurate terrain reconstruction. In recent years, due to the development of
LiDAR, combined with graphic technology, terrain reconstruction from 2D to 3D has
been further improved. LiDAR can obtain accurate 3D information of the environment
based on laser ranging, which is not affected by external factors such as light and
weather. Therefore, LiDAR is widely used in 3D terrain reconstruction.

Using LiDAR to perceive the environment, point cloud data collected at a single
time is often insufficient due to the limitation of radar detection range and the occlusion
of objects in the environment. Therefore, it is necessary to collect multiple point clouds
from different locations and register each point cloud into one global terrain, so as to
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achieve more accurate and complete environment reconstruction. Different methods
have been addressed to implement registration, based on features, objects, and
descriptors. Jaw [2] extracted point, line, and plane features, from the scene, as a
combined feature to estimate the transformation parameters between two point clouds,
on the basis of which point cloud registration was performed. Boulc et al. [3] firstly
divided point clouds into several separate objects and calculated correspondence
between objects. After the correspondence was determined, key points were matched
based on object features, instead of only geometric features, for subsequent point cloud
registration.

In point clouds registration, ICP algorithm is the most famous method for calcu-
lating optimal transformation between two point clouds, by iteratively minimizing
defined error metrics. The most commonly used ICP algorithm is the point-to-point ICP
proposed by Besl and McKay [5], which calculated the transformation matrix that
optimizes point-to-point metric based on Euclidean distance between corresponding
points. However, in LiDAR point cloud registration, traditional point-to-point ICP is
hard to obtain ideal registration results, because collected point clouds are sparse and
inhomogeneous, and the physical characteristics of measured points in two point clouds
are usually inconsistent. Chen et al. [6] improved the point-to-point ICP by substituting
a point-to-plane metric for Euclidean distance. The distance between a point and its
corresponding plane was optimized along the surface normal, which improved the
registration significantly.

In this paper, we utilized the point-to-plane ICP method to calculate and optimize
the transformation value between input data, thus to perform the accurate registration of
indoor environmental point clouds. The remainder of this paper is organized as follows.
Section 2 introduces the framework of the proposed registration method. Section 3
displays the result of the experiment. Section 4 makes a conclusion and presents the
future work.

2 The ICP-Based Registration Method of Point Clouds

The ICP algorithm is the most prevalent method for executing accurate registration of
point clouds. The purpose of ICP algorithm is to find the correspondence between point
clouds in different frames by iteratively calculating the optimal rigid body transfor-
mation, including translation and rotation value, until a defined error metric reaches
convergence. The process of an ICP algorithm includes applying filters to select
preferential points from input point clouds, matching point pairs from source point
cloud and target point cloud, discarding invalid point pairs, and minimizing an error
metric to calculate the optimal correspondence between two input point clouds. Fig-
ure 1 shows the flowchart of the ICP algorithm.

Proper selection improves the efficiency of ICP in processing mass point cloud
data, especially dense point clouds, but as the point cloud collected by LiDAR is
sparse, selection will further reduce information and features of obtained point cloud
data, causing poor registration results. Therefore, we only apply a height threshold to
filter ground points, considering the interference caused by ground points when
matching point pairs and calculating point features, and the rest points are all utilized
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without selecting and sampling to avoid information loss. Since the point cloud data
tested in this paper was collected indoors, with almost no floor tilt, the height threshold
is simply defined based on the distance in vertical direction. Figure 2 shows the result
after filtering ground points.

Point matching in ICP finds point pairs between source points and target points, on
the basis of which transformation information is calculated and optimized. The cor-
respondence pairs are obtained from searching the nearest point in target point cloud
for each point in source point cloud. The nearest point finding strategy in this paper is
determined by the Euclidean distance between points. Meanwhile, wrong point pairs
can significantly influence the result of calculating correspondence value between two
point clouds. In this paper, we employ the rejecting method based on Euclidean dis-
tance to eliminate invalid point pairs. Depending on the maximum detection range of

Fig. 1. The Flowchart of ICP algorithm

Fig. 2. Example of the Point Filtering: (a) raw point cloud; (b) the same point cloud data with
ground points removed
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the radar and the detecting environment, we apply a threshold to point pairs and pairs
whose distance is close or beyond the threshold will be considered invalid and rejected.

Normal vectors of measured points in this paper are utilized in error metric mini-
mization. Using the nearest neighbors of each point, several fitting planes are estimated
to calculate the normal vector of each point in the point cloud. By optimizing the target
equation in (1) based on least square method, the normal vector of each point, which is
perpendicular to vectors formed by the point and its neighbors, is obtained.

n ¼ arg min
n;jjnjj¼1

Xk

i¼1

((pi � c)T � n)2 ð1Þ

where n represents the normal vector; pi is the measured point in point cloud; k is the
number of all nearest neighbors; c is the mean of k neighbors.

In experiment, we directly utilized singular value decomposition method to

decompose matrix M ¼ PK

i¼1
ðpi � cÞ. Since the fitting plane represents a set of points

with the same normal vector, meaning a great commonality, n equals the left singular
vector with the minimal singular value.

After matching point pairs, the problem of calculating the optimal transformation
matrix between two point clouds turns into minimizing the error metric in formula (2):

Mopt ¼ argmin
M

X

i

ððM � pi � qiÞ � niÞ2 ð2Þ

where pi and qi is the point in source point cloud, and the point in target point cloud,
respectively; ni is the normal vector of qi; M is the 4� 4 transformation matrix.

Instead of solving the least square error metric by a standard non-linear method,
(e.g. Levenberg-Marquardt method), which requires much computation time, we
employed the linear least square method proposed by Low [4], where a liner least
square optimization, approximate to the non-linear one, is applied to calculate trans-
formation matrix M based on SVD. Once the distance between points is less than a
certain threshold, the error metric is considered converged, with the final transforma-
tion value obtained.

3 Experiment

This experiment employed a Velodyne HDL-32E as the LiDAR equipment to sense the
environment. The LiDAR can collect about 800,000 high-resolution 3D points per
second. The developed algorithm was performed on an Inter® Core™ E3-1231 v3
CPU @3.40 GHz laptop computer 4 GB RAM. Figure 3(a) shows the equipment set
up in our lab where the point cloud data was collected and Fig. 3(b) shows two raw
point cloud data and a detailed view, collected in different frames, without imple-
menting any registration method.
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A large number of ground points shown in Fig. 3(b) easily caused great disturbance
to point pair matching, resulting in poor correspondence calculation. The selection and
rejection step solved the matching dislocation between measured point clouds,
achieving a more precise registration of two point clouds. Figure 4 shows the point
clouds after the accurate registration based on point-to-plane ICP algorithm. With point
selection and pair rejection, the registration result showed a higher accuracy and the
detailed result is also shown in Fig. 4.

The registration accuracy was calculated by the root mean square error (RMSE) of
the distance between measured points. The experiment result of registering with and
without point selection and rejection is compared in Table 1. The registration with
point filtering showed higher accuracy and required fewer iteration times.

(a) Velodyne Sensor (b) Raw Point Cloud

Fig. 3. Experiment Equipment and Collected Point Cloud Data

Fig. 4. Point Cloud after ICP-based Registration
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4 Conclusion

In order to achieve the precise registration of LiDAR point clouds for indoor envi-
ronment modeling, this paper utilized an ICP-based registration method. Based on the
point-to-plane ICP, we matched the nearest points between source and target cloud, and
discarded invalid point pairs. After extracting the normal vectors of point data, the
point-to-plane error metric was employed to iteratively calculate the optimal rotation
and translation value between input point clouds. The experiment showed that two
tested point clouds were precisely registered with our utilized method. Furthermore,
since the point cloud sensed by LiDAR is sparse and non-structural, extracted normal
vectors are not precise enough to provide an effective basis for subsequent registration,
therefore, in the future work, we will adopt a more suitable solution to execute normal
vector extraction, so as to achieve a more accurate registration of LiDAR point clouds.
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RMSE(m) 0.0121
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Abstract. The present research relates to a method for transforming a particle
color based on a weighted image texture mapping. More particularly, to a
particle color mapping method in a Maya graphical tool, particle color mapping
can be performed without using expressions. As the color mapping is performed
by the image texture, any type of image can be represented using particles. In
addition, since particles are grouped and color-mapped, to a weighted image
texture mapping-based particle color conversion method that can be augmented.

Keywords: Maya � Particle color � Image texture � Weight value

1 Introduction

1.1 Research Background

Particles refer to the technique of simulating specific phenomena in computer graphics.
Its advantages are to simulate some specific images of natural phenomena, physical
phenomena and spatial distortions, which is convenient for us to realize some real
natural and random images. Various image/effect implementations using particles have
been performed in various ways in computer graphics work. In Maya, which is widely
used as a computer graphics tool, it is impossible to directly modify the position value
of a particle, or to connect an external input with a position value of a particle, or to
connect an external input and a position value. There is no limit to the color mapping
that can be done only through the particle representation provided by Maya.

On the other hand, a color is set and assigned to an image texture array mapped to a
specific space in the virtual space of the CG image generated by the graphic tool Maya,
and when the particles moving in the virtual space of the CG image pass through the
image texture array, So that the color assigned to the particle is applied to the particle.
In such image texture-based particle color mapping, it is inconvenient to map all the
large particles to virtual space, and then apply color to each of the particles corre-
sponding to the unit area of the image texture array.
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1.2 Research Purposes

Accordingly, the present research has been made to solve the problems of the related
art, and it is an object of the present research to provide an image texture array that is
mapped to a specific space in a virtual space of a CG image generated by Maya, A
weight value is assigned to a region of a size. When a moving particle in a virtual
image space of a CG image passes through an image texture array, a weighted color is
assigned to the image texture array, So that the particle color mapping can be per-
formed without using the particle expressions provided in Maya, so that any type of
image can be represented using the particles, and a new type weighted image texture
mapping based particle color conversion method in which the efficiency of arithmetic
can be increased by grouping and color mapping the particles.

2 Research Method

2.1 Research Outline

According to an aspect of the present research, there is provided a method of operating
a graphical tool, A particle generation step in which a particle aggregate composed of a
plurality of particles is generated by the Maya and output to the virtual space of the CG
image; An image texture generation step in which the image texture is generated by the
Maya; An image texture array conversion step of converting an image texture into an
image texture array in which a unit area of a set size is arranged in a plurality of rows
and columns; An image texture array weighting step of assigning weight values to
areas of a set size belonging to an image texture array; An image texture array position
value corresponding color setting step wherein a color corresponding to a position
value of each unit area constituting the image texture array is set by the Maya; An
image texture array mapping step in which an image texture array is mapped to a
specific space inside the virtual space of the CG image; Particles are placed in the
interior region of the image texture array by movement of the particle aggregate and the
color assigned to the unit region of the image texture array corresponding to the current
position of the particle is assigned to the particle, And a particle color conversion step
in which a color to which the weight given to the area is applied is assigned to the
particle.

In the weighted image texture mapping-based particle color conversion method
according to the present research, the image texture array conversion step may include
a unit area constituting the image texture array composed of one or more pixels.

In the weighted image texture mapping based particle color conversion method
according to the present research, the image texture array weighting step may include
one or more unit areas having a set size to which weights are assigned.

In the weighted image texture mapping based particle color conversion method
according to the present research, in the color matching step, the color corresponding to
each unit area position value of the image texture array is separated into RGB color and
alpha.

In the weighted image texture mapping based particle color conversion method
according to the present research, the particle color conversion step may include: a
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particle-image texture array associating step in which particles are arranged in an image
texture array array while inducing movement of the particle aggregate; An image
texture array position value connection step of connecting a position value of a particle
belonging to a unit area constituting an image texture array and a position value of the
unit area to each other; A particle attribute changing step in which an attribute transfer
imparted to a particle to which a unit area and a position value of the image texture
array are connected is changed to a color attribute; The color assigned to the unit area
position value of the image texture array is assigned to the attribute of the particle
connected to the unit area, so that color mapping is performed, and the color to which
the weight assigned to the area to which the unit area of the image texture array
belongs, a particle color mapping step of assigning a particle color; And a color
conversion completion step of converting the color of the particle by applying a color
separated by RGB color and alpha.

2.2 Detailed Description of the Research

Hereinafter, embodiments of the present research will be described in detail with
reference to the accompanying drawings. In the drawings and the detailed description,
there are shown general computer graphics, graphics tools, Maya, particles, particle
creation, particle color mapping, attribute transfer, image texture, image texture
arrangement, pixel, The description and the operation of the structure and operation
that the workers of the present research can easily understand are omitted or simplified.
In particular, in the drawings and the detailed description, detailed descriptions and
illustrations of the technical structures and functions of the elements not directly related
to the technical features of the present research are omitted and only the technical
structures related to the present research are shown or described briefly respectively.

The weighted image texture mapping based particle color transformation method
according to an embodiment of the present research includes a graphic tool activation
step, a particle creation step, an image texture creation step, an image texture array
transformation step, an image texture arrangement weighting step, an image texture
array position value correspondence color setting step, an image texture array mapping
step, and a particle color conversion step.

The step of activating the graphic tool is the step of activating Maya which is a
graphic tool (20) installed in the computer device (10) as shown in Fig. 1.

The particle generation step is a step in which the particle aggregate (2) composed
of a plurality of particles (1) is generated by Maya and output to the virtual space
(11) of the CG image. Such a particle creation step can generate a particle by gener-
ating a particle grid.

The image texture generation step is the stage in which the image texture (3) is
generated by Maya. The image texture can be composed of various shapes and various
color combinations, and can be composed of various images.

The image texture array conversion step is a step of converting the image texture
(3) into the image texture array (4) in which the unit area (5) of the set size is arranged
in a plurality of rows and columns. In this image texture array conversion step, the unit
area (5) constituting the image texture array (4) is made up of one or more pixels.
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The image texture array weighting step is a step in which a weight value is assigned
to each area of the set size belonging to the image texture array (4). Here, the area of the
set size to which the weight is assigned may be one or more unit areas (5). The weight
may have a value of 0 and 1, a value of 0 to 1, or a value of 1 or more.

The image texture array position value corresponding color setting step is a step in
which the color corresponding to the position value of each unit area (5) constituting
the image texture array (4) is set by Maya. In the image texture array position value
correspondence color setting step, the color assigned to the position value of each unit
area (5) has an attribute of a point color.

Here, the image texture array position value corresponding color setting step
according to the embodiment of the present research allows the color corresponding to
the position value of each unit area (5) of the image texture array (4) to be set separately
from RGB color and alpha. This is because Maya prefers RGB.

The image texture array mapping step is a step in which the image texture array
(4) is mapped to a specific space inside the virtual space (11) of the CG image.

In the particle color conversion step, the particles (1) are arranged in the inner area
of the image texture array (4) by the movement of the particle aggregate (2), and the
unit area of the image texture array (4) corresponding to the current position of the
particle (1) The color assigned to the particle (1) is imparted to the particle (1) and the
movement of the particle (1) to which the attribute transfer is applied causes the particle
(1) to be present in the area inside the image texture array (4) And the color of the
particle (1) is converted while the color assigned to the position value of the image
texture array corresponding to the particle position value is assigned to the particle (1).
In the particle color conversion step according to the present research, the color to
which the weight assigned to the area to which the unit area (5) of the image texture
array (4) belongs is applied to the particle (1).

Fig. 1. A device configuration diagram for implementing a weighted image texture mapping
based particle color conversion method according to an embodiment of the present research.
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For this purpose, the particle color conversion step according to an embodiment of
the present research includes a particle-image texture array association step, a particle-
image texture array position value connection step, a particle attribute change step, a
particle color mapping step, color conversion completion step (Fig. 2).

The particle-image texture array associating step is a step in which the particle (1) is
placed in the area inside the image texture array (4) while the movement of the particle
aggregate (2) is induced. The movement of the particle aggregate (2) can be performed
by attribute transfer given to the particle (1).

The particle-image texture array position value connecting step is a step in which
the position value of the particle (1) belonging to the unit area (5) constituting the
image texture array (4) and the position value of the unit area (5) are connected to each
other.

The particle attribute changing step is a step in which the attribute transfer given to
the particle (1) to which the unit area (5) of the image texture array (4) and the
positional value are connected is changed to a color attribute.

The particle color mapping step is a step in which the color assigned to the position
value of the unit area (5) of the image texture array (4) is assigned to the attribute of the
particle (1) connected to the unit area (5) to perform color mapping. Here, the particle
color mapping step according to the present research allows the color to which the
weight assigned to the area to which the unit area (5) of the image texture array
(4) belongs is assigned to the particle (1). The color conversion completion step is a
step in which the color of the particle (1) is converted by the application of the RGB
color and the color separated by the alpha. The weighted image texture mapping based
particle color conversion method according to an embodiment of the present research
configured as described above is a method of transforming an image texture array that
is mapped to a specific space in a virtual space (11) of a CG image generated by a
Maya, A weight is assigned to an area of a set size for dividing the image texture array
(4) and a particle (1) moving in the virtual space (11) of the CG image is assigned a
weight value. The color assigned to the image texture array (4) at the time of passing
through the image texture array (4) and weighted is applied to the particle (1) so that the

Fig. 2. Detailed order block diagram of the particle color conversion step in the weighted image
texture mapping based particle color conversion method according to the embodiment of the
present study.
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particle color mapping is performed so that the particle color mapping can be per-
formed through the particle expression fundamentally provided in Maya Particle color
mapping can be performed without any type of image being rendered using particles,
and particles can be grouped into color So that the computation efficiency can be
increased. Figure 3 is an image published using this technology at an international
exhibition. (2nd IACC at FRESCO in TEXAS, USA)

3 Conclusion

In Maya, which is widely used as a computer graphics tool, it is impossible to directly
modify the position of a particle or to link an external input with a position value of a
particle, or to link an external input and a position value. There is a limit to the ability
to do color mapping only through the particle expressions that are provided by Maya
only. According to the weighted image texture mapping based particle color trans-
formation method of this study, the particle color mapping is done by linking the image
texture array with the weighted value of the particle and the particle color mapping is
done without going through the underlying particle expression in Maya, In particular,
according to the weighted image texture mapping based particle color conversion
method according to the present research, particles are grouped and color-mapped to
increase the computation efficiency.
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Abstract. With the rapid development of WeChat’s business economy, cus-
tomer data is exploding. Taking the tortoise herb jelly WeChat marketing data in
WuZhou as an example, how to accurately analyze customer data, discover
customers’ consumption characteristics of the tortoise herb jelly, and provide
different efficacy tortoise herb jelly products pertinently to different customer
groups, has become a major problem in the development of enterprises. In order
to solve the above problems, this paper applies clustering analysis algorithm to
the process of customer group mining, uses the key information of existing
customers to classify customer categories, and obtain higher latitude customer
information. Experiments show that customer segmentation based on clustering
results can improve the analysis efficiency of the relationship between customer
groups and products, identify important factors affecting product sales, and
provide support basis for enterprises to carry out customer-centered precision
service.

Keywords: WeChat business � Data mining � Customer group �
Cluster analysis

1 Introduction

With the rapid development of WeChat business economy [1], WeChat marketing has
become the main way to sell tortoise herb jelly [2]. At the same time that customers are
growing explosively, enterprises also collect a large amount of transaction data through
the marketing platform [3, 4]. Taking the tortoise herb jelly WeChat marketing data in
WuZhou as an example, how to accurately analyze customer data, discover customers’
consumption characteristics of the tortoise herb jelly, and provide different efficacy
tortoise herb jelly products pertinently to different customer groups, has become a
major issue in the development of enterprises. In order to solve this problem, this paper
takes the mass data of WeChat marketing of tortoise herb jelly as the research back-
ground, constructs structured customer analysis data set by extracting multi-source data
related to tortoise herb jelly consumption, proposes a method of customer group mining
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based on mass data, and establishes PEMST data model and K-Means clustering model
to mine and analyze customer data set. On the one hand, the model can explore the
characteristics of different customer groups, analyze the relationship between different
customer groups and a certain type of tortoise herb jelly products, and provide cus-
tomers with accurate products based on the relevance in the process of customer
consumption; on the other hand, it can help companies find out the main factors which
impact product sales, targeted development of marketable products, improve the
accuracy of marketing, support enterprises to carry out customer-centric precision
services. Experiments show that the clustering model based on K-Means algorithm can
effectively mine a large number of customer groups and improve the efficiency of data
analysis. It is suitable for large-scale data analysis of enterprises to find valuable
customer groups.

2 Problem Statement

In the face of fierce market competition, WuZhou tortoise herb jelly Enterprise is also
facing business crisis such as customer loss, competitive decline and inaccurate product
positioning. The advent of the information age has transformed the focus of business
operations from product center to customer center. How to find high-value customer
groups has gradually become a core issue for enterprises. This paper obtains the
analysis results needed to solve the above problems by constructing a reasonable
customer value assessment model and conducting data mining.

The customer value model mainly includes five indicators: age, sex, product_type
(product type), lottery_count (lottery count), and province (purchase province). This
paper identifies customer groups with different values through customer segmentation,
and built the PEMST model.

According to the above indicators, how to mine high-value customer groups from
the PEMST model can be formalized as:

M :¼ arg max
v

f t; vð Þ

N :¼ arg min
c

g t; cð Þ

8
><

>:
ð1Þ

where t is the customer type, v is the business value, and f() is the relationship function
between the customer type and the business value. From the perspective of the
enterprise, the business valueM obtained by selecting the appropriate customer type t is
the larger the better; c is the operating cost of the enterprise, and the operating cost N of
the enterprise selected by the appropriate customer type t is the lower the better.
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3 Construction of Mining Models

3.1 Data Extraction and Preprocessing

Due to the large number of attributes in the original data, this paper selects only five
attributes related to the PEMST indicator according to the customer value PEMST
model of the enterprise WeChat platform: E = age, S = sex, T = product_type (product
type), M = lottery_count (lottery count), P = province (purchase province).

The corresponding product types are: 1 is the original tortoise herb jelly; 2 is the
beauty acne tortoise herb jelly; 3 is the lotus seed & Job’s tears tortoise herb jelly; 4 is
the conditioning caring nervous tortoise herb jelly; 5 is the LuoHan chrysanthemum
tortoise herb jelly.

After data cleaning by attributes construction and data standardization, this paper
obtains a format that meets the needs of mining tasks and algorithms, as shown in
Table 1.

3.2 Model Building

In order to solve the problem defined by Eq. (1), we proposed the customer value
analysis model, and its construction process is mainly divided into two parts: firstly we
proposed the PEMST data model, secondly we used the K-Means clustering algorithm
to cluster the customers.

K-Means is one of the clustering algorithms, where K represents the number of
categories and Means represents the mean value. As the name implies, K-Means is an
algorithm that clusters data points by mean value [5, 6]. The K-Means algorithm
divides similar data points by the preset K value and the initial centroid of each
category, and obtains the optimal clustering result through the divided mean iterative
optimization.

In order to analyze high-value customers from the customer group and their pur-
chasing power data, we need to determine the number of initial centroids and classify
them according to the distance between the group and its purchasing power to the
centroid. We use the Euclidean distance to calculate the similarity, the smaller the
distance, the higher the similarity between the two users. We assume that the sample
data set is D ¼ x1; x2; � � � ; xu; � � � ; xnf g, then the data of the u-th user is
xu ¼ xiu; x

j
u

� �
, where xiu is the purchase quantity of user u, and x ju is the group attribute

of user u. Let the k-th initial centroid is lk ¼ lik; l
j
k

� �
. Then the similarity d of xu and

lk is calculated as:

Table 1. Data set after property selection

Customer name age sex product_type lottery_count province

dodo 21 1 5 2 GuangXi
Emma 22 1 2 3 GuangDong
Abby 16 2 1 2 GuangXi
…
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d ¼ xu � lkk k2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xiu � lik
� �2 þ x ju � l j

k

� �2
q

ð2Þ

The K-Means algorithm mainly divides the sample set into K clusters according to
the distance between the given sample sets (that is the distance d between xu and lk
above), make the distance between the clusters is as large as possible and the points
distance between each other in the cluster is as small as possible. Specifically, it can be
refined into the following steps:

Step 1: Select K objects in the data space as the initial center, and each object rep-
resents a cluster center;

lk ¼
1
ckj j

X

xu2ck
xu ð3Þ

where |Ck| represents the number of data objects in the k-th class cluster, the summation
in this formula refers to the sum of all the elements in the class cluster Ck on each
column attribute, so Ck is also a vector containing E attributes, expressed as:

Ck ¼ ðCk;1;Ck;2; . . .Ck;EÞ ð4Þ

Step 2: According to the Euclidean distance between the data objects in the sample and
the clustering centers, they are allocated to the nearest clustering (the highest similarity)
according to the nearest criterion.

Step 3: Update the cluster center. Calculating the value of the objective function by
using the mean value corresponding to all objects in each category as the cluster center
of the category;

Step 4: Judge whether the values of the cluster center and the objective function
change or not. If they do not change, then output result. If they change, return to step 2
and repeat the process. The specific process is shown in the following pseudocode:

Algorithm 1 A Customer Mining Algorithm Based on K-Means
Require: The sample data set { }1 2, , , , ,u nD x x x x= ... ...

α .
Ensure:

1: Initialize: k=5, mean vector { }1 2, , , kμ μ μ... . 
2: repeat
3:     for j in 1:m do
4:         Calculate the similarity d according to Eq. (2)
5:     for i in 1:k do

6:    Calculate 1

u k

k u
x ck

x
c

μ
∈

= ∑

7: util: 
k

i
E d α⎛ ⎞= ≤⎜ ⎟

⎝ ⎠
∑V

Output: Cluster division ( ),1 ,2 ,, , ,k k k k EC C C C= ...
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As with the above principle, we perform clustering calculation by combining the
customer group with the product type, the product type with the regional distribution,
and finally get the best customer group classification.

4 Experiment

4.1 Analyze the Relationship Between Customer Groups and Product
Types

Using the data model we have established to analyze the relationship between customer
groups and commodity types, as shown in Figs. 1 and 2. Group 1 (under 30 years old
customer group) has the highest consumption ratio of No. 2 (beauty acne tortoise herb
jelly); Group 4’s (over 60 years old customer group) favorite product is No. 4 (con-
ditioning &caring nervous tortoise herb jelly); Group 2 (customer group between 30
and 45 years old) and Group 3 (customer group between 45 and 59 years old) prefer the
No. 1 (original tortoise herb jelly). According to the above analysis results, enterprises
can clearly know which are the high-consumer groups, and which are the middle and
low consumer groups, and according to the consumption behavior of different customer
groups, accurately develop and produce marketable products for them, and improve the
competition of enterprises.

4.2 Analyze the Relationship Between Product Type and Regional
Distribution

Through cluster analysis, we can accurately find out where Wuzhou tortoise herb jelly
has a high sales volume. From Figs. 3 and 4, we can see that the largest sales areas of
tortoise herb jelly products are Guangxi and Guangdong, and different customer groups
have different needs for tortoise herb jelly. Therefore, enterprises can develop new
products according to the analysis results to meet the needs of different customer
groups. At the same time, enterprises can maintain different customer groups accurately
according to the analysis results, improve customer loyalty to enterprise products, and
achieve stable and rapid development of enterprises.

Fig. 1. Analysis diagram of the relationship
between customer groups and commodity types

Fig. 2. Cluster analysis of customer and
purchase number
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Based on the above analysis results, we define four customer categories: the most
valuable customer; the important value customer; the general value customer; the low
value customer (1). According to the characteristics of customer groups, we rank all
kinds of customer groups, and the results are shown in Table 2.

5 Conclusion and Future Work

In order to enable enterprises to mine customer behavior from complex data and
analyze customer preferences, guide product production and support the formulation of
marketing strategies. We propose a clustering-based customer group mining method,
which includes PEMST data model and K-means customer clustering model.

The experimental results show that enterprises can use our model and algorithm to
analyze customer data. The results can help enterprises better distinguish customer
groups with different values, obtain the distribution of commodity types and regions,
and the preferences of different customer groups for commodity types, thus reducing
customer maintenance costs and improving business efficiency. The model constructed
in this paper can also be applied to other industries or enterprises that need customer
maintenance to facilitate their differentiated management of different customer groups,
so as to make customer service more precise and improve the competitiveness of
enterprises.

Fig. 4. Product type - regional distributionFig. 3. Analysis of purchasetime and pur-
chase area

Table 2. Customer group value ranking

Customer groups Commodity type Ranking Category

Group 1 2 1 the most valuable customer
Group 4 4 2 the important value customer
Group 2 1 3 the general value customer
Group 3 5 4 the low value customer
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Abstract. In recent years, indoor localization base on fingerprint has become
more common. Due to the complexity and variability of indoor environment, it
is difficult for traditional indoor localization algorithm to obtain better local-
ization accuracy and stability. In this paper, we propose a high performance
fingerprint localization algorithm based on random forest (HPFLRF), which has
higher precision and stability. Our algorithm could select a valid subset of APs
through multiple AP selection method. In addition, our algorithm uses the
random forest training positioning model to improve the stability of the algo-
rithm effectively, and overcome the problem of overfitting in single decision tree
model. The results of experiment show that our algorithm has better localization
performance which average positioning error is 1.3718 m, only one seventh of
the localization algorithms based on multiple times AP selection and decision
tree.

Keywords: AP selection � Random forest � Positioning stability �
Indoor localization

1 Introduction

With the increasing popularity of smart mobile devices, users have higher demand for
location-based services (LBS) include high precision indoor positioning. In recent
years, many researchers have focus on the research of indoor positioning algorithm.
Although the outdoor positioning based on GPS has been able to achieve very high
positioning accuracy. However, due to the complexity and diversity of indoor
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environment, there are multipath effects, attenuation, diffraction and scattering phe-
nomena in indoor signal transmission, so it is more difficult to obtain high precision
indoor position coordination.

In recent years, a large number of indoor localization algorithms have been pro-
posed as solutions for accurate indoor localization. In [1], an AP selection method
based on information gain was proposed to improve the effectiveness of AP selection,
and location based on the decision tree model. In [2], FS-kNN is proposed to improve
localization accuracy. They build up a novel RSS-level based feature scaling model
which is used to improve positioning accuracy. Paper [3] proposed a positioning
algorithm based on neural network modeling. The algorithm can get a better model of
Wi-Fi signal, and improve positioning accuracy. In [4], the author proposes an original
algorithm based on machine learning. Moreover, this paper investigates several kernel-
based machine-learning techniques, such as LS SVM, SVR. Moreover, the DeepFi is
proposed in paper [5], which is a novel deep learning method based on indoor fin-
gerprinting system with Channel State Information (CSI). This paper use a greedy
learning algorithm to reduce complexity by training the weights layer-by-layer, and use
a probabilistic method based on radial basis function to obtain the estimated location.

The original random forest algorithm is proposed in [6], which is a supervised
machine-learning algorithm. Each random forest model is composed of multiple
decision tree models. Random forest algorithm has strong generalization ability and can
prevent the problem of overfitting. The algorithm of this paper construct a positioning
model based on random forest algorithm with good positioning performance. In
addition, HPFLRF selects valid APs by multiple AP selection method, which can
further improve the precision of location.

The rest of the paper is organized as follows: Sect. 2 describes HPFLRF in detail.
Section 3 is about the experimental results and analysis. Section 4 is a conclusion of
MTAPS.

2 Algorithm Description

HPFLRF consists of two parts: offline phase and online phase. There are four steps in
the offline phase, AP data collection, AP selection, location clustering and random
forest location model construction.

2.1 AP Data Collection

The purpose of this step is to build up the initial fingerprint database by collecting AP’s
RSSI data in the localization environment. The detailed process is as follows. Firstly,
we divide the positioning environment into squares of the same size. The center of each
square is marked as the reference position of the square. Each reference position has a
label and a two-dimensional coordinate. At each reference position, collecting AP’s
RSSI data for a period. Finally, we use these AP data to form the initial fingerprint
database.
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2.2 AP Selection

Currently, WiFi access points are popularity in our living environment, so a large
number of APs can be detected in the location environment. At the same time, this can
lead to dimension increasing of the fingerprint database. In addition, due to the com-
plexity of indoor environment, some APs in the detected APs set have bad effect on
positioning accuracy. Therefore, it is necessary to select suitable subset of APs from all
APs. This selection step can effectively improve the performance of positioning
algorithm. Therefore, as in this paper, HPFLRF runs AP selection method twice to
improve the performance of location. The process is as follows:

(1) Obtain primary AP subset

First, set th1 as the signal strength threshold of AP. Then, calculating the average signal
strength of each AP detected at each location during the collection time. Finally,
comparing the average signal strength of each AP with th1. Abandon the APs that
average signal strength is less than th1, and merge the remaining APs into primary AP
subset Pr iAP.

(2) Obtain fingerprint AP subset

Information gain (InfoGain) algorithm [1] is proposed as a new AP selection method
based on information theory. InfoGain algorithm uses AP’s information gain to rep-
resent the AP’s discriminative power to location. The more discriminative power, the
more important AP is. In this sub-step, our algorithm calculates the information gain of
each AP in Pr iAP by using InfoGain algorithm. According to the information gain, all
APs are sorted in descending order, and then the first k APs with the larger information
gain are selected to constitute the subset of fingerprint AP FingerAP. Then structuring
fingerprint vector of all reference locations based on FingerAP and forming the location
fingerprint database based on fingerprint vector.

2.3 Clustering Location and Making up Random Forest Decision Model

The traditional fingerprint location algorithms usually matches the locating sample with
the fingerprint of all reference positions, and chose the position with the highest
matching degree as the target position. As in our algorithm, we divides all the reference
positions into clusters and places the reference positions with high similarity into a
group. In this way, the real-time location data only needs to match with a part of
reference locations, which can effectively improve the efficiency of the algorithm. In
our algorithm, we use a classical cluster algorithm, k-means algorithm [7], to cluster
reference locations. When the location clustering is finished, we can get the fingerprint
set of each location cluster.

Then, HPFLRF builds up a random forest decision model for each location cluster.
The process is as follows: build up random forest model for cluster i, and cluster i
contains m reference locations. The sampled data at these reference locations constitute
the original training sample set OriSet of cluster i, and the size of sample set is N.
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(1) Determine the number of decision tree that is contained in each random forest M
and the number of attributes K that is used in decision tree, which is the number of
APs.

(2) Based on the idea of set-back sampling, M training data sets are randomly
extracted from OriSet, and the size of each training set is N.

(3) Randomly generate M AP sets based on Pr iAP, and the size of each AP set is K;
(4) Map the M training data sets to M AP sets one by one, and use them to train the

decision tree models for every random forest. Each decision tree model is trained
by C4.5 algorithm [8].

2.4 Online Phase

As in online phase, HPFLRF includes two steps. The process is as follows:

(1) Determine the real-time location data belongs to which cluster. Calculating the
Euclidean distance between location data and each location cluster, and select the
location cluster as the target cluster, which has the smallest Euclidean distance to
the location data.

(2) Decide the target location of real-time location data. In previous sub-step,
HPFLRF get the cluster that real-time location data belongs to. In this sub-step,
HPFLRF uses the random forest model of this cluster to obtain the target location.
First, each random forest contains M decision tree models, and each decision tree
model get a positioning result for the location data. Therefore, HPFLRF can form
a positioning result set through random forest, which size is M. Then, counting the
times of each result in the result set and sort the positioning results in descending
order. If there is only one result with the largest proportion, this result is the final
target result. Otherwise, if there are multiple results with the largest proportion,
the average value of these positioning result coordinates is taken as the final target
result.

3 Experimental Evaluation

In this section, we evaluate the performance of HPFLRF through several experiments.
As Fig. 1 shows, the experiment is carried out in the fourth-floor corridor of main
building of Xidian University. The experimental testbed include 177 reference loca-
tions, and every reference location is a grid of 0.8 m * 0.8 m. In the phase of collecting
AP data, we collect 50 samples at every reference location. Each sample lasts six
seconds. As a result, we can scan more than one hundred APs at every reference
location in our localization environment.

We compare the positioning performance of HPFLRF with the positioning algo-
rithm based on InfoGain algorithm and C4.5 decision tree, as well as the positioning
algorithm based on multiple times AP selection and C4.5 decision tree. Figure 2 shows
the 20 positioning test results of 33 positioning samples. It can be seen from the figure
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that HPFLRF has good positioning accuracy and smaller fluctuation of positioning
result. The average of HPFLRF is 1.3607 m, and the variance of the average posi-
tioning error is 0.0171. The average positioning error of the other two algorithms is
1.5152 m and 1.7465 m.

Figure 3 shows the influence of different clustering numbers on the three algo-
rithms. From the figure, we can see that HPFLRF has the best positioning accuracy
under the condition of the same number of clusters. And when the number of clusters is
1, that is, no location clustering is conducted, the positioning accuracy of HPFLRF is
the worst. Therefore, location clustering can improve positioning accuracy.

Fig. 1. Experimental testbed
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Fig. 2. Comparison of positioning performance of the three positioning algorithm

362 P. Huang et al.



4 Conclusion

This paper proposes a high performance fingerprint localization algorithm based on
random forest. HPFLRF could improve the performance of AP selection algorithm by
multiple times AP selection. In addition, HPFLRF based on the random forest theory to
establish positioning model, which can effectively promote positioning accuracy, and
improve the stability of the algorithm. HPFLRF could overcome the problem of
overfitting effectively by random forest theory, and does not need any pruning. The
results of the experiments show that our algorithm has good positioning performance.
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Abstract. Recently, drones have been widely used in various fields. The most
active field is aviation drones, where various drones are used in combat to
conduct unmanned surveillance and attacks, and in recent years the US military
has trained drones pilots. In addition, it is used in various fields such as forest
fire monitoring, border surveillance, broadcasting, aerial surveys, environmental
monitoring, and courier delivery. In recent years, the range of applications for
personal use and leisure has been widening. The next most frequently used field
is the automotive sector. In the case of vehicles, autonomous navigation is added
to general automobiles, and unmanned vehicles are expected to be realized
within 10 years. On the other hand, the use of drones in the marine sector is
somewhat lower than in aviation or the field of vehicles. In particular, many
companies are conducting research and development in the aviation and auto-
mobile fields, but only a few representative companies are conducting research
and development in the marine field. Conventional marine drones are mostly
utilized in the public and military fields, but MR-SENTINEL proposed in this
paper is a system used for private sector such as aqua farming and marine
environmental monitoring. The MR-SENTINEL designed and developed in this
paper uses an electric propulsion motor with a length of 3 m. MR-SENTINEL’s
communication system basically uses WiFi and enables free operation without
additional communication fee. In addition, existing systems used expensive
sensors, but MR-SENTINEL uses low-cost sensors to lower the price, so it can
be widely used in the private sector.

Keywords: USV � Remote operation � Marine drone � Electric propulsion �
ROS

1 Introduction

Recently, drones have been widely used in various fields. The most active field is
aviation drones, where various drones are used in combat to conduct unmanned
surveillance and attacks, and in recent years the US military has trained drones pilots
[1]. In addition, it is used in various fields such as forest fire monitoring, border
surveillance, broadcasting, aerial surveys, environmental monitoring, and courier
delivery. In recent years, the range of applications for personal use and leisure has been
widening. The next most frequently used field is the automotive sector. In the case of
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vehicles, autonomous navigation is added to general automobiles, and unmanned
vehicles are expected to be realized within 10 years. On the other hand, the use of
drones in the marine sector is somewhat lower than in aviation or the field of vehicles.
In particular, many companies are conducting research and development in the aviation
and automobile fields, but only a few representative companies are conducting research
and development in the marine field. Conventional marine drones are mostly utilized in
the public and military fields, but MR-SENTINEL proposed in this paper is a system
used for private sector such as aqua farming and marine environmental monitoring. The
MR-SENTINEL designed and developed in this paper uses an electric propulsion
motor with a length of 3 m. MR-SENTINEL’s communication system basically uses
WiFi-Mesh and enables free operation without additional communication fee. In
addition, existing systems used expensive sensors, but MR-SENTINEL uses low-cost
sensors to lower the price, so it can be widely used in the private sector.

2 Related Works

2.1 ROS

ROS is short for Robot Operating System and is open source software [2]. It has been
continuously updated since its first release in 2008. ROS provides hardware abstrac-
tion, sub-device control, general functionality, and messaging between processes,
package management, and various debugging tools needed to develop robotic appli-
cations. ROS is basically a software platform and supports heterogeneous hardware at
the same time. ROS has supported various hardware platforms such as ARM, MIPS,
and x86, and the supported development languages are C, C++, Python, and Java.
Robots based on ROS include Turtlebot 2, Pepper, Gatper, and Open Manipulator.
Nevertheless, there is very little use of ROS in the USV field.

2.2 Autonomous Control Level

Drones are developed for the purpose of being used from remote control to fully
autonomous operation. In the case of remote control, only a communication system for
controlling the drone at a long distance is basically needed. The status of the drone
itself and the surrounding environment information are determined by a user who is
located in remotely.

Sensors for collecting environmental information are installed in “Remote Control
with Vehicle stat knowledge” is one step higher than “Remote Control”. Sensors such
as a GPS, a camera, LiDAR, sonar, etc. is installed to collect the current location of the
drone and the surrounding environment information. Sensor systems are limited to
providing current status information to the operator in real time. There are also eight
more levels.
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3 MR-SENTINEL

3.1 Hull Design and Engineering

The unmanned surface vehicle system designed and implemented in this paper is
named MR-SENTINEL. MR means Marine Robot. MR-SENTINEL is designed for
monitoring the aquafarm or near the coastline and aims to operate the unmanned
surface vehicle within 1 * 2 km maximum based on the remotely located device. For
this purpose, the hull was designed as a catamaran type with a length of 3 m and a
width of 1.5 m.

For the analysis of the kinematic performance, a model-2 ship with ship lines and
body plan was used. The loading conditions were added to the 12th loading condition
of the Design Load Condition. Numerical modeling is the data obtained by idealizing
the fluid in contact with the hull as a 4-node or 3-node fluid element, and using this, the
motion analysis is performed using WAMIT (Ver. 5.3S) programmed with BEM
(Boundary Element Method), And the results of the analysis are plotted according to
the period (s) of the waves. The motion of the ship was calculated by applying the 6 -
DOF motion to 13 conditions of wave incidence in 13 directions and 39 wave periods.

3.2 Hardware Specification

As mentioned in the previous section, MR-SENTINEL used Catamaran. The reason is
that the use of a considerably sized WiFi-Mesh (13 “X13” X1 “) antenna, which is
capable of telecommunication over 10 km, as a communication protocol for remote
control. It includes peripheral equipment parts such as gimbal for the stable commu-
nication environment even in swaying and pitching of the hull. The reason for using
WiFi Mesh is that the main consumer, fishermen, do not like it because of monthly
charges for LTE or satellite communications that can be used for remote control.

The main power unit of MR-SENTINEL uses electric motor for clean sea envi-
ronment. Electric motor specification is DC 24 V, 30A and BLDC type motor is used.
In order to secure a certain level of torque to cope with the propulsion and external
impact, a speed reducer was installed and the maximum number of revolutions of the
propeller was determined to be 600 rpm. Two cameras were installed for marine
surveillance. One is used to detect obstacles in the front and to check the surrounding
conditions, and the other is for detecting marine jellyfish and garbage. In order to
recognize jellyfish and garbage, we used image recognition technique using YOLO
technique. In order to prevent collision at close range, two USD-20LX-H01 LiDAR
sensors of HOKUYO Automatic Co., Ltd were used to detect obstacles within 10 m.

There are two main reasons for using the gyro sensor in MR-SENTINEL. The first
reason is to reduce the error of positional information when MR-SENTINEL is not
moving on the surface. Another reason is that it is used to assist in the processing of
images acquired through the camera when the MR-SENTINEL’s pitch and rolling
occur due to waves. In the case of the images obtained in the rolling and pitching
situations, the horizon is formed in a higher region, or when an object inclined or
partially cut out on the screen occurs.
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3.3 Design and Implementation of MR-SENTINEL

MR-SENTINEL requires a suitable operating system to operate. Although there are
various open source and commercial platforms such as ROS [2], ArduPilot [3],
OPENROV [4], WARTHOG [5], and DroneCode [6], These are not suited to marine
environment, so we decided to develop an operating system for MR-SENTINEL. The
MR-SENTINEL system implemented in this paper consists largely of MR_SENTI-
NEL_S, MR_SENTINEL_L, and Framework parts. MR_SENTINEL_S is installed on
the unmanned surface vehicle, MR_SENTINEL_L is installed on the remote control
system on the ground, and Framework is the common library used by MR_SENTI-
NEL_S and MR_SENTINEL_L. The development language was developed with C#
and .NET Framework 4.5.

The framework package consists of extracting functions commonly used in
MR_SENTINEL_S and MR_SENTINEL_L. A GPS package for processing GPS
signals, a Model package for storing files in a database or file system, a serial package
for reading data from joysticks and gyroscopes, and a basic protocol for exchanging
data between MR_SENTINEL_L and MR_SENTINEL_S A protocol package and a
Net package, a Helper for reading configuration or content from a text file or database,
and a UI package for defining a user interface.

MR_SENTINEL_S is package installed on unmanned surface vehicle itself. It is
composed of Collect, Config, Frm, Gpio, Model, Serial, Server, UI and Worker.
MR_SENTINEL is composed of a Collect package that reads data from sensors, Form
package and UI package that provides user interface screen, Model to save text file or
database configuration file, Serial package for controlling electric motor through RS-
232C or RS-485, a Gpio package that directly controls the digital input/output device,
and a Server package that allows access from MR_SENTINEL_L.

The basic functions of MR_SENTINEL_S are as follows. First, analyze the com-
mand from MR_SENTINEL_L to turn the left/right electric motor left and right.
Because it is a catamaran, the left and right motors rotate in opposite directions, but
there is no hindrance to performing forward and backward functions depending on the
shape of the propeller.

Second, data is read from the gyro sensor, LiDAR and GPS connected to
MR_SENTINEL_S and transmitted to MR_SENTINEL_L.

Third, MR_SENTINEL_S can initialize the electric motors, change the default
setting, and rotate the motor directly left/right.

MR_SENTINEL_L is installed in a PC or a notebook computer for remote control,
and exchanges control command and status information with MR_SENTINEL_S using
the WiFi-Mesh. The MR_SENTINEL_L package consists of Client, Common, Config,
Frm, Resources, Serial, Server, Worker, and Model. Most packages are similar to
MR_SENTINEL_S, and the Resources package is for controlling and gathering images
from the cameras. MR_SENTINEL_L also has a gyro sensor because MR_SENTI-
NEL_L does not move in most fixed positions. As you already know, the GPS sensor
has the problem that if it does not move in a stationary state, the effective radius to
indicate its position will continue to grow, losing its position later on. Also,
MR_SENTINEL_L performs object recognition by directly calling image data from
two cameras as RTSP. MR_SENTINEL_L It has self-navigation function of LEVEL 6
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level and image recognition function of LEVEL 7 level. The autonomous navigation
function allows the user to determine the current location, then integrate the GPS, gyro
sensor, and sea chart information to the destination and set the route, and then control
the motor to arrive. Figure 1 shows user interface of MR_SENTINEL and an USV
which is autonomous sailing.

4 Conclusion

In the case of aviation drone, DJI’s various product launching strategies have reached a
stage where each individual can utilize many. In the case of unmanned ground vehicles,
it has reached a level that can be offered as an additional service to commercial
vehicles. It means that the big market has been fully built. However, in the case of the
USV as a maritime drone, most of them are still operated for military and academic
purposes, while commercial ships have reached the experimental level using a proto-
type. In particular, next year, YARA Birkeland, the world’s first 100-m electric
propulsion ship, will begin experimenting in Norway. However, in the case of the
private small boat sector, there is not enough market. In this paper, we designed and
implemented MR-SENTINEL, an unmanned surface vehicle system that can be used
by each individual. MR-SENTINEL is a prototype and will continue to develop
technology to the extent that it can be used for general individuals or fishermen to
monitor the aquafarm and marine environment compared to existing products through
continuous experiment.

Fig. 1. A user interface of MR_SENTINEL and an USV which is autonomous sailing
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Abstract. In order for the ship to operate safely on the water surface, proper
engine and efficient linearity are required. The engine provides adequate power
to allow the vessel to travel to the desired destination, and efficient linearity
helps reduce fuel consumption and safe operation of the fluid. Because large
ships are heavy and the length of the hull is long, even if they are operated at
high speed in the early stage, the bow does not go up and the stern is not pitch
down. On the contrary, the small ship has a shorter hull length than the weight of
the hull, which causes the bow to go up and the stern to go down at the
beginning of the operation. In this case, the biggest problem is that the bottom of
a small boat and the water surface are contacted is widened, causing a problem
of a lot of resistance. When the hull resistance becomes large, the fuel con-
sumption becomes large. In addition, it causes problems such as greenhouse gas
emissions. The equipment used at this time is the trim tab. The trim tab is the
hardware for improving the posture control and navigation performance of the
small boat, and is mostly operated manually. In this paper, we designed and
implemented Smart Trim Tab Management System which can provide optimum
posture control and navigation performance according to the hull posture by
applying artificial intelligence to manually operated trim tab system.

Keywords: Trim tab � Interceptors � Pitching � Small boat � Smart control

1 Introduction

In order for the ship to operate safely on the water surface, proper engine and efficient
linearity are required. The engine provides adequate power to allow the vessel to travel
to the desired destination, and efficient linearity helps reduce fuel consumption and safe
operation of the fluid. Because large ships are heavy and the length of the hull is long,
even if they are operated at high speed in the early stage, the bow does not go up and
the stern is not pitch down. On the contrary, the small ship has a shorter hull length
than the weight of the hull, which causes the bow to go up and the stern to go down at
the beginning of the operation. In this case, the biggest problem is that the bottom of a
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small boat and the water surface are contacted is widened, causing a problem of a lot of
resistance. When the hull resistance becomes large, the fuel consumption becomes
large. In addition, it causes problems such as greenhouse gas emissions. The equipment
used at this time is the trim tab [1–4]. The trim tab is the hardware for improving the
posture control and navigation performance of the small boat and USVs (Unmanned
Surface Vehicles), and is mostly operated manually.

In this paper, we designed and implemented Smart Trim Tab Management System
which can provide optimum posture control and navigation performance according to
the hull posture by applying artificial intelligence to manually operated trim tab system.
When using this system, it is possible to reduce the turning radius during rotation, and
to reduce the fuel amount by reducing the hull resistance occurring at the beginning
step of the sailing.

2 Related Works

The theoretical background regarding the trim tab can be found in the paper [1]. The
key factors related to the trim tab presented in [1] are the length and weight of the hull,
the size and model of the transom, the size and angle of the trim tab, the total resistance
and the speed of the ship. Trim tabs have some problems to be used in high-speed ships
or large ships. When the hull is enlarged due to the plate type trim tab, it is difficult to
construct a system for this purpose, and it is also ineffective from the mechanical point
of view. A system designed to solve this problem is an interceptor. The interceptor
system is more difficult to manufacture than the plate-based trim tab system, but has the
advantage that more detailed control is possible [5–7]. However, the trim tab system is
efficient for small ships. The system structure is simple, easy to manufacture, and easy
to operate. Also, it has a merit that the price is low because of its simple structure.

3 Design and Implementation Trim Tab Management System

3.1 Equations for Trim Tab Management System

The basic equations for the trim tab management system implemented in this paper is
based on [1] and [2]. Equation begins with determination of plate lift increment. This
parameter is added to the total displacement of the planing hull which is used to
calculate the displacement.

DF ¼ 0:14025LFdrb
q
2
V2

� �
ð1Þ

Here, LF (m) is the flap chord, b (m) is the beam of planing craft, r is the flap span-
beam ratio, q (Kg/m^3) is the density of the water and V is the velocity of the craft (m/s).
By having DF, it is easy to take into consideration the usage of trim tab for a planing
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hull. This basically means that it is now possible to calculate the new displacement and
new LCG (Longitudinal Enter of Gravity) of the planing body, as follows:

De ¼ D� DF ð2Þ

LCGe ¼ D� LCG � 0:6� DF � bð Þ
De

ð3Þ

Where De and LCGe are called the Effective Displacement and Effective LCG,
respectively. It is then possible to start the calculations of the original Savitsky’s
method [1] in which the mass and LCG in the governing equations should be replaced
by the new Mass and LCG which considers the inclusion of trim tab in the planing
body.

The original Savitsky’s method [1] includes 30 steps which will be studied and
executed. For getting the calculations started, first a trim angle must be guessed for the
planing body, and for terminating the calculations, the suitability of this guess should
be assessed.

Subsequently, it is necessary to find the involved constants. These constants include
the beam Froude number, CV, and the lift coefficient CLb. Lift coefficient is the
parameter which gives enough force to lift the planing body. These two constants are
calculated by Eqs. (4) and (5).

CV ¼ Vffiffiffiffiffiffi
gB

p ð4Þ

CLb ¼ mg
0:5qV2B2 ð5Þ

Here, g is the gravity acceleration, Cv is the speed coefficient, and m is the mass of
the craft. By having the lift coefficient and utilizing Eqs. (6) and (7), it is possible to
calculate the length-beam ratio, k, as in

CLb ¼ CL0 � 0:0065bCL0 ð6Þ

CL0 ¼ s1:1 0:012k0:5 þ 0:0055k2:5

C2
v

� �
ð7Þ

Where CL0 is the lift coefficient of planing plate, b is the deadrise angle of the craft
(degrees), s is the trim angle (degrees) of the planing surface, and k is the non-
dimensional mean wetted length of the planing boat. Next step is to find frictional Drag,
Df, but beforehand, a mean velocity (Vm) ought to be calculated for substituting in the
equation of frictional drag. The mean velocity can be calculated from Eq. (8) as in.

Vm ¼ V 1� 0:012k0:5s1:1 � 0:0065b 0:012k0:5s1:1
� �0:6

k cos s

" #0:5

ð8Þ
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Friction drag coefficient (Cf) can be determined by ITTC-57 equation given in
Eq. (9). After finding the Reynolds number, the frictional drag can be calculated. It is
important to note that due to the ITTC standard, a quantity DCf = 0.0004 should be
taken into consideration for calculating the frictional drag in Eq. (10).

Cf ¼ 0:075

ðlog10 Re� 2Þ2 ; Re ¼ Vmk
B
t

ð9Þ

Df ¼ 0:5
qV2

mkB
2

cos b
Cf þDCf
� � ð10Þ

Where Re is the Reynolds number and m is the kinematic viscosity of the water.
Later, forces that have to be calculated are hydrodynamic force normal to the bottom,
i.e. N, and total drag, i.e. D, which are presented in Eq. (11) and (12).

mg ¼ N cos s ! N ¼ mg
cos s

; ð11Þ

D ¼ mg tan sþ Df

cos s
þ 0:0052Df tan sþ dð Þ ð12Þ

Here, the first term is induced drag of the craft, second term is frictional drag, and
the last term is the drag of the flap. Moreover, the distance of frictional drag from VCG,
i.e. a, and the distance of normal force from LCG, i.e. c, have to be determined. For this
purpose, finding the center of pressure, Cp, is imperative. These parameters are pre-
sented in Eq. (13) through (14).

Cp ¼ 0:75� 1
5:21C2

V

k2
þ 2:39

ð13Þ

c ¼ LCG� lp ¼ LCG� Cpkb, a ¼ VCG� b
4
tan b ð14Þ

With all the stated forces calculated, it is now possible to calculate the pitch
moment of the planing body from the following equation:

Mtot ¼ mg
c

cos s
1� sin s sin sþ eð Þ � f sin sð Þ

h i
þDf a� fð Þ ð15Þ

Where e is the inclination of thrust line relative to the keel (degree). Parameter f is
the vertical distance of the thrust from center of gravity. For reaching the equilibrium,
Eq. 15 should be set equal to zero. Normally, this cannot be done by guessing and it
has to be calculated by an interpolation scheme. In Eq. 15, if Mtot is negative, it
implies that the guessed trim angle at the first step is too low. Therefore, trim angle
should be increased and all the calculations must be repeated again. This process
continues until Mtot becomes a positive value.
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3.2 Proper Tab Size for Trim Tab Management System

The plate that affect the posture of the hull by friction with the water surface is affected
by the length and weight of the hull. For most boats, the width and weight are
determined by the length of the hull, so the size of the existing trim tab depends on the
length of the hull. Since the length of the hull tested in this paper is about 6 m, the plate
size is determined as 9 “X9” suggested by [1] and existing commercial products, and
an Ansys Fluent analysis was conducted to verify this suggestion.

In the case of an actuator that adjusts the water contact of the plate, an electric
motor that can have a fast response speed according to the characteristics of a boat that
needs to plane at high speed is used, and specifications are 12 v, 2.3 A, and
23,000 rpm. In addition, a ball screw type drive part is used for the up and down
adjustment. When the motor rotates, the screw part is rotated through the reduction gear
and the screw is moved forward and backward along the thread inside. An upper case
for handling the cable from the motor and a lower case for connecting the lower screw
housing were constructed and waterproofed using liquid gasket to seal the upper and
lower connections.

The trim tab determines whether or not to operate depending on the posture of the
hull. For this purpose, a sensor for measuring the posture of the ship is required. IMU is
the most used sensor, but the price is so high that it is difficult to use in a small boat. In
this paper, we used the tilt sensor and gyro sensor to measure the instantaneous posture
of the hull. Especially, it is difficult to estimate the instantaneous hull posture because
of the occurrence of pounding action during high speed operation. In order to solve this
problem, the noise generated by the pounding is removed by the fusion of the tilt sensor
data and the data of the gyro sensor, and the accuracy is improved. The specifications
of the sensors used in this paper are: angular velocity ± 2000°/s, acceleration ± 16 g,

Fig. 1. The architecture of trim tab system.
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self ±4800lT, temperature −10–80 °C, resolution 0.001° and Response Time <1 ms.
The tilt and gyro sensor read the information once a second and uses the ARM 32 bit
Cortex M series to provide the user interface to the user. The overall system config-
uration is shown in Fig. 1.

4 Analysis of Marine Experiments and Results

The effect of the trim tab is known to have the effect of increasing the safety, reducing
the turning radius and reducing the fuel cost at high speed planning. In the case of the
Smart Trim Tab Manager System, which is designed in this paper, it is necessary to
verify the experiment by using artificial intelligence according to the posture of the ship
rather than manually operating the boat operator. For this, six experiments were carried
out from January to February 2018 at sea. The length of the boat used in the experiment
was 6 m and the maximum speed was more than 20 knots. The marine wave height
was 0.3 * 0.5, and two tilt and gyro sensors were installed. DGPS was installed to
measure the moving distance and speed. Experiments were carried out in the presence
of external experts to determine whether the reduction of the turning radius and the
reduction of the oil cost due to the decrease in the resistance at the early stage of the
voyage were effective. As a result of averaging the results of 6 experiments, the radius
of rotation decreased by 11.33% on the left side and by 12.82% on the right side.

5 Conclusion and Future Work

Most large vessels, except for warships, do not operate at high speed in the early stages
of operation. Even at the stable stage after the initial stage, there is little rapid accel-
eration or emergency stop operation. On the other hand, small vessels or USVs fre-
quently perform rapid acceleration and rapid landing. The trim tab system is effective
for rapid acceleration or rotation of small ships.

The initial trim tab system was mostly manual based, but nowadays many auto-
matic systems have been applied. A typical automatic trim tab system uses a tilt sensor
to measure the posture of the hull. The automatic trim tab system using only the tilt
sensor has a problem that the accuracy is lowered when the pounding action is
occurring at high speed. In this paper, tilt sensor and gyro sensor are installed in a trim
tab system suitable for small boats of 6 m or less. Using the tilt sensor and the gyro
sensor at the same time can improve the noise reduction of the sensors and the accuracy
at high speed. When the trim tab management system proposed in this paper is applied,
the radius of rotation decreased by 11.33% on the left side and by 12.82% on the right
side. Also, fuel costs can be saved by 5–10%.
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Abstract. Recommendation systems recommend things of interest to users by
extracting hidden features in reviews. However, it is difficult for the recom-
mendation system to make correct recommendations for those items with very
few reviews. To solve this data deficient problem, we propose a Recommen-
dation method based on Transfer Learning (RBTL). It is based on CNN model
and it predict ratings by extracting features. We introduce the idea of transfer
learning and minimize the distance between the source domain(with some
reviews and ratings) and the target domain(with few reviews and ratings) by
using the standard distribution distance metric named Maximum Mean Dis-
crepancy (MMD) so that the model trained in the source domain can predict the
rating in the target domain.

Keywords: Recommender systems � Rating prediction �
Convolutional neural networks � Transfer Learning

1 Introduction

Nowadays, recommendation systems play an important role in our life. Many people use
recommendation systems in the daily life such as shopping, reading news and watching
movies. The traditional recommendation methods are mainly divided into three cate-
gories: collaborative filtering-based recommendation methods [1], content-based rec-
ommendation methods [2] and hybrid recommendation methods [3]. There exits some
shortcomings such as sparse data, data deficient, and so on. In the recent years, the deep
learning algorithms are applied to the recommendation field [4] to solve these problems.
Zhu et al. [5] proposed a recommendation method based on aspect-aware latent factor
model(ALFM)which learns users and items latent factors based on ratings and introduces
aweightedmatrix to associate those latent factors to alleviate the data sparse. GUANet al.
[6] proposed anAttentiveAspect-basedRecommendationModel (AARM)whichmodels
the interactions between synonymous and similar aspects. They used a neural attention
network which simultaneously considers user, product and aspect information
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constructed to capture a user’s attention towards aspects when examining different
products. To tackle data sparse problem, Wu et al. [7] proposed content embedding
regularized matrix factorization (CERMF) which adopts convolution neural networks to
simultaneously generate the independent embedding representations for the users and the
items to improve the accuracy of recommendations.

These methods can achieve better recommendation performance in the case of a
large amount of data. However, the traditional recommendation system with data
deficient cannot make accurate recommendations. Some review domains which are less
frequently rated, lack sufficient data to build a reliable prediction model. Considering
that, we propose a Recommendation method Based on Transfer Learning (RBTL) that
predicting ratings can solve data deficient problem. In the process of training, we
minimize the distance between the source domain and the target domain in order to
predict the rating in the target domain. The main contributions of this work are sum-
marized as follows:

(1) We introduce MMD to review text in order to solve the data deficient problem of
recommendation. We minimize the distance between the source domain and the
target domain so that the model trained in the source domain can predict the rating
in the target domain.

(2) We use the idea of transfer learning in the recommendation system that training a
model using the data of the source domain can predict the ratings in the other
domain. That is, Transfer knowledge learned in one area to another.

(3) The experiment proves that we have improved a lot in using the Transfer Learning
idea to solve the problem of data deficient in the recommendation system.

The remainder of this paper is organized as follows: The next section presents our
problem formulation. Section 3 describes our framework. The experimental evaluation
and result analysis are conducted in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Problem Formulation

In this section, we illustrate how to solve the data deficient problem by our model. The
recommendation system extract hidden features from reviews in order to recommend
people their interested things. We try to use data from other domains to train a model
that can improve the accuracy in our applications.

We use w represent user reviews, and y represent the truth rating ŷ represent the
predicted rating. xs 2 XS denotes data in source domain, xt 2 XT denotes data in target
domain and dðXS;XTÞ denotes the domain loss of the source domain and the target
domain. Then the problem can be formalized as:

Input: w
Output: ŷ

st
argminðdðXS;XTÞÞ
argminðy; ŷÞ

�
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In other words, we need to find a model that takes user review as input and outputs
the rating. And we need to calculate the domain loss between the source domain and
the target domain. At the same time, we should minimize the domain loss.

T
E
X
T

Embedding
Layer

M
ax-pooling

Conv

FC

M
ax-pooling

Conv

FC

Source
Domains

Ta rget
Domains

Domain
Loss

Loss
Function

Fig. 1. The architecture of our model RBTL

3 Framework

In this section, we describe the details of our model. The architecture of the model is
outlined in Fig. 1.

3.1 Basic Model

In the first layer, a word embedding function f : M ! Rn maps the reviews of each
word into a n dimensional vector, and then the reviews are represented as a matrix of
word embedding with fixed length. The next layer follows the CNN model that con-
tains a convolutional layer, a pooled payer, and a fully connected layer. In the first
layer, we use filter Kj 2 Rd�t on a window of words with size t to operator on word
vectors Vj of user u. For Vj we perform a convolution operation regarding each kernel
Kj by using ReLU [8] activation function.denoted as formula (1). The � denotes the
convolution operation and bj denotes the bias. In the last layer, we use max-pooling to
capture the most important feature-one with the highest value as the feature corre-
sponding to this particular kernel denoted as formula (2). The final output of the
convolutional layer is the concatenation of the output from its m neurons denoted as
formula (3) and then been passed to a fully connected layer denoted as formula (4).

zj ¼ ReLUðVj � Kj þ bjÞ ð1Þ

oj ¼ maxfz1; z2; � � �zn�tþ 1g ð2Þ

O ¼ o1; o2; � � �omf g ð3Þ

X ¼ WOþ g ð4Þ
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3.2 Minimize Domain Loss

To minimize the distance of source domain and target domain, we use MMD [9]. This
distance is computed with respect to a particular representation f ð:Þ. We define a rep-
resentation f ð:Þ, which operates on source data points, xs 2 XS, and target data points,
xt 2 XT . Then an empirical approximation to this distance is computed as follows:

MMDðXS;XTÞ ¼ 1
XS

����
X
xs2XS

f ðxsÞ � 1
XT

X
xt2XT

f ðxtÞ
����� ð5Þ

Not only do we want to minimize the distance between domains, but we want to
minimize the prediction error. To meet both these criteria is to minimize the loss:

L ¼ LCðy; ŷÞþ kMMD2ðXS;XTÞ ð6Þ

where LCðy; ŷÞ denotes the loss of the rating prediction, y and ŷ denote the truth rating
and the predicted rating, respectively. The hyper-parameter k determines how strongly
we would like to confuse the domains. To solve the parameters in the minimized loss
function that we use Cross entropy loss function during the optimization learning
process, we use Adaptive Moment Estimation (Adam). After training process, we can
get the minimum loss L.

4 Experiment

4.1 Datasets

In our experiments, we use two datasets and they both from Amazon 5-core: Digital
Music, and Musical Instruments. Digital Music is the larger dataset and it contains
more than 16 thousand reviews, we take it as the source domain. Musical Instruments is
the smaller dataset and it contains about 10 thousand reviews. We extract 2000 pieces
of data as the target domain (to prove the target domain with few reviews and ratings).
And the ratings of these datasets are integers in the range of [1, 5]. We randomly split
the target domain dataset into training (80%) and test (20%) sets.

4.2 Experimental Settings

To evaluate the performance of rating prediction, we select a model that is not trained
with the source domain but is directly trained and tested with the data in the target
domain. We select model base_cnn as our baseline. In our proposed model RBTL, we
use all the source domain data and the target domain data. In the process of training, we
use Maximum Mean Discrepancy (MMD) to calculate the domain loss between the
source domain and the target domain and minimize it. Then, we use the target domain
to test our model. We reduce the data in target domain from 2000 to 1700, 1400, and
1000 for comparative experiments. Additionally, the learning rate is 2.5 � 10−5.
We set the epochs as 5 and the iterations is 50. We adopt the Accuracy to evaluate the
performance of the algorithms.
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4.3 Performance Evaluation

The result is shown in Fig. 2. From the results, we find that there exists a relation
between the accuracy and the number of target domain data. For the target domain data
with a larger number of amount, the accuracy of the model is higher. And whatever the
number of target domain data in the range of [1000, 2000], the accuracy of our model
RBTL (transform) always higher than the model base_cnn (No Transform). It shows
that our model gain about 12.05% improvement compared with the model base_cnn
when the number of the target domain data is 2000.

5 Conclusion

It is shown that some review domains which are less frequently rated, lack sufficient
data to build a reliable prediction model. In this paper, We introduce a transfer learning
based model RBTL which can solve the problem of deficient data in Recommendation
System. In the process of training we minimize the distance between the source domain
and the target domain so that the model trained in the source domain can predict the
rating in the target domain. And we use Maximum Mean Discrepancy(MMD) to
calculate the domain loss between the source domain and the target domain. Experi-
ment shows that our model performs better accuracy. In the future work, we will
continue to improve our model accuracy of feature extraction by improving the neural
network to better solve this problem.

Acknowledgments. This work was supported by the National Natural Science Foundation of
China[Grant Nos. 61872228]; the Natural Science Basis Research Plan in Shaanxi Province of
China [Grant No. 2017JM6060].

Fig. 2. The performance of our model RBTL
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Abstract. Developing a highly efficient transformer from an embedding public
opinion network into a low-dimensional vector space contributes a lot to many
research areas such as vertex classification, community detection and public
opinion analysis, etc. Most existing network embedding methods have chosen to
analysis in social networks. However, constructing a social network from public
opinions is very sparsely, which would serve as an effective way to capture and
process public opinions. On top of that, social network can only reflect the social
relationships between nodes while the information derived from opinions is
neglected. Hence, a network that incorporates opinion features of nodes into
social networks is reported. This study evaluates the similarity of opinions from
different nodes and connects them with enough similarity. The final public
opinion network would certainly be denser than the social network. Experi-
mental results show that researchers might give top priority to use the approach
of public opinion network embedding compared with the regular social network
methods, especially when the sentiment orientation of opinions is explicit.

Keywords: Network embedding � Opinion similarity �
Public opinion network � Public opinion analysis

1 Introduction

Taking information from online social networks has become increasingly popular among
users, especially college students, for their supplement of virtual and private space.
Therefore, an increasing number of research [11, 15] have generally come to recognize
the effectiveness of obtaining news and expressing opinions toward social events. These
opinions involving different users will influence the trend of public opinion and how to
predict this trend is a fundamental work of public opinion analysis.
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Network embedding plays an extremely important role in machine learning appli-
cations during the past decade. Network sparsity is the common problem appeared in
network embedding tasks. Historically, research [1–4] investigating the problem asso-
ciated with sparsity has focused on network structure. Early methods [1, 3, 6–10] include
DeepWalk [1] that learns latent representations by using local information obtained from
truncated random walks, in which the walks are treated as the equivalent of sentences.

First-order and second-order approximations are well considered from the study of
method ‘LINE’ [3] that is reported by Tang et al. in 2015. Local and global network
structures are preserved in the approach of LINE. In addition, researches [13, 14] have
observed the global network structure. Only a matter of network structures is seen as a
possible pattern to solve sparsity problems according to DeepWalk and LINE methods.
Most work embraces the view that the two methods achieve some progress in network
embedding while another information such as opinions from the tweet should not be
neglected. Therefore, this study will focus on the opinion information from the tweet to
deal with the sparsity problem. The attitudes that towards a real-world social event can
easily obtained to construct a graph. However, the links between all the vertices are
difficult to measure. This paper will measure the opinion similarity of all the vertices
and detect the community by considering both the social relations and opinion infor-
mation. All the links of a network depend on both opinion similarity and social rela-
tions, although the contribution of opinion similarity has differences in different kinds
of networks. This work takes both the opinion similarity and social relationships into
consideration simultaneously.

In summary, opinion features are introduced into traditional network embedding
methods, and a public opinion network has proved helpful to solve the sparsity
problem.

2 Problem Formulation

This section defines the problem of public opinion network embedding. The following
three concepts are described.

Definition 1. Let Gs ¼ V ;Eð Þ denote a social network S, where V ¼ unf g Nj j
n¼1 and

E ¼ feijji 2 V; j 2 Vg represent the set of vertices and the links among these vertices,
respectively. Each link eij can take one of the values between 1 and 0.

The vertices (rep. edges) of a graph are generally attached with a practical impli-
cation ‘user’ (rep. ‘social links’) to become a social network, in which the edge weights
represent the binary status of the social link.

Definition 2. The similarity of opinions between two vertices is called the opinion
similarity in social network. Let notations Co and oi

! denotes a corpus of opinions from
all users in a social network and the vector form of user i’s opinion, respectively. The
opinion similarity between vertex i and j is defined as the Euclidean distance dij
between oi

! and oj
!.

An increasing number of tasks have benefited a lot from the vector form of a
parameter in terms of simple matrix calculation. This work uses the approach word2vec
[19] to train and calculate the vector form for any opinion.

384 F. Ren et al.



Definition 3. A public opinion network is a three tuple GO ¼ V ;E; Sð Þ, where V ¼
unf g Nj j

n¼1 represents the set of vertices of the network, E ¼ feijji 2 V; j 2 Vg reflects the
social relationships between vertices i and j, and S ¼ fsijji 2 V; j 2 Vg reflects the
opinion similarity between vertices i and j.

3 Public Opinion Network Embedding

This section illustrates the method to establish a public opinion network. Furthermore,
how to investigate the details and learn an expected low-dimensional representation
with respect to an opinion network are presented.

Given a wide-spread public opinion event, we can easily find the users that com-
ment on it and establish a social network Gs ¼ V ;Eð Þ by analyzing the comment
relationship. Our goal is to find the mechanism of the mutual influence from comments
to the event but not the interactions between vertices. Hence undirected graph is used to
describe Gs ¼ V ;Eð Þ.

On the other hand, a focused event will be set as a source node in the social network
Gs. However, Gs. that is derived from a public opinion event represents the property of
sparsity. A new concept called “Opinion Similarity” is introduced to solve this prob-
lem. People must hold a certain opinion towards the event. Hence, we can find the
relationships between their opinions to complement their connections.

First of all, the opinions of the users that come from a network will be extracted as a
corpus Co. Then, the vector form of Co should be prepared by using word2vec. We
have the vector:

Co ! si 2 Rm; i 2 1; Vj jð Þ; ð1Þ

where, si represents the vector form of user i’s opinion. According to Definition 3,
opinion similarity Sij between user i and j can be denoted as:

Sij ¼ si � sj; ð2Þ

On top of that, the parameter arithmetic average So of Sij i; j 2 Vð Þ should be cal-
culated. In this study, So is defined as the threshold of the opinion similarity if Sij\So is
satisfied. It is assumed that user i and user j have a high opinion similarity and they
should connect to each other.

In this way, the opinion similarity of the whole network can be captured to establish
a brand-new public opinion network GO ¼ V ;E; Sð Þ. The problem of public opinion
network embedding is related to learning a function fO : V ! Rd , in which the value of
d far less than the modulus of the vertex set V, i.e. d � Vj j. We define the joint
probability p1 between vector ei and ej by considering the fact that both social rela-
tionships E and opinion similarities S are preserved in the space Rd :
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p1 ¼ 1
1þ exp �ei � ej

� � ð3Þ

where ei is the low-dimensional vector representation of vertex i in the social network.
Correspondingly, the joint probability between opinion vector si and sj can be repre-
sented as:

p2 ¼ 1
1þ exp �si � sj

� � ð4Þ

Then, we can obtain the following joint probability between vertex vi and vj:

p0 ¼ ap1 þ bp2 ð5Þ

where, parameters a and b represent the weight of social relations and opinion relations
in a network, respectively. The empirical probability can be calculated according to the
following equation p̂ i; jð Þ ¼ wij

W with W ¼ P
i;jð Þ2V wij. Finally, an expected objective

function is presented as follow to preserve the social relations and opinion relations:

O ¼ d p̂; p0ð Þ ð6Þ

where d �; �ð Þ denotes the distance between two distributions, which is usually called
KL-divergence of two distributions. By finding the p0 that minimizes the objective
function in Eq. (6), the OSNE (opinion similarity network embedding) framework can
represent every vertex in the network.

4 Experiments

4.1 Datasets

Three datasets are used to illustrate the effectiveness of this novel embedding
algorithm.

(1) SinaWeibo Hot Topic: Making full use of Sinaweibo has become increasingly
popular with people in China, where users can post tweets and retweet from others.
Our group extracts the complete hot topic events during the whole 2018. The top
five topics every month are chosen and prepared as a dataset with user information
and opinion information.

(2) Snapchat Friendship: Snapchat is a photo-messaging application developed by
camera company Snap Inc. Users can now enjoy the ease of making friends with
each other and comment their photos with different attitudes in this plat. This study
extracts all social relations from a relatively small and isolated group, which
generates a network with approximate 11.5 thousand total users and 5 thousand
edges.

(3) Youtube network: Youtube is a famous video website, which plays an important
role in expressing public opinions when they watch any kind of videos in this
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application. This research extracts the user information and user comments upside
the video to construct a video-comment network.

Table 1 shows the detail nodes and edges with respect to the three datasets.

4.2 Quantitative Results

In the current study, opinion embedding will be demonstrated extremely useful among
the accuracy of link predictions. In our experiments, 80% of the edges are randomly
sampled as the training dataset. We compare with the following baseline results.

(1) Matrix factorization for recommender systems [12]. We apply their method to
the social relation network to find the low-dimensional feature for users.

(2) Large-scale information network embedding(LINE) [3]. This method propose
two types of node proximity, and we will compare with both of them.

(3) Node2vec [5]. This method learn the low-dimensional representations for vertices
by the global network structure.

Our method outperforms all the baseline methods on link prediction tasks as is
shown in Fig. 1.

Table 1. Dataset statistic

Dataset Nodes Edges

Sinaweibo hot topic 55.0 k 20.0 k
Snapchat friendship 11.5 k 5.0 k
Youtube network 35.5 k 15.5 k
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Fig. 1. Link prediction AUC (%) on all datasets
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5 Conclusion

This study was undertaken to design a novel public opinion network that is used to
finding the low-dimensional features of opinion similarity. Then, this method has
proved valuable to solve the sparsity problem in normal networks. Finally, the network
structure and opinion similarity are combined to process network embedding.

The experiments results demonstrate that the opinion similarity increases the
accuracy of link prediction in network embedding and makes up the features of social
network. A natural progression of this work is to analyse the groups with highly
opinion similarity. The issue of finding the group with highly opinion similarity is an
intriguing one which could be usefully explored in further research.
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Abstract. Micro-blog has become increasingly popular among the general
public. It has brought a lot of comment text to researchers for its great conve-
nience, timely updating, and a wide variety of self-focused topics. Identifying
the emotions expressed in these comments has become a valuable topic in order
to make inferences for focused contents in Micro-blog. In this paper, we report
on the effectiveness of the language representation model BERT [1] with respect
to the sentiment classification tasks. Experimental results show that the pre-
training of deep bidirectional transformers can improve the accuracy, recall and
F1 score on sentiment classification. The final evaluation index of this problem
by using a Github data set increased by 2.3% on average.

Keywords: BERT � Micro-blog � Sentiment classification � Short text �
Pre-training

1 Introduction

Sentiment analysis is the process of evaluating texts with emotional color, which is a
core research field in NLP. It is a meaningful process if we combine sentiment analysis
with a hot social media: Microblog since identifying sentiment is considered to be the
underlying technology for such specific applications as online portraits and public
opinion analysis.

People like to submit comments and interact with others on Micro-blog applications
such as Twitter and Sina. Therefore, a large number of short comments are produced,
which are sparse but rich in emotional vocabulary compared to traditional official text.
However, some difficulties appear in the analysis of comment sentiments due to their
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irregular sentence structures and limited length. The semantics of the word expression
may differ from their usual meanings. Researchers prefer to enjoy the advantages of
analyzing these comments since the sentiment implied in them will be a significant
supplement to understanding the content and opinion of a micro-blog.

There are two main research ideas for sentiment classification: sentiment lexicon
[2] and machine learning [3]. They use the sentiment lexicon-related evaluation or learn
the combined features of text emotion to obtain the emotional polarity of the text,
respectively. An increasing number of researchers are faced with a dilemma: should
they require their work to concentrate on construction sentiment lexicon by traditional
methods or should they make efforts to compute the representative features of text
emotion by machine learning. This has aroused a lot of concern and heated debate.
Machine learning method has been well accepted and acclaimed for their obvious
advantages. Sentiment can be well classified by learning the implicit emotional features
that are difficult to express in the dictionary. A typical machine learning model,
recursive autoencoders network (RAE) (Socher et al.) [4] is reported to transfer each
sentence to a low-latitude vector representation that can be used to classify text
emotions and obtain an acceptable score. Researchers have been making every possible
effort to update the existent score in this work. Therefore, two typical deep learning
models, recurrent neural network (RNN) [5] and convolutional neural network
(CNN) [6] were used for sentiment analysis and finally achieved a large performance
boost. Compared with the RAE model, RNN and CNN can better understand the
semantics and hence have better results for the emotional classification task.

Some improved models of deep learning have achieved better results. Tag-guided
recursive neural network (TG-RNN) and tag-embedded recursive neural network (TE-
RNN) [7] have advantages in learning and combining label vector and word vector.
Most important, the subsequent model: LSTM [8] achieved a significant performance
improvement again. LSTM continuously interacted before and after words in the
compound operation process. A lot of work was adjusted within the framework of this
mechanism to achieve a slight performance improvement [9]. Since then, there has
failed to leaping work. A new language representation model that is called BERT [1]
was proposed by the Google AI language team in 2018. This model is reported to
capture the general performance gains with respect to some research issues in the field
of natural language processing, which does not report the application evaluation result
for short text sentiment analysis problems. Hence, our work attempts to use the BERT
model for sentiment analysis.

2 Related Work

In the field of image processing, the pre-training of deep learning can significantly
promote the effect of related image applications. However, deep learning directly
applied to early NLP work was not satisfactory due to lack pre-training techniques.

Word embedding values are mainly captured by the neural network language model
(NNLM) [10] and Word2vec [11]. NNLM constructs an n-gram language mode by
design a three-layer neural network, which is used to predict the words that appear in a
sentence, and its intermediate output of training is the word vector. On the other hand,
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Word2vec uses CBOW and skip-gram to train the model to get the target word vector.
Word embedding can be used to calculate inter-word relationships and are usually
designed as the hidden layers of neural networks.

Word embedding is usually used at the bottom of a training process in an NLP
task, in which ‘Frozen’ and ‘Fine-Tuning’ are two types of training. The former keeps
the parameters that are loaded by the underlying network unchanged during the
training process, and the latter changes with the appearance of updated training set.

However, word embedding does not correctly make a distinction between two
polysemous words. The defect limits the improvement of the training effect. Thereafter,
a new feature-based model ELMO [12] is recorded, which updates word embedding
through a two-stage training method. This model contains two LTSM layers that
compute the word embedding values with respect to syntactic and semantic informa-
tion, respectively. This work first contributes a method to produce word vectors that
can distinguish synonym one.

Google proposed a model framework ‘transformer’ [13] in 2017, which introduce
pre-training on feature extraction for machine translation tasks. This work extended the
early self-attention model to a multi-head structure. This new language model updates
the best score for multiple NLP tasks, which training process is considered to be a
typical case of Pre-Training.

Transformer has advantages over traditional LSTM in feature extraction and feature
fusion. Pre-training model GPT (generative Pre-Training) [14] was proposed in 2018.
This work is intended to construct a general learning approach to multi-domain NLP
tasks by combining unsupervised ‘pre-training’ and supervised ‘fine-tuning’. However,
its one-way learning process is not conducive to integrate with the content features
below the attention point, which limit its practical application scenarios.

In 2018, department Google AI Language adopts a two-stage training approach that
is similar to GPT model. A bidirectional language model that is related to ELMO
is applied in their pre-training phase. Finally, a model called BERT [1] is reported for
pre-training of deep bidirectional transformers. BERT has strong universality and can be
fine-tuned to most tasks of NLP such as sequence labeling, text classification, and so on.

The idea of Bert is to randomly remove the words on an input, and then the
algorithm learns the language model for predicting missing words according to context-
before and context-after of the input. Bert is mainly a typical masked language model
(MLM).

The nice thing about this is that the representation that you’ve learned is that you
can fuse contexts in both directions. Sentiment analysis task is to analyze a single
sentence, one of the required information is to extract the emotion word feature vector
in the sentence. Since each token has context representation in MLM pre-training,
BERT can help us better extract emotional word features. In the affective analysis, as
the characteristic word of affective words, the proportion of adjectives to the total
sequence should be calculated first. Secondly, negative words need special treatment
when extracting features. Because negative words are of vital importance and directly
affect the emotional tendency of a sentence, prefix NOT_ is added to all words between
negative words and the nearest punctuation, which can give full play to the role of
negative words.
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Its input part is a linear sequence, the sentence sequence is separated by a separator,
and two identifiers are added at the beginning and the end. Each word has three
embedding: embedded location information, this is because the word order is very
important in the NLP characteristics, need to be here to encode the location informa-
tion; The word e embeds, this is what we’ve been talking about embeds; The third is
sentence embedding, Because in our emotions are all clauses in the analysis task input,
so the sentence as A whole embedding item corresponding to every single word, A
embedded here we only use the sentence, and then put the word A superposition of
three embedding, Bert input can be built up. In order to obtain the emotion classifi-
cation result, we represent the input sequence, and use the final hidden vector C
corresponding to the first input tag [CLS] as the aggregation representation.

3 Experiment

This paper analyzes the effect of Bert applied for sentiment analysis by the following
experiments. The data set is from https://github.com/1007105767/WeiboData, in which
contains 180,000 training sets and 15,000 test sets. The data comes from Weibo’s
commentary short text, and the emotional word data is shown in Table 1.

This experiment makes the following steps of in order to adopt Bert to the senti-
ment classification of in Micro-blog text:

(1) Load the Chinese pre-training model of Bert by the code: fine-tuning, which is
given by Google in [1]. The experiment handles the sentiment classification task
by calling the Python file ‘run_classifier.Py’. We adjust the relevant parameters
about ‘read file’ by calling the base class ‘DataProcessor’. Considering the dif-
ference between the format of experimental data and the format of model input, as
well as the dichotomy principle of the sentiment classification problem, this paper
re-defines the 0, 1, 2, 3 label method of the input file. The new file processing
class is called ‘WeiboProcessor’.

(2) Use the static method ‘_read_txt’ to obtain the training set, test set and label of the
experimental data in this experiment, where the training data and the test set data
information have been given above. The test set data volume is 12 times that of
the training set. The training set is divided into four separate files with labels. The
specific label information is given in Table 2. Pay attention to the emotional tag
customization when reading data.

Table 1. Experimental data information

Sentiment Type dismay disgust anger joy
Number of data 26000+ 42000+ 49000+ 57000+

Short Text Sentiment Analysis of Micro-blog Based on BERT 393

https://github.com/1007105767/WeiboData


(3) The model Bert needs to define four parameters: guid, text_a, text_b, and label,
which mark the user ID, the training sentence set a, the training sentence set b, and
the label set, respectively. The experiment retains three items except text_b
(usually used for answering data of QA questions) by considering the charac-
teristics of the sentence sentiment classification problem. The remaining model
parameters are shown in Table 3.

The experimental results are shown in Fig. 1. It can be seen from the figure that the
simple use of CNN for the emotional classification of microblog short text is the worst
because its own convolution property is difficult for short text to capture its context
features. For both GRU and LSTM, these two models are improved by the cyclic neural
network RNN, and their effects should be similar. However, because the LSTM net-
work itself is more complex in processing, its experimental effects are slightly better
than its brother GRU network. For text, one-way information extraction seems to be
insufficient, while two-way network is always better than one-way network in feature
extraction, so bi-lstm always performs better. A CNN based convolutional memory
network combined the advantages of CNN and memory network, has a good perfor-
mance in the experiment, in the pure CNN network experimental results will improve
the accuracy of 5.5% points. CNN was used for word convolution, and bi-lstm was
used to extract features for training. The current best score was 88.92%.

In this paper, the BERT model was used. The open source pre-training model was
directly used for training, and then the test experiment was carried out. Finally, the
accuracy of the results obtained was 91.23%. For weibo essay, the difficulty lies in how
to improve the understanding of the sentence and emotional words and the context of
the word, just the BERT benefited from the training of the large amounts of data and
the appropriate frame structure, whether it is a long text and this essay can do better as a
result, from the point of the experimental results, this paper USES BERT model to
simulate the weibo this essay sentiment analysis, classification effect have got
improved. Conclusion the available scope of reference 1 has been extended.

Table 2. Training set data
emotional information

File name Sentiment type

Train 0 joy
Train 1 anger
Train 2 disgust
Train 3 dismay

Table 3. Model parameters of
Bert on sentiment classification

do_train true
do_eval true
dopredict true
max_seq_length 128
train_batch_size 32
learning_rate 5e-5
num_train_epochs 2.0
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4 Conclusion

In this paper, we proposed the use of BERT to do emotional analysis of short weibo
texts. The model can extract semantic features efficiently. In the pre-training process,
the model architecture can fully integrate the semantic features of sentences and
convert them into feature vectors with context information by word embedding, sen-
tence embedding and position embedding. In the fine-tuning process, we adjust it to the
training only for emotion classification, extract its emotional features, and then carry
out the emotion classification of the short text. Experimental results show that BERT
can be used to process emotion analysis tasks and get performance improvement. On
the other hand, only one data set is used to test all the methods. Our further work will
obtain multiple common weibo data sets on different topics for further testing, in order
to seek the average improvement of BERT’s emotional analysis task.
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Abstract. This paper presents a framework based on the random Bayesian
networks forest (RBNF) to assess situation, which consists of three main
components: data processing, offline construction, and training of the Bayesian
network. Single Bayesian network is constructed by combination of the K2
algorithm and genetic algorithm. In addition, in order to improve the ability of
generalization and increase prediction accuracy in universal situations, bagging
learning is used to eliminate redundant information and extract implicit
dependences between features captured by various sensors. The proposed
framework is evaluated and tested in a real Australia credit data. Simulation
results show that the framework can provide sufficient performance for situation
assessment in terms of accuracy, reliability and robustness.

Keywords: Situation assessment � Bagging learning � Bayesian network � K2 �
Genetic algorithm

1 Introduction

With the development of artificial intelligence, situation assessment (SA) is playing a
more and more import role in our life and has many useful applications. SA can
provide supportive advices to decision makers.

In the early stages of development, SA methods are mainly based on the template
matching [1], static Bayesian network [2], D-S Evidence theory [3] and so on. In recent
years, deep learning models (e.g., Convolutional Neural Network, Deep Belief Net-
work and Recurrent Neural Network [4, 5]) have been applied in this field. The merit of
deep learning is that it can mine the invisible relationships between features with
nonlinear expressions. As a black box on the other hand, we cannot find the internal
causal relationships from deep learning, but can from the Bayesian network. In addi-
tion, deep learning requires a large number of tagged data sets, but in reality it is
difficult to obtain.

The advantage of the Bayesian network is that it clearly expresses the causal rela-
tionship of reasoning. The shortcoming is that it cannot find the invisible relationships
between features and relies on expert knowledge. Refs. [6, 7] provide evolutionary
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models of Bayesian networks, but none of them overcomes these problems. The main
motivation of this paper is to overcome these problems to improve the accuracy of
Bayesian networks.

The work of this paper has three aspects: (a) In order to eliminate the uncertainty
brought by sensors, Fuzzy theory is introduced; (b) The K2 algorithm is combined with
the genetic algorithm to learn the optimal structure of Bayesian network without expert
knowledge. (c) Bagging learning is used to mine the invisible relationships between
features and improve the generalization ability of the model.

This paper is organized as follows. Section 2 is the preliminaries. Section 3
describes the details of the proposed RBNF algorithm for SA. Simulation results are
shown in Sect. 4. Section 5 concludes this paper.

2 Preliminaries

2.1 Bayesian Network

A Bayesian network is a probabilistic graphical model that represents a set of random
variables and their conditional dependencies via a direct acyclic graph (DAG).

A Bayesian network is expressed as the form G = (S, P), where S represents the
structure of the Bayesian network, each node in S is a random variable, a state of a node
represents a value of a random variable. Direct edges represent the dependencies
between each pair of nodes. P is a conditional probability table used to indicate the
relationships between node Xi and its parents Pa(Xi). According to the conditional
independences, the joint probability of the N variables in Bayesian network can be

expressed by PðX1;X2; . . .XNÞ ¼
QN

1
P Xi=Pa Xið Þð Þ.

2.2 K2 Algorithm

The K2 is a classic algorithm for the structure learning of a Bayesian network, which is
a greedy algorithm based on the hill climbing proposed by Cooper and Herskovits [8].

At initialization, the K2 algorithm defines an order of the nodes and specifies that
each node’s parents must be in front of it. Then in each iteration, the K2 algorithm
selects the candidate parents for each node in turn. For a node, if a candidate parent
node is added to the network, the Bayesian information criterion (BIC) score will be
recalculated. If the new BIC score value is higher than the old one, the candidate node
is added to the network. Finally, the network with the highest BIC score is selected as
the final network.

The final network structure is determined by the order of the nodes. In this paper,
we use genetic algorithm to find the optimal order of nodes.

3 RBNF Algorithm

In this section, we introduce the RBNF algorithm in details.
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3.1 Data Processing

In order to eliminate the uncertainty brought by sensors, we do not give a confirmed
value to every feature. According to the fuzzy theory [9], Each random variable R in
the Bayesian network is associated with a set of possible values, i.e.,
r ¼ \sp11 ; s

p2
2 ; . . .; s

pM
M[ , along with a possibility distribution P that reflects the

uncertainty on the state of the random variables, where Pi is the associated probabilities
such that

P
i Pi ¼ 1. Pi can be determined by formulation:

Pðr ¼ siÞ ¼ f ðr ¼ siÞ
PM

k¼1
f ðr ¼ skÞ

; ð1Þ

where f ðr ¼ siÞ reflects the determined probability of state si. Each state si of a random
variable has a standard security value x0i, then the f ðr ¼ siÞ can be shown as:

f ðr ¼ siÞ ¼ expð� ðx� x0iÞ2
2d2i

Þ; ð2Þ

where di is the confidence level (we usually set the value between 0.8 and 1), and x is
the continuous measurement value collected by the sensor.

Due to the redefinition of each random variable, the respective fuzzy joint proba-
bility of Bayesian network Pðr;Pa1ðrÞ; � � � ;PakðrÞÞ can be simply calculated using a
combination of the chain rule.

Pðr;Pa1ðrÞ; . . .;PakðrÞÞ ¼
XN

i¼1

XM1

j1¼1

. . .
XMk

jK¼1

Pðr ¼ sijPa1 ¼ tj1 ; . . .;Pak ¼ tjK Þ

�PðPa1 ¼ tj1Þ � . . .� PðPak ¼ tjK Þ
ð3Þ

in which PðPaðrÞÞ is the state estimation of the parent, PðrjPaðrÞÞ is the conditional
probability table (CPT), and M1,���, Mk are the number of possible values of Pa1ðrÞ to
PakðrÞ.

3.2 Construction of Bayesian Network

We combine the K2 algorithm with the genetic algorithm to find the best network as
follows.

Initial population: Each individual in the population is an N-dimensional vector that
represents the ordering of the nodes without repeat. L individuals are randomly gen-
erated. When initializing a population, we can manually add some good individuals to
speed up the convergence of the algorithm. Calculate the Pearson coefficient between
each pair of nodes. If the value of the Pearson coefficient is higher than the given
threshold, which indicates that the correlation between the two nodes is relatively high,
the two nodes may be the parent-child relationship. Since the parent of a node is in
front of it, the more nodes a node has associated with, the higher the order of the node.
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Crossover: The single point cross method is used to generate a new individual.
Randomly select an individual from the group, then randomly select an intersection and
exchange the left and right parts.

Mutation: Step1: set a small mutation probability value Pm and then generate a
random decimal V. If V < Pm, go to Step 2; Otherwise, nothing need to be done.

Step 2: when V < Pm, randomly generate two mutation positions and then exchange
values at these two positions.

Selection. The K2 algorithm determines the network structure according to the
order of nodes; we use the Expectation-Maximization (EM) algorithm to learn the
parameters (conditional probability) and the junction tree inference algorithm to cal-
culate its prediction accuracy on the test set. Individuals with the top L accuracy from
the population are selected for the next iteration.

After multiple iterations of the above process, the network with the highest accu-
racy in the population is selected.

3.3 Bagging Learning

Bagging learning on Bayesian network mines hidden relationships between features
and improves the generalization capability.

The most important operation of bagging learning is to extract subdata sets from the
sample dimension and feature dimension of the data set as training datasets. One subset
can be used to construct a Bayesian network. By extracting subsets of data, some
potential dependency can be discovered. The detailed steps are shown as follows.

Step 1: Setting the initial parameters, including the number of iterations T, the set of
Bayesian networks G = /, the proportion of extraction Pe.
Step 2: Extract a subdata set from a given dataset by scale value Pe. The subdata set
will be the training set.
Step 3: Utilizing the algorithm in Sect. 3.2 to generate a Bayesian network which
has the best performance and adding it to the Bayesian network forest G.
Step 4: If the current number of iterations reaches the given number of iterations,
the algorithm terminates; otherwise, repeat steps 2 and 3.

There will be T different Bayesian networks after T iterations, these T networks
make up a forest. When test data are predicted through this forest model, there will be
T results. The situation estimate is obtained by weighted summation of these T results.

4 Experimental Results

The real Australia credit data (http://archive.ics.uci.edu/ml/datasets.html) is used in the
experiment. Each sample in the data has 15 attribute variables: 6 variables are con-
tinuous values, 8 variables are discrete values, and 1 variable is the label.

The proposed framework is compared with Bayesian network (BN) [2], Multi-Entity
Bayesian network (MEBN) [7], Naive Bayes classier (NBC) [10], Artificial Neural
network (ANN) [11] and Support Vector Machine (SVM) [12]. Accuracy (ACC),
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False Negative rate (FN) and False Positive rate (FP) are chosen as the metric. This
paper use 5-fold cross validation to evaluate the performance of these involved models.
The compared results are in Fig. 1.

The experimental results in Fig. 1 show that the ACC value of the proposed
algorithm is higher than other algorithms, while the FN and the FP values are lower
than other algorithms. Since the higher the ACC value, the lower the FN and FP values,
the better the performance of the algorithm, the algorithm proposed in this paper is
superior to other algorithms.

The real-time prediction results of SA are shown in the Fig. 2(a). If the threshold is
set to 0.5, the real-time prediction results are consistent with the label. Experimental
results prove that the algorithm in this paper is effective. In terms of prediction time
complexity, although RBNF algorithm integrates multiple Bayesian networks, it can be
processed in parallel. On the contrary, because of data down-sampling, the network is
simpler and faster than other Bayesian networks. The result is shown in Fig. 2(b).

(a) (b)

Fig. 2. (a) Real-time prediction; (b) Prediction time of 5-fold cross validation.

(a)                       (b)                        (c)

Fig. 1. (a) Accuracy of 5-fold cross validation; (b) False Negative rate of 5-fold cross validation;
(c) False Positive rate of 5-fold cross validation.
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5 Conclusion

We propose a novel random Bayesian network forest (RBNF) algorithm to deal with
situation assessment (SA). Firstly, fuzzy theory can eliminate uncertainty caused by
various senors. Secondly, a combination of the K2 algorithm and genetic algorithm is
capable of learning the structure and parameter of the Bayesian network via data.
Thirdly, bagging learning focuses on exploiting the implicit dependency of features to
increase the accuracy and improve the ability of generalization. Experiments show that
the proposed RBNF algorithm has a better performance than others.
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Abstract. Wireless sensor networks (WSNs) have become a leading solution in
many important applications such as monitoring, target tracking and so on.
Traditional target tracking algorithms rarely take the obtained optimal state
value at the previous moment into account. In this paper, we present a new
target tracking method named the prediction of trajectory (PT) which is based on
the trajectory of the target. The formulas are deduced at first. Then two
improved Kalman Filter (KF) based on PT are highlighted. In addition, the new
methods have been independently used to introduce the PT to the extend Kal-
man Filter (EKF) and the Maximum Likelihood and Kalman Filter (MLKF),
respectively. Simulation results show that the new improved algorithms based
on PT perform better than other simple methods.

Keywords: Wireless sensor networks � Target tracking � Trajectory � EKF �
Prediction of trajectory

1 Introduction

Today, localization based applications for wireless systems have attracted more and
more attentions [1]. This interest is expected to grow further with the development of
WSNs applications [2]. A WSN consists of some small sensors which contain limited
resources [3]. Target tracking is an important application in which target should be
localized and tracked as it moves in the surveillance field. Target tracking is widely
used in military, industry, agriculture, forestry, animal husbandry and other fields [4].

Most algorithms to track and localize target are based on different types of mea-
surements, e.g. angle of arrival (AOA), time of arrival (TOA), received signal strength
(RSS) [4]. The distance measurement is among the classical types in the target tracking,
and some distance-based algorithms have been proposed recently [5], in which the
Kalman filter (KF) is the most important algorithm. However, a significant drawback of
the KF is that the result of positioning may seriously depends on the actual state of
target and ignores the trajectory information.
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This paper presents a target tracking algorithm named the prediction of trajectory
(PT) which brings the trajectory of the target for tracking. It assumes that the trajectory
of the target in a short time is stable, and the state of the current time is predicted by the
obtained optimal state value at the previous moment. The formula of PT is deduced
firstly. Secondly, by introducing the PT to the different two phases of KF, we propose
two new improved KF methods. Finally, we experiment with the proposed methods by
extend Kalman filter (EKF) and Maximum Likelihood and Kalman Filter (MLKF) [3]
respectively.

2 Kalman Filtering

The KF is a classic method to solve the target tracking in WSN. The filtering process is
divided into two phases: the prediction phase and the estimation phase.

At the first stage (the prediction phase, also called the time update phase), the target
motion model is used to update time and predict the target station at time tkþ 1 (the
current time at which the target station is unknown), together with the corresponding
covariance.

bxkþ 1 kj ¼ Fkbxk kj ; ð1Þ

Pkþ 1 kj ¼ FkPk kj FT
k þGkQxGT

k ; ð2Þ

where Fk is state transition matrix. Qw is the covariance matrix of acceleration. bxk kj is
the known target state estimate through the last iteration at time tk, bxkþ 1 kj is the
predicted target station value at time tkþ 1, Pk kj and Pkþ 1 kþ 1j is the covariance matrix
value corresponding to the bxk kj and bxkþ 1 kj , respectively.

Before the second stage, the converted measurement zkþ 1 ¼ x kþ 1ð Þ y kþ 1ð Þ½ �T
is needed to be considered, which is useful when filtering. We use the following linear
representation in the target state:

zkþ 1 ¼ 1 0 0 0
0 0 1 0

� �
xkþ 1 þ vkþ 1 ¼ Cxkþ 1 þ vkþ 1; ð3Þ

where vkþ 1 is the useful converted measurement noise, which is a Gaussian noise with
mean zero and covariance Rkþ 1. This is also an important step in extend Kalman filter
(EKF). At the second stage (the estimation phase), take the Kalman gain value at time
tkþ 1 to be

Skþ 1 ¼ CPkþ 1 kj CT þRkþ 1; ð4Þ

Kkþ 1 ¼ Pkþ 1 kj CTS�1
kþ 1; ð5Þ
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where Skþ 1 is a process parameter with no actual meaning, and Kkþ 1 is the Kalman
gain value at time tkþ 1. Using the known Kalman gain and measurement at time tkþ 1,
we have the target station and the corresponding covariance matrix value at time tkþ 1

bxkþ 1 kþ 1j ¼ bxkþ 1 kj þKkþ 1 zkþ 1 � Cbxkþ 1 kj
� �

; ð6Þ

Pkþ 1 kþ 1j ¼ Pkþ 1 kj � Kkþ 1Skþ 1K
T
kþ 1; ð7Þ

where bxkþ 1 kþ 1j is the estimated state value of target at time tkþ 1, and Pkþ 1 kþ 1j is the
covariance matrix value corresponding to bxkþ 1 kþ 1j .

3 Target Tracking Algorithm

In this section, we discuss how to using trajectory for target tracking in detail.

3.1 Prediction of Trajectory

We now discuss what the PT is. For example, let us consider the target motion tra-
jectory in Fig. 1(a), and the trajectory between the two dashed lines is enlarged to the
trajectory shown in Fig. 1(b). We assume that node A is the position of target at time
tk�1, node B at time tk and node C at time tkþ 1. There are some known values shown as
position A x k � 1ð Þ; y k � 1ð Þð Þ and B x kð Þ; y kð Þð Þ, and velocity vx kð Þ; vy kð Þ� �

, respec-
tively. Assuming that the unknown position of node C is C x kþ 1ð Þ; y kþ 1ð Þð Þ, we
have O x k � 1ð Þþ x kþ 1ð Þ=2; y k � 1ð Þþ y kþ 1ð Þ=2ð Þ. The slope of the line OB is
t ¼ �vx kð Þ�vy kð Þ, and it is defined in the following equation:

y kð Þ � y kþ 1ð Þþ y k � 1ð Þð Þ=2 ¼ t x kð Þ � 0:5 x kþ 1ð Þþ x k � 1ð Þð Þð Þ; ð8Þ

then we have the equation of line AC:

y kþ 1ð Þ � y k � 1ð Þ ¼ � 1
t
x kþ 1ð Þ � x k � 1ð Þð Þ: ð9Þ

Solve the above two equations to get the position of node C as

Fig. 1. (a) A target motion trajectory, (b) A small segment of the trajectory between the two
dashed lines from A to B, then to C.
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x kþ 1ð Þ ¼ x k�1ð Þ � 2t2 x k�1ð Þ�x kð Þð Þþ 2t y kð Þ�y k�1ð Þð Þ
1þ t2

y kþ 1ð Þ ¼ t2�1ð Þy k�1ð Þþ 2t x k�1ð Þ�x kð Þð Þþ 2y kð Þ
1þ t2

;

8<
: ð10Þ

Considering the speed value of node B as the speed of node C, we have the target
station value of node C at time tkþ 1: akþ 1 ¼ xkþ 1; vx kð Þ; ykþ 1; vy kð Þ� �

.

3.2 Improved KF Based on PT

In order to take full use of the advantages of PT and KF, we propose two new improved
KF methods based on PT.

On the one hand, we introduce the PT to the estimation phase of KF to get the first
improved KF method. The specific introduction method is given by (11).

ð11Þ

where a 2 0; 1½ � is a new parameter. The final positioning result at time tkþ 1 is

which can be changed by changing the size of a.
The MLKF [3] is an effective algorithm for target tracking in WSN based on the

combination of KF and maximum likelihood estimation using distance measurements.
It’s a typical KF-based target tracking method that seriously depends on the actual state
of target and measurements of sensors and ignores the trajectory information. There-
fore, the first improved KF method can be introduced to MLKF by adding (11) after the
(18) in [3], and we renamed the new algorithm as IMLKF (Improved MLKF).

On the other hand, the KF is divided into two phases, and we can apply the PT to
the prediction phase of KF to get the second improved KF method. The specific
improvement is given by the following equation:

ð12Þ

where b 2 0; 1½ � is a new parameter. is the predicted target station value at time

tkþ 1 and can be changed by changing the size of b.
The second improved KF method can be applied to EKF by adding (12) after (1)

and replacing the bxkþ 1 kj in (6) with . It can be introduced to MLKF by adding

(12) after (16) in [3] and replacing the bxkþ 1 kj in formula (18) in [3] with . We

renamed the two new method GEKF (Generalized EKF) and GMLKF (Generalized
MLKF), respectively.
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4 Experimental Results

In experiments, Python 3.6 is used to simulate and compare the proposed approaches
with the original EKF and MLKF. Parameters’ settings are shown in Table 1.

Assuming ni and ci are the additive and multiplicative Gaussian noises of sensor i
with means ln and lc and covariances d2n and d2c , respectively, Dtk is the sampling time
interval. We use the two-dimensional target motion model, e.g. nearly-constant-
velocity linear model (LM) and nearly-constant-speed circular model (CM) [6]. The
rectangular area of the sensing area (0 m, 0 m) to (10 m, 10 m) in LM and (0 m, 0 m)
to (2 m, 2 m) in CM, respectively. The WSN consists of 100 sensor nodes in LM,
which are randomly placed in the radius of both sides of the motion trajectory, and 4
nodes in CM, which are fixed at the four corners.

The detecting radiuses of the sensors are 2 m and 3 m in LM and CM, respectively.
The angular velocity is 0.122 rad/s. The initial state is given as x0 ¼
0:0 1:0 2:0 0:3½ �T and x0 ¼ 1:0 0:05 0:5 0:0½ �T in LM and CM respec-
tively. Each model is simulated 100 times by each method and average results are
considered for comparison.

The RMSEs of different tracking approaches are compared in Fig. 2. These
experimental results show that the new methods give a better estimate than the two KF-
based method, respectively, both in LM and CM. This is because the proposed methods
utilize not only the sensing information but also the trajectory information of the
moving target. Apparently, the smaller the noise variance is, the more the performance
improvement of the two new algorithms. This is because smaller noise variance gives
the PT an accurate result, and the fusion results with a smaller a will be more accurate
too. When the noise variance is bigger, the original motion model is not accurate. In
this case, the EKF method is getting less accurate than method combined PT and EKF
directly. As is shown in Table 2, the proposed IMLKF and GMLKF methods perform
better than MLKF and runtime reduce by 0.02 s approximately. The RMSE can
increase up to 57.21% by adjusting parameters.

Table 1. General parameter list.

Parameter Dtk ln d2n lc d2c bx0 0j P0 0j

Value 0.1 s 0 0.01 0 0.01 x0 þ 0:1 � random 4; 1ð Þ 0:01I4
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5 Conclusion

In this paper, with the depth analysis of the trajectory and KF-based tracking methods,
we propose a new target tracking algorithm named PT, which is based on the trajectory
of the target. The PT can be used for both final localization and pre-localization of the
target. Therefore, it has been successfully introduced to EKF and MLKF by two
methods, respectively, and some simulation and experimental results have shown that
the new improved KF based on PT can improve the tracking accuracy compared to the
EKF and MLKF, respectively.
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Abstract. With the rapid development of the Internet, the data in news,
information, education and other application platforms are exploding, which has
brought serious information overloading problems to Internet users. The rec-
ommendation algorithm is an effective solution to help Internet users select the
valuable information from high volume data. Traditional recommendation
algorithms ignore the change of users’ interest over time and cannot provide
users with effective and reasonable recommendation lists. To solve the above
problems, this paper proposes a personalized recommendation method that time
factor and reading factor into consideration. This method retrieves and compute
time factor and reading factor in the process of user tag selection and then
produce customized information recommendation list tailored for users. The
experiment shows that the accuracy of our algorithm is higher than the tradi-
tional recommendation algorithm by considering time factor and reading factor.

Keywords: Personalized recommendation � TF-IDF �
Convolutional neural network � Time factor � Reading factor

1 Introduction

With the rapid development of the Internet, the data of news, information, education
and other application platforms are exploding, bringing serious information over-
loading problems to Internet users [1]. Users have higher and higher demands on quick
and accurate retrieval of personalized information and resources, which is also a hot
research topic that many researchers are interested in.

User’s browsing preference is influenced by many factors, and one of the most
influential factors is the time factor. Specifically, the hidden features of the expressed
content are different for each user at different time. For example, for content that a user
is not interested it, the user spends a short time on it, but for content that he is interested
in, he spends longer time on it. Therefore, how to mine the potential behavior habits of
users to improve the recommendation algorithm is the focus of this paper.

This work was supported by the Guangxi Science and Technology Project (Guike AB16380273) and
Guangxi higher education undergraduate course teaching reform project (Guike 2017JGA303)
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At present, personalized recommendation algorithms can be classified into three
categories content-based collaborative filtering algorithm, user-based collaborative
filtering algorithm and hybrid recommendation algorithm. Content-based collaborative
filtering algorithm measures the similarity between content by users’ comments, and
“beer and diapers” is the most typical example. However, at present, most of this
algorithm adopts the algorithm of manual extraction, which cannot be extracted nor-
mally in large quantities, thus seriously restricting the development of this algorithm
[2]. The user-based collaborative filtering algorithm evaluates the similarity between
users through their behaviors towards different contents. However, this algorithm only
focuses on the degree of users’ preference for contents, and the problem of data sparsity
occurs in the case of large data volume, thus resulting in the decline of recommendation
performance [3]. The traditional hybrid recommendation algorithm recombines the first
two recommendation algorithms, but there are still some problems in the hybrid rec-
ommendation algorithm, such as data sparsity, cold start, excessive dependence on
manual work and so on [4].

In view of the above problems, we proposed a personalized recommendation
algorithm that integrates time factor and reading factor. This algorithm firstly considers
that the time of browsing information and reading information is related to the selection
of user tags. The earlier you browse, the less important it is. The longer you read, the
more important it is. Secondly, we construct a model for selecting user tags, which
introduces hidden features of users by introducing time factors and reading factors.
Finally, we introduce a tag matching algorithm, which considers the dependence of
hidden features between user tags and news to construct the relationship between user
tags and information, and to recommend information of interest to users. This algo-
rithm considers the influence of time factor and reading factor on user interest distri-
bution, which substantially improves the efficiency and accuracy of recommendation.

2 Problem Statement

The personalized recommendation algorithm uses user’s browse records as training
data in the process of solving the information overloading problem of news, infor-
mation and shopping website platform. Traditional recommendation algorithm ignores
the characteristics that users’ interest may change over time, so it is difficult to provide
accurate and comprehensive recommendation lists for users. Therefore, we are thinking
about how to effectively use the user’s browsing history to improve the accuracy of
recommendation. For the information platform, there are several core problems that
need to be solved. First, how to obtain users’ hidden features from browsing history
records; Second, how to build relationships and complete recommendations with the
user’s hidden features and information.

In response to the specific problem to be solved above, we define the problem as:
How do we predict the user’s preference for information based on the association
between the hidden features and information in the user’s browsing history? In order to
solve this problem, we need to extract the hidden features of the user, construct the
connection between the user and the information through the hidden features of the
user, and use this connection to complete the recommendation. Therefore, this paper
considers the fusion time factor and reading factor to complete the recommendation.
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3 The Personalized Recommendation Algorithm

We propose a recommendation method to mine user’s preference for news from dif-
ferent perspectives by acquiring users’ historical tags. To better represent the rela-
tionship between the various data, we define the following data structure:

Definition 1: The user data set is User ¼ fu1; u2; . . .; uNg, where N is the total number
of users; The information data set is Info ¼ fi1; i2; . . .; iPg, where P is the total number
of information; The tag data set is Tag ¼ ft1; t2; . . .; tQg, where Q is the total number
of information tags; The browsing time of information is Time ¼ ftm1; tm2; . . .; tmpg,
the user’s reading time of information is expressed by Read ¼ fr1; r2; . . .; rpg.
Definition 2: An user hidden interest for different information is denoted with
Taguser tm ¼ ft1tm1; t2tm2; . . .; tQtmpg, and the hidden interest in reading different
information is represented by the set Taguser r ¼ ft1r1; t2r2; . . .; tQrpg.

In summary, the issues raised in this paper can be formalized as:
R Taguser; Tagð Þ, where R is the similarity calculation result returned, Tag is the Tag
set of information resource, and Taguser is the user-specific Tag set.

3.1 Tag Extraction

We apply the TF-IDF algorithm to extract information tags. TF-IDF is a common
weighted technique for information retrieval and data mining. TF is the Term Fre-
quency, IDF is the Inverse Document Frequency. The tag of information is extracted
from the keywords of the text, and the term frequency of candidate keywords is
expressed by the following formula:

Wtf
i ¼

niPk
j¼1 nj

½5� ð1Þ

where, the Wi is the candidate keywords, and ni represents the number of occurrences
of candidate keywords. The denominator represents the sum of the occurrence times of
all k candidate keywords.

IDF inverse text frequency is usually obtained by dividing the number of docu-
ments with candidate keywords by the total number of documents and then taking the
natural logarithm of the quotient. However, since there is no standard information
corpus at present, this paper considers from another perspective that the term frequency
of candidate keywords in the corpus is expressed by the following formula:

Widf
i ¼ ln

Ws
i

WI
i DF

� �
½5� ð2Þ

where, the Ws
i is the total term frequency of words with the same length of candidate

keyword Wi in the corpus.
The weight of words in the information abstract is higher than the term frequency in

the information body, so the position weighting is introduced in the process of
weighting. When keywordWi appears in the information title, it should be denoted with
Wloc

i ¼ tloc, on the contrary, Wloc
i is 0.
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The weight assignment is expressed as follows according to the length of
keywords:

Wl
i ¼

len Wið Þ
max len W1ð Þ � � � len Wkð Þð Þ ½5� ð3Þ

where, the len Wið Þ represents the actual length of the candidate keywords, and the
denominator represents the length of the longest word in the candidate keywords.

Nouns and phrases with nominal components are given greater weight coefficient,
when the words i is a noun word, it is expressed as WP

i ¼ tpos, on the contrary, WP
i is 0.

The final weighting formula is expressed as follows:

W ¼ Wtf
i �Widf

i � 1þWloc
i þWl

i þWp
i

� � ½5� ð4Þ

The text keyword set is sorted from high to low according to the word weight, and
the first 20 keywords are extracted as the information tag. The tag set is expressed as
follows:

Tag ¼ t1; t2; . . .; t20f g

3.2 Tag Selection

The tag selection is based on the user’s historical reading of the information, and the
tag of the information is associated with the user. Firstly, the tag is de-weighed, and
then the tag of the information is sorted according to the weight, so as to obtain the
exclusive tag of the user.

The weight of user tags decreases with time. The time spent browsing information
and the time spent reading information are related to user tags, and the importance of
browsing decreases with time. Reading increases in importance over time. Therefore,
we define the time factor t and the reading factor r, among then time factor t is the
attenuation factor and reading factor r is the enhancement factor. The position, length
and part of information content keywords determine the weight and content determines
the label. After further conversion, the formula is expressed as follows:

W ¼ Wtf
i �Widf

i � 1þWloc
i þWl

i þWp
i

� � � Tmi � Ri ð5Þ

In the process of user tag selection, we fuse time factor and reading factor, and
select 20 user-specific tags according to the weight order:

Taguser ¼ t1; t2; . . .; t20f g
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3.3 Tag Matching

Traditional recommendation methods match tags according to similarity, but they
depend heavily on the correctness of tag selection. In this paper, similarity calculation
is carried out by using tags of resources [6], and cosine similarity is adopted as the
measurement standard.

Resource features are represented by tag-based resource feature vector

Ik
!¼ nk1; nk2; � � � ; nki; � � � ; nkLð Þ, among which k ¼ 1; 2; 3; . . .;N; nki represents that
the normalized value of ti is used to mark information ik.

All information features can be represented by the following information feature
vectors:

Ik�k ¼
n11 � � � n1k
..
. . .

. ..
.

nk1 � � � nkk

2
64

3
75 ½7� ð6Þ

Our similarity calculation method uses cosine algorithm:

sin Ij; Ik
� � ¼ cos IJ ;

�!
IK
!� �
¼ IJ
!� IK!

IJ
!			 			� IK

!			 			 ½7� ð7Þ

Among them, Eq. 7 can be expressed as a matrix:

sp�p ¼

1 � � � S1j
..
. . .

.

Sj1 1

� � � S1P
..
.

SjP

..

.

SP1 � � � SPj

. .
. ..

.

� � � SPP

2
6666664

3
7777775
½7� ð8Þ

where Sij represents the similarity between resources ii and ij.
We rank the similarity calculation results of user tags and information tags in order,

and select the first N information as the recommendation results.

4 Experimental

4.1 Datasets

Our data set comes from the “Internet News Platform” (Wechat Public Number:
AI_30s) we created. Data items include information title, information content, publi-
cation time, label source, user ID user browsing record user browsing time, etc.
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4.2 Evaluation Metric

We use the Precision P and Recall R to evaluate the performance of the recommen-
dation system, where, P is the ratio of the amount of data read by users in the rec-
ommendation list to the total amount of data in the recommendation list, R is the
proportion of recommended data in the total amount of information data read by users,
and F value is the composite index, namely the harmonic average of the Precision and
Recall rate. The calculation formulas are as follows:

P ¼ ðRu\ TuÞ=Ru, where ðRu\ TuÞ indicates the amount of data read by the user
in the recommendation list, and Ru indicates the total amount of data in the recom-
mended list.

R ¼ ðRu\ TuÞ=Tu, where ðRu\TuÞ indicates the amount of data read by the user
in the recommendation list, and Tu indicates the total amount of information that the
user reads.

F ¼ P � R � 2= PþRð Þ

Among them, Ru is a list of information that is recommended for user u, and Tu is a
reading list for that user. That is, the recommended cases can be divided into 4 cases, as
shown in Table 1:

4.3 Performance Evaluation

The experimental results are divided into two parts, one is the evaluation of the algo-
rithm on the online recommendation algorithm, and the other is the user recall rate of the
“Internet News Platform” (WeChat public number: AI_30s) actively recommending
popular information. Based on the comparison of the experimental results of the
above two parts, we obtain the traditional recommendation algorithm and the P value,

Table 1. Recommended situation table

System user Recommendation Not recommendation

Interest Ru\ Tu :Ru\ Tu
No interest Ru\:Tu :Ru\:Tu

Fig. 1. Comparison of recommendation indexes
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R recall rate and F value of the recommendation algorithm that integrates the time factor
and the reading factor based on the traditional recommendation algorithm. Figure 1 is a
comprehensive experiment result.

From the experimental results, the traditional hybrid recommendation algorithm has
the lowest accuracy rate P, recall rate R and F value of the recommendation results
recommended by the user, which are 0.35, 0.26, and 0.29, respectively, algorithm that
take both time factor and reading factor into consideration. The recommendation
algorithm that only considers the time factor or the reading factor is slightly higher than
the traditional hybrid recommendation algorithm, and the fusion time factor and the
reading factor has the highest accuracy rate P, recall rate R and F. they are 17.1%,
23.0%, and 20.6% higher than the traditional hybrid recommendation algorithm. In
summary, it can be concluded that the integration of time factor and reading factor in
the process of recommending information to users can greatly improve the accuracy of
recommendation results and provide users with more personalized recommendations.

5 Conclusions

Personalized recommendation is widely used in many fields, and it has very important
practical significance. The accuracy of a personalized recommendation algorithm is
affected by many aspects. The browsing time and reading time of users are potentially
related to the user’s hobbies. In view of the above problems, this paper proposes a
recommendation algorithm that can construct the connection between users and
information according to the hidden features in the user’s browsing record. The method
first constructs a model for selecting user tags, then introduces a tag matching algo-
rithm, and finally constructs the association between user tags and information, and
completes recommending information of interest to users. Through a large number of
experiments, this paper proves that the recommended method with time factor and
reading factor is more aligned with the user’s reading interest, and the accuracy of
recommendation has been significantly improved.

The recommended method of fusion time factor and reading factor proposed in this
paper still has many problems to be solved in the practical application, such as the
impact of national statutory holidays on the recommendation results. If the national
legal holidays can be integrated into the recommendation system, it will be the rec-
ommended accuracy is higher, which is the next step in this paper.
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Abstract. Recently, due to the development of network and the development of
hardware, users can enjoy games anywhere, and as a result various games have
been developed so that items in the game using cash and game cache have
skyrocketed. The user (participant) uses his cash and game cache to estimate the
probability and make the investment. However, there is a problem that the item
does not come out even though the number of times of approaching the prob-
ability is reached. The reason is that developers can manipulate the probability
information stored in the database, and the data of the probability game can be
recorded uncertainly so that users can suffer damage. In this paper, we propose a
reliable system based on a blockchain for a random item in a game. The
developer marks the probability in the blockchain. The user can verify the
information stored in the blockchain. Since the event that the user participates in
is also stored in the blockchain, the user verifies/checks the information stored in
the blockchain, thereby enhancing the reliability of the corresponding game.

Keywords: Blockchain � Stochastic game

1 Introduction

The recent development of wired and wireless networks and the development of
hardware that allows games to be played, users can enjoy games regardless of location
and time. Developers develop various games to satisfy users’ needs. Developers needed
funds to maintain their games, and developers have made many attempts to cover them.
To make a purchase of a game, to purchase a piece of the update at the time of an
additional update, or to sell an item in a game for a fee. Among them, the items in the
game occupied a lot of demand, and the developers applied the probability to the items
in the game to induce the user to make a lot of demand. The user (participant) uses his
cash and game cache to estimate the probability of the item and make an investment.
However, there is a problem that the item does not come out even though the number of
times of approaching the probability is reached. The reason is that developers can
manipulate the probability information stored in the database, and the data of the
probability game can be recorded uncertainly so that users can suffer damage. In this
paper, we propose a reliable system based on a blockchain for a random item in a game.
The developer marks the probability in the blockchain. The user can (participant)
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verifies the information stored in the blockchain. Since the event that the user partic-
ipates in is also stored in the blockchain, the user (participant) verifies/checks the
information stored in the blockchain, thereby enhancing the reliability of the corre-
sponding game.

2 Related Work

2.1 Game Market

The game market is experiencing explosive growth with the addition of traditional PC,
video and mobile gaming environments due to advances in network and hardware.
Mobile cloud enabled us to implement high-performance mobile games in our mobile
environment [1], and PC and video games are now available thanks to the development
of GPU. Table 1 lists game revenues worldwide. China spends about 37,945 M dollars
on games, followed by the United States and Japan [2]. As such, the game market
represents a large industry. Game companies make consumers pay the right price for
maintaining the game, and the first is that they pay for the game when they buy the
game. Second, every time a game is updated, consumers pay for the update. Third,
there is a different way of paying the price depending on the amount of game users use.
Finally, there is a way to make profits by selling paid items in games.

2.2 Blockchain Technology

A blockchain is linked to a chain based on a technique for creating a block that stores
transactions. It is stored in a distributed data store. Any public blockchain can read
transaction data and add transactions. The data stored in the blockchain is verified from
other nodes after the block is created, and the recorded transaction cannot be deleted.
Therefore, it is possible to prevent the forgery and alteration of the data, If the block is
not occupied by more than 51%, the block will be reliable [4]. There are public

Table 1. Game market consumption ranking

Rank Country Region Internet
population

Total revenues in US dollars

1 China Asia 850 M 37,945 M
2 United States North America 265 M 30,411 M
3 Japan Asia 121 M 19,231 M
4 Republic of Korea Asia 48 M 5,647 M
5 Germany Western Europe 76 M 4,687 M
6 United Kingdom Western Europe 64 M 4,453 M
7 France Western Europe 58 M 3,131 M
8 Canada North America 34 M 2,303 M
9 Spain Western Europe 39 M 2,032 M
10 Italy Western Europe 40 M 2,017 M
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blockchains, private blockchains, and consortium as types of blockchains. In the public
blockchain, the bitcoin and ethereum are typically used, and transaction details use a
proof-of-work method to verify the modulation by an attacker and to detect and gen-
erate an abnormal block [3]. The private blockchain is available only to a specific user,
and if it is not possible to disclose the data, it will use the private bloc chain. The
private blockchain may not focus on cryptography, and instead uses a competing
algorithm such as the Federated Byzantine agreement (FBA) instead of the PoW to
validate in the public blockchain [5]. It also has fast processing speed and high data
throughput, so it can have fast response speed [6]. Consortium blockchains are only
available to consortium users, and data write and read permissions and block creation
are only available to consortium participants. Because it has the advantages of public
blockchain and private blockchain, it is mainly used between government and private
enterprise, it has some anonymity, and it can have fast processing speed [7] (Table 2).

3 Conclusion

Recently, the game market has grown rapidly due to the development of network and
hardware, and various game services have been operated in a form in which users pay
for the maintenance of their games. Players are paying more money from users by
adding the odds on the items in the game and the items in the game. In this paper, we
propose blockchain based random item acquisition to provide reliable game service.
The proposed blockchain based service stores the intrinsic probability of an item in a
blockchain. When a user (participant) participates in acquiring a specific item, the
user’s information is also stored in the blockchain transaction, And the probability of
manipulation of the developer can be prevented. Future research will implement a
service framework for preventing probability data in other environments.

Table 2. Blockchain type

Type Public blockchain Consortium
blockchain

Private blockchain

Operator None Consortium member Specific operating
entity

Read, Write data
permissions

Blockchain
participants

Consortium member
Blockchain
participants

Specific operating
entity
Blockchain
participants

Block creation Blockchain
participants

Consortium member Operator

Block generation
algorithm

Proof-of-Work Practical BFT Proof-of-Auth

Throughput Low High High
Latency High Low Low
Examples Bitcoin, Ethereum R3 Corda Self-development
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