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Abstract This paper proposes a novel method of designing a correlation filter for
frequency domain pattern recognition. The proposed correlation filter is designed
with linear regression technique and termed as linear regression correlation filter.
The design methodology of linear regression correlation filter is completely different
from standard correlation filter design techniques. The proposed linear regression
correlation filter is estimated or predicted from a linear subspace of weak classifiers.
The proposed filter is evaluated on standard benchmark database and promising
results are reported.
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1 Introduction

Application of correlation filters in pattern recognition is reported in several research
papers with promising results [6, 9, 11, 13, 17, 19]. In [1], a generalized regression
network based correlation filtering technique is proposed for face recognition under
poor illumination condition. A preferential digital optical correlator is proposed in
[2] where the trade-off parameters of the correlation filter are optimized for robust
pattern recognition. A class-specific subspace based nonlinear correlation filtering
technique is introduced in [3]. Basic frequency domain pattern (face) recognition
techniques are carried out by correlation filter by cross-correlating the Fourier trans-
form of test face image with a synthesized template or filter, generated from Fourier
transform of training face images and processing the resulting correlation output via
inverse Fourier transform. The process of correlation pattern recognition is pictori-
ally given in Fig. 1. The process given in Fig. 1 can be mathematically summarized in
the following way. Let Fx and Fh denote the 2D discrete Fourier transforms (DFTs)
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Fig. 1 Basic frequency domain correlation technique for face recognition

of 2D image x and 2D filter h in spatial domain, respectively, and let Fy is the
Fourier-transformed probe image. The correlation output g in space domain in
response to y for the filter Fh can then be expressed as the inverse 2D DFT of
the frequency domain conjugate product as

g = FFT−1[Fy ◦ F∗
h] (1)

where ◦ represents the element-wise arraymultiplication, ∗ stands for complex conju-
gate operation, and FFT is an efficient algorithm to performDFT. As shown in Fig. 1,
the information of N number of training images from kth face class (k ∈ C), out of
total C number of face classes for a given database, are Fourier transformed to form
the design input for kth correlation filter. In ideal case, a correlation peak with high
value of peak-to-sidelobe ratio (PSR) [8] is obtained, when any Fourier-transformed
test face image of kth class is correlated with kth correlation filter, indicating authen-
tication. However, in response to impostor faces no such peak will be found as shown
in Fig. 1 corresponding to j th correlation plane.

Traditional correlation filters used for pattern recognition purpose are commonly
categorized in constrained and unconstrained filters. Due to several advantages of
unconstrained correlation filters [12] over constrained filters, pattern recognition
tasks are generally carried out with the former one. Several correlation filters are
developed as unconstrained minimum average correlation energy (UMACE) [12],
maximum average correlation height (MACH) [12], optimal trade-off synthetic dis-
criminant (OTSDF) [16], and optimal trade-off MACH (OTMACH) [7] for pattern
recognition. Basic fundamental blocks needed for designing these correlation filters
are minimization of average correlation energy (ACE) of the correlation plane, mini-
mization of the average similarity measure (ASM), maximization of correlation peak
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height of the correlation plane. Detailed design technique of traditional correlation
filters can be found in [14].

Apart from traditional design method of correlation filter, this paper proposes
a linear regression based correlation filter estimation from a span of subspace of
similar objects. Basic concept used in designiing the linear regression correlation
filter (LRCF) is that images from a same class lie on a linear subspace. The proposed
method does not include the characteristics of correlation planes like ASM and/or
ACE and peak height. Without specifying the correlation plane characteristics this
design technique solely depends on some weak classifiers, known as matched filters,
obtained from Fourier-transformed training images of a specific class.
Proposed design technique of LRCF: In this paper, a simple and efficient linear
regression based correlation filter for face recognition is proposed. Sample images
from a specific class are known to lie on a subspace [4]. Using this concept class,
specific model of correlation filters is developed with the help of sample gallery
images, thereby defining the task of correlation filter design as a problem of linear
regression [5]. Gallery images are Fourier transformedwhich leads tomatched filters.
These matched filters are representative of weak classifiers which correspond to each
gallery image. Design of proposed filter assumes that thematched filters for a specific
class lie in a linear subspace. Probe image is also Fourier transformed, which results
in a probe-matched filter. Least-squares estimation is used to estimate the vectors of
parameters for a given probe-matched filter against all classmodels. The decision rule
is based on frequency domain correlation technique. The probe image is classified
in favor of the class with most precise estimation.

Proposed LRCF is tested on a standard database and promising results are given.
Rest of the paper is organized as follows: In Sect. 2, themathematical formulation and
design algorithm of LRCF is discussed. Extensive experimental results are reported
in Sect. 3. The paper concludes in Sect. 4.

Nomenclature used in this paper:

C : total number of classes,
N : total number of images in each class,
x (k)(i) ∈ �d1×d2 : spatial domain i th image of kth class,
Fx ∈ �d1×d2 : DFT of x ,
y ∈ �d1×d2 : spatial domain probe image,
Fy ∈ �d1×d2 : DFT of y,
h(k),∈ �d1×d2 : spatial domain kth class correlation filter,
F(k)
h ,∈ �d1×d2 : DFT of h(k),

g(i),∈ �d1×d2 : spatial domain correlation plane in response to i th image,
F(i)
g ,∈ �d1×d2 : DFT version of g(i),

m = d1 × d2,
X(k) ∈ �m×N : kth class design matrix,
fx , fy,∈ �m×1: vector representation of Fx and Fy , respectively.
θ(k),∈ �N×1: parameter vector of kth class,
DFT : Discrete Fourier Transform.
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2 Mathematical Formulation of LRCF

Let C number of distinguished classes with N (k) number of training images from
kth class, k = 1, 2, . . . ,C . Each grayscale image x (k)(i) is then Fourier transformed.
This F(k)

x
(i) is a simple matched filter generated from x (k)(i). These N (k) number of

matched filters can be termed as weak classifier for the kth class. Using the concept
that patterns from same class lie in a linear subspace, a class-specific model X(k),
known as design matrix, is developed with the weak classifiers from kth class. The
class-specific model is designed in such a way that each column of X(k) contains
f(k)x

(i), which is lexicographic version of F(k)
x

(i). The design matrix mathematically
expressed as

X(k) = [f(k)x
(1), f(k)x

(2), . . . , f(k)x
(N )] ∈ �m×N , k = 1, 2, . . . ,C (2)

Each Fourier-transformed vector fx (k)(i) spans a subspace of �m also called column
space of X(k). At the training stage, each class k is represented by a vector subspace
X(k), which can be called as predictor or regressor for class k.

Let y be the probe image to be classified in any of the classes k = 1, 2, . . . ,C .
Fourier transform of y is evaluated as Fy and lexicographically ordered to get fy . If
fy belongs to the k th class, it should be represented as a linear combination of weak
classifiers (matched filters) from the same class, lying in the same subspace, i.e.,

fy = X(k)θ (k), k = 1, 2, . . . ,C (3)

where θ(k) ∈ �N×1 is the vector of parameters. For each class, the parameter vector
can be estimated using least-squares estimation method [18]. The objective function
can be set for quadratic minimization problem as

J (θ (k)) = ‖fy − X(k)θ (k)‖2
= (fy − X(k)θ (k))T (fy − X(k)θ (k))

= fTy fy − 2θ(k)TX(k)T fy + θ(k)TX(k)TX(k)θ (k) (4)

Setting
∂ J (θ(k))

∂θ(k)
= 0

gives
θ(k) = (X(k)TX(k))−1X(k)T fy (5)

The estimated vector of parameters θ(k) along with the predictors X(k) is used to
predict the correlation filter in response to the probe-matched filter fy for each class
k. The predicted correlation filter obtained from the linear regression technique is
termed as linear regression correlation filter whihc is having the following mathe-
matical expression:



Linear Regression Correlation Filter: An Application to Face Recognition 383

f̂
(k)

y = X(k)θ (k), k = 1, 2, . . . ,C

= (X(k)TX(k))−1X(k)T fy

= H(k)fy (6)

Class-specific H(k), known as hat matrix [15], is used to map the probe-matched

filter fy into a class of estimated LRCFs f̂
(k)

y , k = 1, 2, . . . ,C .

2.1 Design Algorithm of LRCF

Algorithm: Linear Regression Correlation Filter (LRCF).
Inputs: Class model matched filters design matrix X(k) ∈ �m×N , k = 1, 2, . . . ,C ,
and probe-matched filter fy ∈ �m×1.
Output: kth class of y

1. θ(k) ∈ �N×1, k = 1, 2, . . . ,C , is evaluated against each class model

θ(k) = (X(k)TX(k))−1X(k)T fy, k = 1, 2, . . . ,C

.2. Estimated probe-matched filter is computed for each parameter vector θ(k) in
response to probe-matched filter fy as

f̂
(k)

y = X(k)θ (k), k = 1, 2, . . . ,C

.3. Frequency domain correlation:

F̂
(k)

y ⊗ Fy, k = 1, 2, . . . ,C

.4. PSR metric is evaluated for each class, C number of PSRs obtained.
5. y is assigned to kth class if1

PSR(k) = max{PSRs} ≥ thr, k = 1, 2, . . . ,C

.
Decision-making: Probe-matched filter fy is correlated with C numbers of estimated

LRCFs f̂
(k)

y , k = 1, 2, . . . ,C and highest PSR value is searched from C correlation
planes. The maximum PSR obtained is further tested with a preset threshold and the
probe image is classified in class k for which the above conditions are satisfied.

1thr: hard threshold selected empirically.
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Table 1 Randomly chosen five training sets

set
1

23 36 27 32 5 51 46 15 38 37 6 17 21 54 9 49 42 56 44 47

set
2

60 2 48 56 10 16 1 40 22 25 59 42 31 43 29 37 39 24 27 6

set
3

57 19 13 38 58 23 30 36 59 4 61 6 45 56 28 50 9 42 14 18

set
4

11 40 21 48 30 23 36 60 32 13 34 7 64 15 9 39 59 20 18 54

set
5

63 56 16 7 17 15 47 41 6 44 8 49 48 26 12 27 64 39 28 33

3 Experimental Results

3.1 Database and Preparation

The Extended Yale Face Database B [10] contains 38 individuals under 64 different
illumination conditions with 9 poses. Only frontal face images are taken for experi-
ments. Frontal cropped face images are readily available fromwebsite.2 All grayscale
images are downsampled to a size of 64 × 64 for experimental purpose.

Each class of yale B database contains 64 images. In training stage, out of 64
images 20 images are randomly chosen 5 times and five sets of X(k) are designed.
For each set, the size of design matrix X(k) is therefore 4096 × 20. Hence, for kth
class, five such predictors X are formed, each of which contains different sets of 20
weak classifiers or matched filters (Tables1 and 2).

In testing stage, rest of the images are taken, i.e., no overlapping is done. Probe
image of size 64 × 64 is taken and Fourier transformed. The lexicographic version fy
from Fy is then used to estimate the LRCFs f(k)y , k = 1, 2, . . . ,C using the parameter

vector θ(k) and predictor class X(k).

3.2 Performance of LRCF

Correlation plane: In frequency domain correlation pattern recognition, the authentic
image should give a distinct peak in correlation plane whereas the imposter will
not. To establish the above statement, in this case one probe image from class 1 is
taken and tested with both class 1 and class 2 LRCF. Figure2 shows the proposed
method works well for authentication purpose as the probe image from class 1 when
correlated with estimated LRCF originated from X(1) subspace and θ(1) parameters
give a correlation plane with distinct peak having high PSR value of 66.65. The same

2http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html.

http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html
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Table 2 Randomly chosen five test sets. It can be observed that no overlapping is done in testing
stage, i.e., image index of training set1 is completely different from test set1 and that is true for all
other sets

set
1

1 2 3 4 7 8 10 11 12 13 14 16 18 19 20 22 24 25 26 28 29 30

31 33 34 35 39 40 41 43 45 48 50 52 53 55 57 58 59 60 61 62 63 64

set
2

3 4 5 7 8 9 11 12 13 14 15 17 18 19 20 21 23 26 28 30 32 33

34 35 36 38 41 44 45 46 47 49 50 51 52 53 54 55 57 58 61 62 63 64

set
3

1 2 3 5 7 8 10 11 12 15 16 17 20 21 22 24 25 26 27 29 31 32

33 34 35 37 39 40 41 43 44 46 47 48 49 51 52 53 54 55 60 62 63 64

set
4

1 2 3 4 5 6 8 10 12 14 16 17 19 22 24 25 26 27 28 29 31 33

35 37 38 41 42 43 44 45 46 47 49 50 51 52 53 55 56 57 58 61 62 63

set
5

1 2 3 4 5 9 10 11 13 14 18 19 20 21 22 23 24 25 29 30 31 32

34 35 36 37 38 40 42 43 45 46 50 51 52 53 54 55 57 58 59 60 61 62
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Fig. 2 a authentic correlation plane, b imposter correlation plane

probe image when tested with LRCF originated from X(2) and θ(2) provides no such
peak with a PSR value of 6.15 in the correlation plane.

PSR distribution: This phase of experiment is categorized into two ways: (1)single
probe image is taken from a specific class and tested on all class LRCFs and (2) all
probe images from all classes are taken and tested with a specific class LRCF. As
five sets of predictor class models are available for each class, for each model one

estimated LRCF f̂
(k)

y is evaluated. Then single probe image (matched filter) from a
specific class is correlated with five estimated LRCFs of each class. Five such PSR
values are then averaged out for each class and 38 PSR values are obtained. Figure3
shows the PSR distribution of randomly selected single probe image taken from some
specific classes 10, 24, 15, 20. It is evident from Fig. 3 that the probe image from a
specific class when tested with LRCF of the same class gives high PSR value and in
other cases low PSRs are obtained.
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Fig. 3 PSR distribution: single probe image response for all classes

Another experiment has been performed where all 44 probe images are taken
from each of 38 classes and response to a specific class is observed. Class numbers
5, 10, 25, and 35 are taken for testing purpose. PSR values are averaged out for each
class as five sets of training and test sets are available. Figure4 shows high PSR
values when probe images from class 5, 10, 25, and 35 are taken. Clear demarcation
is observed between the authentic and imposter PSR values in all four cases.
F1-score and Confusion Matrix: Another experiment is performed to measure the
performance of the proposed LRCF by evaluating precision, recall, and F1-score.
Precision and recall are mathematically expressed as

precision = tp

tp + f p
recall = tp

tp + f n
(7)

where tp : true positive, fp: false positive, and fn: false negative. F1-score is further
measured as a harmonic mean of precision and recall as

F1 = 2
precision × recall

precision + recall
(8)
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Fig. 4 PSR distribution: All probe image responses for a specific class. All 38 × 44 probe images
are tested with class 5, 10, 25, 35. Clear demarcation of PSR values is observed
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Fig. 5 a Precision versus recall curve, b F1-score versus threshold (PSR) curve

It is observed from Fig. 5a that high precision high recall is obtained with the
proposed method. This ensures that the LRCF classifier performs well in classifica-
tion. Precision can be seen as a measure of exactness, whereas recall is a measure
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Fig. 6 Confusion matrix: a for set2, b for set3

of completeness. High precision obtained from the experimental results ensures that
the proposed filter (LRCF) returns substantially more relevant results than irrelevant
ones, while high recall ensures that LRCF returns most of the relevant results. High-
est F1-score of value 0.9663 is obtained at PSR value 17 as observed from Fig. 5b.
Two confusion matrices are developed for randomly chosen 10 classes out of 38 with
hard threshold of PSR value 17 as obtained from F1-score curve (Fig. 6).
Comparative study: A comparative performance analysis of proposed filter is per-
formedwith traditional state-of-the-art correlationfilter likeUMACEandOTMACH.
Each filter is trained with four sets of training images and tested with four test
sets. Each case grayscale images are downsampled to 64 × 64. Both UMACE and
OTMACH alongwith proposed LRCF are evaluated on 38 classes for varying thresh-
old values of PSR from 5 to 20 with 0.5 increment. From the set of PSR values, con-
fusion matrix, precision, and recall are calculated. To analyze the performance of the
filters, F1-score is determined. Figure7 shows comparative F1-curves for four sets
of training–testing images. It is observed from Fig. 7 that comparatively higher F1-
score is achieved with proposed LRCF filters. Also, the high F1-score is obtained at
high PSR values. This result establishes the fact obtained in PSR distribution results,
refer Fig. 4.
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Fig. 7 Comparative F1-score is shown. Better F1-score achieved at high PSR values for proposed
filter compared to others for four sets of train–test pairs

4 Conclusion

A new design method of correlation filter is proposed. Linear regression method is
used to estimate the correlation filter for a given probe image and training-matched
filter subspace. Estimated LRCF is correlated with probe filter for classification pur-
pose. The proposed method is tested on a standard database and promising results
with high precision high recall are reported. High F1-score, obtained in case of pro-
posed LRCF, ensures the robustness of the classifier in face recognition application.
This paper handles only with frontal faces under different illumination conditions.
How to extend the application of proposed filter in pose variation, noisy conditions,
and other object recognition needs further research.
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