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Introduction

This book includes the original, peer-reviewed research papers from the 2nd
International Conference on Electrical Systems, Technology and Information
(ICESTI 2015), held during 9–12 September 2015, at Patra Jasa Resort & Villas
Bali, Indonesia.

The primary objective of this book is to provide references for dissemination and
discussion of the topics that have been presented in the conference. This volume is
unique in that it includes work related to Electrical Engineering, Technology and
Information towards their sustainable development. Engineers, researchers as well
as lecturers from universities and professionals in industry and government will
gain valuable insights into interdisciplinary solutions in the field of Electrical
Systems, Technology and Information, and its applications.

The topics of ICESTI 2015 provide a forum for accessing the most up-to-date
and authoritative knowledge and the best practices in the field of Electrical
Engineering, Technology and Information towards their sustainable development.
The editors selected high quality papers from the conference that passed through a
minimum of three reviewers, with an acceptance rate of 50.6 %.

In the conference there were three invited papers from keynote speakers, whose
papers are also included in this book, entitled: “Computational Intelligence based
Regulation of the DC bus in the On-Grid Photovoltaic System”, “Virtual
Prototyping of a Compliant Spindle for Robotic Deburring” and “A Concept of
Multi Rough Sets Defined on Multi-Contextual Information Systems”.

The conference also classified the technology innovation topics into five parts:
“Technology Innovation in Robotics, Image Recognition and Computational
Intelligence Applications”, “Technology Innovation in Electrical Engineering,
Electric Vehicle and Energy Management”, “Technology Innovation in Electronic,
Manufacturing, Instrumentation and Material Engineering”, “Technology
Innovation in Internet of Things and Its Applications” and “Technology Innovation
in Information, Modeling and Mobile Applications”.

In addition, we are really thankful for the contributions and for the valuable time
spent in the review process by our Advisory Boards, Committee Members and
Reviewers. Also, we appreciate our collaboration partners (Petra Christian
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University, Surabaya; Gunadarma University, Jakarta; UBAYA, Surabaya,
University of Ciputra, Surabaya, Institute of National Technology, Malang and
LNEE Springer, Germany), our supporting institution (Oulu University, Finland,
Widya Mandala Catholic University, Surabaya and Dongseo University, Korea)
and our sponsors (Continuing Education Centre, Petra Christian University,
Surabaya and Patrajasa Resort Hotel, Bali).

On behalf of the editors Felix Pasila
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Chapter 1
Computational Intelligence Based
Regulation of the DC Bus
in the On-grid Photovoltaic System

Mauridhi Hery Purnomo, Iwan Setiawan and Ardyono Priyadi

Abstract This paper presents a bidirectional DC/AC converter control system
based on the vector control method for regulating the DC bus in On-grid photo-
voltaic systems. In this control scheme, the main task of the DC/AC converter is to
control the power flow between the DC bus and the electrical grid. To avoid con-
ventional controller parameter tuning problems and in addition to enhance transient
performances of the DC bus voltage response that caused by abrupt changes of local
DC loads that directly connected to DC bus system, in this work, the DC/AC
converter control system is designed by utilizing radial basis function neural net-
works, that is a kind of the computational intelligence method. By combining with
simple proportional control, the overshoot and undershoot of the DC bus voltage that
caused by sudden connections and disconnections of the local DC loads can be
damped more quickly and better than the standard optimal PI control system, so the
overvoltage condition of the DC bus capacitor could be avoided. The effectiveness
of the proposed control system is proved by simulation results.

Keywords Bidirectional DC/AC converter � Computational intelligence � Radial
basis function neural networks � Vector control

1.1 Introduction

In the last decades, the development of distributed power generation systems based
on renewable distributed generators like Photovoltaic, wind turbine, and fuel cell
have grown rapidly [1–4]. To efficiently supply electrical power to local DC loads,
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the combination of the On grid DG system with DC microgrid recently also has
attract a lot of attention [5].

In the control system point of view, there are at least two independent controlled
converters in On-grid renewable power systems that connected via DC link: (1) an
AC/DC or a DC/DC renewable power source side converter and (2) a bidirectional
DC/AC grid side converter. The major task of the renewable power source side
converter generally is to extract maximum power from green power source, i.e. by
using Maximum Power Point Tracking (MPPT) algorithm, whereas the DC/AC
grid side converter is to regulate DC bus voltage in a certain reference such that the
flow of the electrical power between the DC link and the grid could be guaranteed.

In the On-grid green power systems combined with local DC loads, the dynamic
of the DC bus capacitor voltage basically is not only influenced by power dynamic
generated using the green power sources but also the change of the load that
directly connected to DC bus. If the DC/AC grid side converter is not controlled
properly, the sudden connection and disconnection of the local DC loads could
make overvoltage in the DC link capacitor.

Based on the type of the controller, up until now, Proportional Integral
(PI) based controller is one of the most popular techniques generally utilized for
DC/AC converter to regulate DC bus capacitor. However to get the optimal
parameter of the control system, the parameter of the plant model practically should
be known accurately. Several papers proposed intelligence techniques such as
Fuzzy logic control and Sliding Mode Controller [6–8] to avoid conventional
controller parameter tuning problems and to enhance the control performances.

The main focus of this work is to design a controller of bidirectional DC/AC
converters for regulating DC bus voltage in On-grid photovoltaic system combined
with DC micro grid by using Radial Basis Function Neural Networks (RBFNN).
RBFFNN is one of the intelligence computation technique that has been widely
adopted and implemented for off-line and on-line modelling and control application
[9, 10]. The utilizing of the RBFNN as a control component in this case is to
dampen overshoot and undershoot of the DC bus voltage that caused by sudden
connections and disconnections of the local DC loads so the overvoltage condition
of the DC bus capacitor could be avoided. Some simulations using Matlab Simulink
software have been drawn to show the effectiveness of the proposed controller.
Based on the simulation results, the performance of the RBFNN is better than the
optimum PI controller.

The remainder of this paper is organized as follows. Section 1.2 describes the
system model of the On-grid photovoltaic system combined with DC micro grid
and the short theories of the RBFNN. The proposed control design is discussed in
Sect. 1.3. Section 1.4 discusses some RBFNN simulation results, and finally, the
conclusions are drawn in Sect. 1.5.

4 M.H. Purnomo et al.



1.2 System Model

Figure 1.1 shows the topology of the On-Grid photovoltaic power system combined
with DC microgrid under study. As shown in Fig. 1.1, there are two converters and
its associated controller that operated independently.

The DC/DC buck-boost converter connected to the PV module is used to pump
maximum electric power generated from the PV panel to the intermediate storage of
the DC bus capacitor. Whereas the DC/AC converter injects surplus energy from
the DC bus capacitor to the electrical grid. In this case, the PV power production is
lower than the DC load consumption. The converter is able to transfer energy from
the electrical grid to supply power shortages to the local DC load.

1.2.1 Photovoltaic Module and Its Converter

The main tasks of the DC/DC buck-boost converter as shown at Fig. 1.2 are to
extract maximum electrical power from the PV module by means of the MPPT
algorithm and at the same time the converter amplify the output voltage of the PV
module to the DC bus voltage level. The PV module itself basically can be modeled
as a circuit that contains current source parallel with diode. The typical charac-
teristic of the V-I and V-P relations of the PV module is shown in Fig. 1.3. For the
detail model of the PV module, the readers could refer to [11].

Vdc

+

-

ec

R L

eb

eava
vb
vc

idc_gidc_s

C

ic

DC/AC control system
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Boost 

converter
Grid

MPPT controller

DC/AC 
converter
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DC Microgrid DC load
Other DC or AC load 

(with converter)
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Fig. 1.1 Topology of the On Grid PV system combined with DC loads
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Although there several sophisticated MPPT algorithms proposed in the literature
[12], in this works, the Perturb and observe (P&O) algorithm is used to extract
maximum power from PV module. P&O basically, due to the dynamic of the solar
irradiation, is far slower compared to the dynamic of the DC load connected to
DC bus.

1.2.2 The Bidirectional DC/AC Converter Control Model

The main task of the DC/AC converter control system (Fig. 1.4) is to control the
flow of the active power between DC bus and the electrical grid bidirectionally.
This bidirectional control of the electrical power is accomplished indirectly by
regulating the DC link voltage at a certain level.

In this proposed scheme there are two main factors that determine the direction
of the power flow in the DC/AC converter: (1) The power generated from the PV
module and (2) The total DC loads connected to DC bus. If the total DC loads

C

D

L

-

+

+

-

PV 
Module

MPPT 
Controller

vi
To DC link

DC/DC buck-boost converter

Fig. 1.2 DC-DC buck-boost converter circuit model

Fig. 1.3 The typical characteristic of V-I and V-P of a PV module
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power is less than the power of the PV module, the DC/AC converter will inject the
surplus energy to the electrical grid (inverter mode), and conversely if consumption
of the DC load power is higher than the power production of the PV module, the
DC/AC converter will transfer some power from the electrical grid (rectifier mode).
So in this case, the balance of the power will be maintained.

For the converter circuit model in Fig. 1.4, the mathematical relations in the
standard rotated dq model is represented in (1.1) and (1.2) [13].

vdf ¼ Ridf þ L
didf
dt

þ vdg � xsLiqf ð1:1Þ

vqf ¼ Riqf þ L
diqf
dt

þ vqg þxsLidf ð1:2Þ

where R and L are a resistance and an inductance of the filter, whereas idf, iq f, vdf,
vq f, vdg, vqg respectively are currents and voltages of the inverter and the grid in dq-
axes model. and ωs is a grid frequency. For ease of the design of feedback con-
trollers, the two relations could be represented in the standard differential equation
below [14]:

didf
dt

¼ �R
L
idf þ 1

L
vdf þ 1

L
ddf ð1:3Þ

diqf
dt

¼ �R
L
iqf þ 1

L
vqf þ 1

L
dqf ð1:4Þ
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Fig. 1.4 The DC/AC Converter Model
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where:

ddf ¼ ð�vdg þxsLiqf Þ ð1:5Þ

dqf ¼ ð�xsLidf Þ ð1:6Þ

In this case, ddf and dqf could be regard as measurable disturbances that can be
easily compensated by its negation. If the rotated dq-axes perfectly aligned with the
rotated grid voltage vector, the grid active and reactive power respectively could be
represented in (1.7) and (1.8).

Pg ¼ 3
2
ðvdgidf Þ ð1:7Þ

Qg ¼ 3
2
ð�vdgiqf Þ ð1:8Þ

From (1.7) to (1.8), it is clear that the active and the reactive grid power
respectively could be controlled by the regulation of the d-axis and the q-axis current
component independently. In the DC/AC control system, the reference of the d-axis
current component is derived from the output of the DC bus voltage loop control.

By using SPWM with 3th harmonic injection, The dynamic capacitor voltage
itself is represented by (1.9) [14].

Vdc

dt
¼ � 3

2
ma
ffiffiffi

3
p

C
idf þ 1

C
idc s ð1:9Þ

1.2.3 The RBFNN Model

The RBFNN basically can be categorized as associative memory network that is fit
used for on-line adaptive controller. This attribute basically come from the RBFNN
properties: local generalization, simple learning rule and just have three-layer
networks architecture [15]. Mathematically, The output of the RBFNN could be
formulated as:

y ¼
X

p

i¼1

Gi ci � Xk kð Þwi ð1:10Þ

where X, Gi(.), wi and ci are input vector, Gaussian function weight and centers
respectively. The RBFNN Weight updating can be computed easily by using least
mean square algorithm that is showed in (1.11).

wðkþ 1Þ ¼ wðkÞþ aeðkÞGðkÞ ð1:11Þ

8 M.H. Purnomo et al.



1.3 Control Design

By using vector control technique, there are two loop controls that should be to
designed: (1) The inner current loop control that related with the grid active and
reactive power injection/absorption, and (2) the outer DC bus voltage loop control
that related with regulation of the capacitor voltage.

Due to the capacitor voltage level is directly determined by active power that
flow via DC bus, then the control output of the DC bus control in this case is used
as reference of the d-axis current component. Figure 1.5 shows the complete block
diagram of the proposed DC/AC converter control system.

1.3.1 Current Loop Control Design

As shown by (1.3) and (1.4), the dynamic of the dq-axis current component of the
converter circuit basically is coupled first order system. To control of those current,
in this work, we just utilize PI control plus Feedfoward control:

udðqÞ ¼ uPI � ddðqÞf ð1:12Þ

where udq and uPI respectively are total control output and PI control output,
whereas ddqf is current coupling terms as represented by (1.5) and (1.6). By using
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RBFNN
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iL

Fig. 1.5 Diagram block of the DC/AC Converter control system
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the control strategy (1.12), the dynamic of the dq-axis current model dynamic could
be simply represented by transfer function form:

HdðqÞðsÞ ¼
IdðqÞðsÞ
VdðqÞf ðsÞ

¼ ð1=RÞ
ðL=RÞsþ 1

ð1:13Þ

Utilizing pole placement technique, the PI control parameters can be obtained
easily by using (1.14):

Ki ¼ R=Tcl

Kp ¼ L
Tcl

ð1:14Þ

where Ki, KP and Tcl are the integrator gain, the proportional gain and the desired
closed loop time constant, respectively. Equation (1.15) shows the final transfer
function of the dq-axis current component closed loop system by using pole
placement technique.

HdðqÞclðsÞ ¼
IdðqÞðsÞ
IdðqÞref ðsÞ

¼ 1
Tcl þ 1

ð1:15Þ

1.3.2 DC Bus Voltage Control Design

By substituting Id(s) from (1.15) to the transfer function Vdc(s)/Id(s) from (1.9), we
can obtain dynamic the DC bus capacitor voltage to the change of the d-axis current
component reference (1.16).

VdcðsÞ ¼ � 3ma

s2
ffiffiffi

3
p

C

1
ðTcl þ 1Þ Id ref ðsÞþ 1

Cs
idc s ð1:16Þ

by referring to the DC/AC control topology in the Fig. 1.5 the d-axis current
component reference Id_ref(s) basically is the simple proportional gain output plus
the RBFNN output:

Id ref ¼ KPðVdc � Vdc ref ÞþURBFNN ð1:17Þ

Substituting (1.17) to (1.16), we will derive (1.18)

VdcðsÞ ¼ HKp

ðsþHKpÞVdc ref ðsÞþ URBFNN

ðHKP=sþ 1Þ þ
1

ðHKP=sþ 1ÞCs idc s ð1:18Þ

10 M.H. Purnomo et al.



If the weight updating of the RBFNN in Eq. (1.11) is stable such that:

URBFNN ¼ � 1
Cs

idc sðsÞ ð1:19Þ

Then (1.18) could be simplified as:

VdcðsÞ ¼ HKp

ðsþHKpÞVdc ref ðsÞ ð1:20Þ

by using the final limit teorema of the Laplace transform, it is clear that from (1.20),
the output of DC bus capacitor voltage in the steady state will always equal to its
reference.

1.4 Simulation Result and Discussion

In this Section, some simulations based on the Matlab Simulink software packet
have been done to show the performance of the proposed control system and
comparing the results with the PI base control system. For the simulation purpose,
the parameter of the plant and the RBFNN model is chosen as shown in Table 1.1.
Whereas Table 1.2 shows the PI control parameter for both the inner current loop
and the DC bus voltage loop control. The PI parameter for the inner loop is
obtained by using the pole placement technique, where the desired closed loop time
constant is 0.001 s. The outer loop PI controller parameters is derived using the
symmetrical optimum method. As shown in Tables 1.1 and 1.2, for fair comparison,
the simple gain proportional at the RBFNN controller is the same with the pro-
portional gain of the optimal PI controller.

In this simulation, the power of the PV module is extracted using the simple
P&O MPPT algorithm where the output of this algorithm is used directly to drive a
semiconductor switch of the DC/DC buck-boost converter. Figure 1.6a shows the
output power of the PV module in 1 s time duration for solar irradiance 1000 W/m2

that is delivered to DC bus system that have reference 350 V.

Table 1.1 Plant and RBFNN control parameter

Plant parameter Value Plant parameter Value

Pv nominal power (W) 2000 L DC/AC filter (H) 0.01

DC bus voltage ref. (V) 350 C- DC link (uF) 1200

Grid voltage (rms) (V) 110 SPWM frequency (KHz) 10

Grid frequency (Hz) 50 RBFNN MF number 6

Time sampling (s) 0.0001 Alpha 0.0000025

R DC/AC filter (ohm) 0.02 Simple gain 0.560

1 Computational Intelligence Based Regulation of the DC Bus … 11



To test the transient performance of the DC/AC converter control system in the
capability of the voltage regulation and the grid power injection in response to the
abrupt changes of the DC load, in this work, we do by connecting/disconnecting
100 ohm resistor in the DC microgrid bus suddenly every 0.1 s. Figure 1.6b shows
the current flowing into the microgrid caused by such action.

In view of the control system, this DC load changes can basically be considered
as disturbance that cause the output control system deviates from the reference.
Figure 1.7 shows the changes of some important variables in the on grid PV system
in response to the DC load changes: (a) the DC bus voltage, (b) the grid active
power, (c) the grid reactive power, and (d) the grid current.

For comparison purposes, the response of the RBFNN control system and the
standard PI control system is plotted in the same axis as shown in Fig. 1.7. From
Fig. 1.7a, we can see that in response to the changes of DC load current, the voltage
of the DC bus in a while will deviate from its reference. However it is clear from
Fig. 1.7a that at any time the DC load is changed, the output response of the
RBFNN control system in the transient state is more damped compared to the
response of the PI control system. The superiority of the RBFNN control system
over the PI control can also be seen from performance indexes ITAE showed in
Fig. 1.7a.

With the constant solar irradiance and the changing load, the profile of the
surplus electrical power that is injected to the grid is shown in Fig. 1.7b. From
Fig. 1.7b, it could be seen that the power injection resulted from the RBFNN
control system has settling time faster compared to the response of the PI control
system. We can also see the bidirectional nature of the DC/AC converter system at

Table 1.2 The optimal PI parameters

Inner Loop Control
parameter

Value Outer Loop Control parameter
(for comparison)

Value

Kp 10.0 Kp 0.560

Ki 20.0 Ki 62.22

Fig. 1.6 The PV Power output delivered to DC bus (a) the change of DC load current caused by
connection and disconnection DC load (b)
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that figure. The negative value of the grid power in the first 0.4 s of the simulation
showed that the converters is in the rectifier mode, this is due to the PV power is
still in transient state and the power that generated by the PV module is not
sufficient to supply the DC load.

Due to the reactive power is directly controlled by q-axis current component,
then the response of the RBFNN control system and the PI control system virtually
the same as shown by Fig. 1.7c. While Fig. 1.7d shows the three phases current that
injected to the electrical grid resulted from the RBFNN control system.

Finally, to guarantee the stability of the control system, we should determine the
RBFNN parameters (i.e. Kp and α) appropriately. Figure 1.8 shows the influence of
the chosen RBFNN parameter on the controlled output in response to the step
change of the generated green power.

Fig. 1.8 The DC bus voltage response to the change of the DC load current change for several
value of alpha (a) and proportional gain (b)

Fig. 1.7 The System response: The DC bus voltage (a) Active power injected to Grid (b) Reactive
power (c) AC current (d)
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1.5 Conclusion

In this work, we present the RBFNN control system design for the DC bus voltage
regulation in the on-grid PV system. The effectivity and the performance of the
proposed controller in the response to the disturbance, i.e. response to the sudden
connection and disconnection of the DC load is proved by the simulation study. The
simulation results show that compared to the Optimal PI control system, the
overshoot of DC bus voltage caused by the abrupt change of the DC load for the
RBFNN control system is more damped and the controlled output is more quickly
to settled.

In the future work, the investigation of the optimal RBFNN parameter, i.e. the
proportional gain and the learning rate will be done further by utilizing optimization
method such as PSO and Genetic Algorithm.
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Chapter 2
Virtual Prototyping of a Compliant
Spindle for Robotic Deburring

Giovanni Berselli, Marcello Pellicciari, Gabriele Bigi
and Angelo O. Andrisano

Abstract At the current state-of-the-art, Robotic Deburring (RD) has been
successfully adopted in many industrial applications, but it still needs improvements
in terms offinal quality. In fact, the effectiveness of a RD process is highly influenced
by the limited accuracyof the robot motions and by the unpredictable variety of burr
size/shape. Tool compliance partially solves the problem, although dedicated engi-
neering design tools are strictly needed, in order to identify those optimized param-
eters and RD strategies that allow achieving the best quality and cost-effectiveness. In
this context, the present paper proposes a CAD-based Virtual Prototype (VP) of a
pneumatic compliant spindle, suitable to assess the process efficiency in different case
scenarios. The proposed VP is created by integrating a 3D multi-body model of the
spindle mechanical structure with the behavioural model of the process forces, as
adapted from previous literature. Numerical simulations are provided, concerning the
prediction of both cutting forces and surface finishing accuracy.

Keywords CAD-based tools � Compliant spindle � Robotic deburring � Virtual
prototyping

2.1 Introduction

The process of finishing mechanical parts with complex shapes and narrow toler-
ances generally involves the use of five axes CNC machines, namely extremely
expensive devices that require large set-up times. As a potential alternative for the
same task, industrial robots offer greater flexibility along with a lower initial
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investment, but are characterized by an inferior process quality. In the last few
years, several efforts have been devoted to the developments of engineering
methods and tools for improving the effectiveness of Robotic Deburring (RD) and,
more in general, of robotic machining [1].

Focusing on deburring operations, the offline programming of an ideal robot
trajectory cannot achieve the best end-product quality, the reasons being the limited
motion accuracy of any industrial manipulator and the uneven/unpredictable pro-
cess condition (i.e.: different burr thickness and varying material properties [2, 3]).
In practice, a RD process may lead to either partial or excessive deburring (where
part of the workpiece is accidently removed). In addition, in case very strict tol-
erances and good surface roughness are required, a uniform contact pressure
between the tool and the workpiece must be guaranteed at all times, despite the burr
thickness. In these instances, either an active force feedback [4] or a passive
compliant tool are usually adopted, the passive solution being more industrially
common thanks to its cost-effectiveness, ease of use and seamless/faster adaptation
to unexpected process variations or collisions. Nonetheless, the tuning of the system
parameters (e.g. choice of the tool shape, feed-rate, overall compliance) is rather
time consuming and requires several physical tests which actually reduce the
robotic cell productivity. Therefore, a virtual engineering approach is needed, in
order to predict the RD performance without any on-field testing, possibly leading
to a “first-time-right”, “plug-and-produce” technology application.

For what concerns past literature dealing with deburring processes, a review of
several models for the prediction of the cutting forces is reported in [5] (e.g. linear
models by Altintas [6] and exponential model by Kienzle [7]), whereas
CAD/CAM-assisted methods have been recently proposed in [8]. In any case, most
of the previous works simply neglects the influence of the tool compliance, whose
complex interaction with the deburring process is experienced only on the physical
test rig. Owing to the above mentioned considerations, the present work addresses
the development of a CAD-based Virtual Prototype (VP) of a compliant tool
coupled with the cutting process, which should allow for the offline optimization of
the RD operations. In particular, the behavior of the spindle mechanical structure is
modeled by means of a commercial multibody software (Recurdyn), whereas the
process forces are concurrently co-simulated in a mathematical simulation envi-
ronment (Simulink).

2.1.1 Description of the Compliant Spindle

Several commercially available compliant spindles are commonly employed in RD
and are usually characterized by pneumatic actuation and radial compliance [3].
The tool considered in this paper, whose detailed description can be found in [9],
has been chosen for its widespread adoption and its classical architecture. With
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reference to the CAD drawing of Fig. 2.1, the device comprises a pneumatic motor
inserted into a housing and supported by a spherical joint (located on point O) and
by a Compliance Device. The compliance device (Fig. 2.2) is composed of seven
pistons, having limited stroke, and connected to a common chamber with a com-
mon air inlet. Initially, as also reported in Sect. 3.3, all the pistons are in direct
contact with the pneumatic motor. On the other hand, as depicted in Fig. 2.3, the

Fig. 2.1 Cad drawing of the deburring tool

Fig. 2.2 Compliance device

Fig. 2.3 Deburring tool in deflected configuration
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pneumatic motor can deflect during interaction with the environment. In this case,
some of the pistons may reach their lower dead point, thus loosing contact with the
motor (see Fig. 2.4).

2.2 Mechanics of Milling Processes: Background Theory

Let us first neglect the influence of the system compliance. In this case, the
mechanics of milling processes has been extensively treated in [7, pp. 35–46],
whose nomenclature is hereafter preserved. With reference to Fig. 2.5, let us
consider an end mill having diameter D, helix angle b and number of teeth (or
flutes) N. Let us define c as the process feed rate, /j as the instantaneous angle of
immersion of the j-th tooth within the work piece, /p ¼ 2p=N as the tooth spacing
angle, /st;/ex;/s ¼ ð/ex � /stÞ as the cutter entry, exit, and swept angles.
Although helical mills are usually employed, let us first assume β = 0 and let us
consider the j-th tooth only.

In this case, the instantaneous chip thickness, hj, can be approximated as
hj /j

� � ¼ csin/j, whereas tangential, Ft; j, radial, Fr; j, and axial, Fa; j, cutting forces
can be expressed as function of edge contact length, a, and uncut chip area, ah /j

� �

,
such that:

Fq; jð/jÞ ¼ Kq; cahð/jÞþKq; ea; for q ¼ t; r; a and j ¼ 0; . . .;N � 1 ð2:1Þ

Fig. 2.4 Piston contacts

Fig. 2.5 Geometry of milling
process [7]
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where Kt;c;Kr;c, and Ka;c are respectively defined as the cutting force coefficients
due to the shearing action in tangential, radial, and axial directions, whereas
Kt;e;Kr;e, and Ka;e are the edge constants.

Naturally, cutting forces are produced only when the tool is in the cutting
(immersion) zone, that is Fq; jð/jÞ[ 0 if /st �/j �/ex. In addition, multiple teeth
will be cutting simultaneously if /s [/p, the overall force being given by the
summation of the single j-th contribution.

In case an helical mill is used (i.e. b[ 0), the cutting edge will be lagging
behind the tool end point (see Fig. 2.6). The lag angle, w, at the axial cut depth, z, is
w ¼ 2zD�1tanb. In particular, as stated in [7], when the bottom point of a reference
flute is at immersion angle /, a cutting edge point axially located at a distance
z above the reference flute will have an immersion angle of ð/� wÞ. Assuming that
the bottom end of one flute is designated as the reference immersion angle /, the
immersion being measured clockwise from the normal y axis, the bottom end points
of the remaining flutes are at angles /j 0ð Þ ¼ /þ j/p for j ¼ 0; . . .;N � 1. The
immersion angle for the j-th flute at an axial cut depth z is:

/j zð Þ ¼ /þ j/p � kbz where kb ¼ 2D�1tanb ð2:2Þ

The chip thickness, hj, is now approximated as hj /j; z
� � ¼ c sin/jðzÞ. Similarly

to Eq. 2.1, the contribution of the elemental tangential, dFt; j, radial, dFr; j, and axial,
dFa; j, forces on a differential flute element with height z can be written as:

dFq; j /j; z
� � ¼ Kq; chj /j zð Þ� �þKq; e

� �

dz; for q ¼ t; r; a and j ¼ 0; . . .;N � 1

ð2:3Þ

From the equilibrium conditions, the radial and tangential elemental forces can
be resolved into feed, x, and normal, y, directions using the following
transformations:

Fig. 2.6 Geometry of helical
end milling [7]
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dFx; j ¼ �dFt; jcos/j zð Þ � dFr; jsin/j zð Þ;
dFy; j ¼ dFt; jsin/j zð Þ � dFr; jcos/j zð Þ ð2:4Þ

The total force produced by the j-th flute can be obtained by integrating the
differential cutting forces:

Fp; jð/j zð ÞÞ ¼ Z

zj;2

zj;1

dFp; jð/j zð ÞÞdz; for p ¼ x; y; z ð2:5Þ

where zj;2ð/j zð ÞÞ and zj;2ð/jðzÞÞ are the lower and upper axial engagement limits of
the in-cut portion of the j-th flute. The integrations are carried out by noting that
d/j zð Þ ¼ �kbz, so that:

Fx; jð/jðzÞÞ ¼
c
4kb

�Ktc cos2/jðzÞþKrcð2/jðzÞ � sin2/jðzÞÞ
� �þ 1

kb
Kte sin/jðzÞ � Kre cos/jðzÞ
� �

� �zj;2ð/jðzÞÞ

zj;1ð/jðzÞÞ

Fy; jð/jðzÞÞ ¼
�c
4kb

�Ktcð2/jðzÞ � sin2/jðzÞÞþKrc cos2/jðzÞ
� �þ 1

kb
Kte cos/jðzÞþKre sin/jðzÞ
� �

� �zj;2ð/jðzÞÞ

zj;1ð/jðzÞÞ

Fz; jð/jðzÞÞ ¼
1
kb

Kac ccos/jðzÞ � Kae/jðzÞ
� �zj;2ð/jðzÞÞ

zj;1ð/jðzÞÞ:

ð2:6Þ

Note that the lag angle at full axial depth of cut (i.e. when z ¼ a) is wa ¼ kba.
With reference to Fig. 2.7, the computer algorithm proposed in [7] to determine the
axial integration boundaries is as follows:

• If /st\/j z ¼ 0ð Þ\/ex, then zj;1 ¼ 0;
If /st\/j z ¼ að Þ\/ex, then zj;2 ¼ a;
If /j z ¼ að Þ\/ex, then zj;2 ¼ ð1=kbÞð/þ j/p � /stÞ;

• If /j z ¼ 0ð Þ[/ex and /j z ¼ að Þ\/ex then zj;1 ¼ ð1=kbÞð/þ j/p � /exÞ;
If /j z ¼ að Þ[/st then zj;2 ¼ a;
If /j z ¼ að Þ\/st, then zj;2 ¼ ð1=kbÞð/þ j/p � /stÞ;

• If /j z ¼ 0ð Þ[/ex and /j z ¼ að Þ[/ex then the flute is out of cut.

Note that these expressions can be used if flute j ¼ 0 is aligned at / ¼ 0 in the
beginning of the algorithm.

The total instantaneous forces on the cutter at immersion / are finally computed
as follows:

Fxð/Þ ¼
X

N�1

j¼0

Fxj ;Fyð/Þ ¼
X

N�1

j¼0

Fyj ;Fzð/Þ ¼
X

N�1

j¼0

Fzj : ð2:7Þ
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2.3 Virtual Prototype of the Compliant Spindle

The spindle VP can be conceptually divided in three subsystems arranged in a loop
structure, the output of one subsystem being the input of the following one. With
reference to Fig. 2.8, the model subsystems are used to compute: (1) radial burr, prb,
and work piece, prp, cut depths; (2) cutting forces; (3) cutting tool position and
velocity via co-simulation with a CAD-based multi-body software.

2.3.1 Computation of Radial Burr and Workpiece
Cut Depth

With reference to Fig. 2.9, let us define a spatial coordinate w and let us suppose to
conceptually unroll a 3D burr profile along that same coordinate. The burr height

Fig. 2.7 Helical flute-part
face integration zones [7]

Fig. 2.8 Spindle VP: integration between CAD-based multibody software and process models
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and width can then be defined as function of w, that is hb ¼ hbðwÞ and bb ¼ bbðwÞ,
respectively. With reference to Figs. 2.1 and 2.10, let us now define a fixed ref-
erence systems, located on point O, the z axis being aligned with the housing
symmetry axis, and the x axis indicating the feed direction. Similarly, let us locate
the application points of the process forces (as computed in the next algorithm) in A
and B. These points lie at the intersections between the mill longitudinal axis
(Fig. 2.10) and the two lines parallel to the y axis and respectively passing through
the midpoints of bb and a (the latter being the edge contact length between
workpiece and cutter). Note that the position of both points A and B, with respect to
O, can vary due to the spindle compliance. In particular, Fig. 2.11 depicts a con-
dition where the deburring process is incomplete, whereas Fig. 2.12 depicts a
condition where the mill is cutting both burr and workpiece. With reference to these
same figures, let us define, for each time instant, t, the variables xA and yA as the
x and y coordinates of point A in the fixed reference systems located on point O, hpci
as the y coordinate of the mill/workpiece inferior contact point (point C), that
defines the workpiece profile after deburring (i.e. hpci ¼ yA � D=2), hr and hn as the
real and desired (nominal) workpiece height with respect to O (i.e. hr ¼ hn � hb), pr
as the radial deburring depth pr ¼ hr � hpci. Three cases are possible:

– Ideal deburring: pr ¼ hb, so that prb ¼ hb and prp ¼ 0;
– Partial deburring: pr\hb, so that prb ¼ pr and prp ¼ 0;
– Excessive deburring: pr [ hb, so that prb ¼ hb and prp ¼ pr � hb;

Fig. 2.9 Definition of burr height and width

Fig. 2.10 Burr and workpiece geometry
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Owing to the above mentioned considerations, the process forces considered
hereafter,Fb andFp, are respectively due to either the mill-burr or the mill-workpiece
interaction. The forceFb; (hereafter named burr force), is applied on point A, whereas
the force Fp; (hereafter named workpiece force), is applied on point B.

2.3.2 Computation of the Deburring Forces

Due to the presence of a compliant structure, the feed velocity vector will be
inclined with respect to the horizontal axis of the workpiece. Let us define vP ¼
½ _xP; _yP; _zP�T and vA ¼ ½ _xA; _yA; _zA�T as the relative velocities of workpiece and point
A with respect to the fixed O-frame. The feed velocity vector of the workpiece with
respect to the mill is vF ¼ vP � vA ¼ ½ _xF ; _yF ; _zF �T . Note that, due to the spindle
compliance, _zF 6¼ 0. Nonetheless, as long as _zF is always an order of magnitude
lower than _xF and _yF , its contribution is neglected for application purposes (that is
vF � ½ _xF ; _yF ; 0�T ). The angle of inclination, #, of the spindle velocity with respect to

Fig. 2.11 Partial deburring

Fig. 2.12 Excessive
deburring

2 Virtual Prototyping of a Compliant Spindle … 25



the horizontal axis can be evaluated as # ¼ atanð _yF= _xFÞ. The process feed rate, c, is
then given by:

c ¼ Nnð Þ�1 _x2F þ _y2F
� �

1
2 ð2:8Þ

hj /j

� � ¼ c sinð/j � #Þ ð2:9Þ

For instance, with reference to Fig. 2.13, if /j ¼ /j;1 ¼ #, then h /j;1; #
� � ¼ 0.

In the same way, if /j ¼ /j;2 ¼ p=2þ#, then h /j;2; #
� � ¼ c. At last, if

/j ¼ /j;3 ¼ pþ#, then h /j;3; #
� � ¼ 0.

Naturally, if the spindle compliance is neglected and, consequently _yF ¼ 0, both
Eqs. 2.8 and 2.9 simplifies into the relations given by the standard model from
Altintas [7] (recalled in Sect. 2.2), namely c ¼ _xF and hj /j

� � ¼ csin/j.
The cutting forces can then be found by inserting Eqs. 2.8–2.9 into Eq. 2.3 and

performing the necessary calculations for the integration of the elemental forces
(Eq. 2.5). The following expressions are found:

Fx; jð/j zð ÞÞ ¼ c
kb

Ktc �/j zð Þsinð#Þ
2

� cosð2/j zð Þ � #Þ
4

� 	

þKrc
/j zð Þcosð#Þ

2
� sinð2/j zð Þ � #Þ

4

� 	
 �� �zj;2ð/j zð ÞÞ

zj;1ð/j zð ÞÞ

Fx; jð/j zð ÞÞ ¼ c
kb

Ktc �/j zð Þsinð#Þ
2

� cosð2/j zð Þ � #Þ
4

� 	

þKrc
/j zð Þcosð#Þ

2
� sinð2/j zð Þ � #Þ

4

� 	
 �� �zj;2ð/j zð ÞÞ

zj;1ð/j zð ÞÞ

Fz; jð/j zð ÞÞ ¼ 1
kb

Kacc cosð/j zð Þ � #Þ� �zj;2ð/j zð ÞÞ
zj;1ð/j zð ÞÞ

ð2:10Þ

Also in this case, if # ¼ 0, Eq. 2.10 reduces to Eq. 2.6. As the last step for the
calculation of the cutting forces, the integral limits must be computed. In particular,
four integral limits can be defined, /stb;/stp;/exb;/exp; which represent the angular
immersion of the mill within either the burr or the workpiece.

In case there exists a velocity component in y direction, _yF , the possible
instantaneous cases are depicted in Table 2.1, according to the value of # (either
zero, positive or negative) or to the values of prp and prb (Figs. 2.11 and 2.12).

Fig. 2.13 Computation of
h /j; #
� �
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For what concerns the cases depicted in the third column, it is not necessary to
compute any integral limit, the mill not being in contact with either burr or
workpiece (i.e. Fb ¼ Fp ¼ 0). In parallel, the cases portrayed in the second column
depict a situation where the mill is in contact with the burr only, so that /stp and
/exp are not defined (i.e. Fp ¼ 0). In summary, the overall algorithm for the
computation of the integral limits, which requires prp, prb, and hb as inputs, is
formulated as follows:

ustb ¼ p� acos 1� 2 pr
D

� 	

; always;

uexb ¼
p� acos 1� 2 prp

D

� 	

; pr [ hb

pþ#; 0\pr\hb

8

>

<

>

:

ustp ¼ p� acos 1� 2 prp
D

� 	

; if pr [ hb;

uexp ¼ pþ#; if pr [ hb

ð2:11Þ

Table 2.1 Possible cases for the deburring process
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2.3.3 CAD-Based Multibody Model

As depicted in Fig. 2.8, the CAD-based multi-body model of the spindle
mechanical structure computes mill position and velocity (specifically of point A
and B) for given workpiece, Fp, and burr, Fb; forces. The multi-body model
describes the kinematic structure of the spindle, the dynamics of every moving
body, and the internal forces due to frictions, contacts, and internal pressure in the
chamber of the compliant device. As for the spindle kinematic structure, the
housing is considered as fixed (connected to the ground), the pneumatic motor is
connected to the housing via a spherical joint on point O, the mill rotates with a
given velocity n. The seven pistons can translate along their axis. Three possible
contacts are imposed to each piston, namely contact with the pneumatic motor
(point C), and possible contacts with the chamber at either the lower or the upper
dead-points, see Figs. 2.2, 2.4 and 2.16. At the initial (undeflected) spindle con-
figuration, all the pistons are in contact with the motor.Concerning the internal
forces, two forces have been included:

• Pressure on the piston dome, Fpst, simply given as Fpst ¼ Apstp, the parameter
Apst and p being piston dome area and chamber pressure.

• Friction force on the piston rubber seals, Fsln. Note that, as depicted in Fig. 2.14,
the seals present an hollow structure subjected to a pressure p. The force, F

0
sln,

having direction perpendicular to that of the piston motion and due to the
chamber-seal interaction, is computed as F

0
sln ¼ Aslnp +P, the parameter Asln and

P being the seal lateral area and preload. The force, Fsln, having direction
parallel to that of the piston motion and due to friction, is given by Fsln ¼ lF

0
sln,

the parameter l being either the static or dynamic coefficient of friction.

Fig. 2.14 Contact points

28 G. Berselli et al.



2.4 Numerical Simulations

At this stage, the VP is validated via a set of numerical simulations. The following
parameters have been used: Kt;c = 2000 N/mm2, Kr;c = 1200 N/mm2,
Ka;c = 800 N/mm2, Kt;e ¼ Kr;e ¼ Ka;e ¼ 0, N = 20, n = 40.000 rpm, D = 8 mm,
a = 10 mm, hb ¼ bb = 1 mm, hn = 5 mm, vf = 80 mm/s, p = 5 bar, b = 20°,
Fpst = 7.70 N, Fsln = 3.90 N (static friction) or Fsln = 2.80 N (dynamic friction). Let
us define the process error as;

e ¼ minðhpci � hn; hbÞ ð2:12Þ

A positive error indicates a partial deburring, whereas a negative error indicates
an excessive deburring. As an example, Fig. 2.15 depicts a graph of the burr force
components Fb;x;Fb;y;Fb;z which underlines how the process forces stabilize after

Fig. 2.16 Surface finishing
error

Fig. 2.15 Burr force
components
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an initial transient. Figure 2.16 depicts the process error, which stabilizes on a
sufficiently low negative value.

2.5 Conclusions

A CAD-based Virtual Prototype (VP) of a pneumatic compliant spindle has been
presented, which is based on a co-simulation model employing a commercial-
multibody software along with a mathematical simulation environment. The VP can
effectively predict both deburring forces and finishing errors, thus enabling for a
virtual test of the process quality. In addition, the versatility of the CAD environ-
ment allows to easily evaluate the influence of several design (and control)
parameters, such as the overall spindle compliance and the influence of friction in
the sliding pairs. Future research will be devoted to the experimental validation of
the proposed VP.
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Chapter 3
A Concept of Multi Rough Sets Defined
on Multi-contextual Information Systems

Rolly Intan

Abstract Rough set theory, introduced by Pawlak in 1982 [1], is an important
concept in constructing many applications of Data Mining and Knowledge
Discovery. Rough set as a generalization of crisp set, deals with crisp granularity of
objects by providing an alternative to formulate a given crisp set with imprecise
boundaries. In rough set theory, a given crisp set of object is approximated into two
different subsets derived from a crisp partition defined on the universal set of objects.
The universal set of objects is characterized by a non-empty finite set of attributes,
called data table or information system. The information system is formally repre-
sented by a pair (U, A) in which U is a universal set of objects and A is a finite set of
attributes. In the real application, depending on the context, a given object may have
different values of attributes. Thus, a given set of objects might be approximated
based on multi-context of attributes, called multi-contextual information systems.
Here, n context of attributes will provide n partitions. Clearly, a given set of
object, X � U, may then be represented by n pairs of lower and upper approxima-
tions. The n pairs of lower and upper approximations are denoted as multi rough
sets of X as already proposed in [2, 3]. This paper extends the concept of multi rough
sets by providing more properties and examining more set operations.

Keywords Rough sets �Multi rough sets � Granular computing �Multi-context of
attributes

3.1 Introduction

In the real application, depending on the context, a given object may be charac-
terized by different values of attributes or different set of attributes. In this case,
different set of attributes are considered as different contexts in which they may also
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provide different values of attributes for a given object based on different percep-
tions. Here, context may be viewed as background or situation by which somehow
it is necessary to group some attributes as a subset of attributes and consider the
subset as a certain context. For instance, considering human beings as a universal
set of objects, every person (object) might be characterized by several sets of
attributes corresponding to some contexts such as his or her status as employee,
student, club member, family member, etc. In the context of student, student’s set of
attributes might be regarded as {ID-Number, Name, Address, Supervisor, Major,
etc.}. We may consider different sets of attributes in the relation to the contexts of
both employee and family member. Using the same example of human beings as
universal set of objects, in the relation to perception-based data especially for fuzzy
data, attributes such as weight, age and height might have different fuzzy values in
describing a given certain object depending on contexts (perceptions) of Japanese,
American and so on. For instance, Japanese may consider height of 175 cm as
{high}, but American may consider it as {medium}. Therefore, it is necessary to
consider multi-contextual information systems as an extension of information
system (see Sect. 3.3). Here, every context as represented by a certain set of
attributes may provide a certain partition of objects. Consequently, n contexts
(n subsets of attributes) will provide n partitions. A given set of object, X, may then
be approximated into n pairs of lower and upper approximations, called multi rough
sets of X as already proposed in [4, 5]. In the relation to the concept of multi rough
sets, more properties and more set operations are proposed and examined. Primary
concern is also given to the generalization of contexts in the presence of
multi-contextual information systems. Furthermore, three general contexts, namely
AND-general context, OR-general context and OR+ general context, are recalled. It
can be proved that AND-general context and OR+-general context provide (disjoint)
partitions. On the other hand, OR+-general context provides covering of the uni-
verse. Then, a summarized rough set of a given crisp set of objects is able to be
derived from partitions as well as covering of the general contexts. Finally, relations
among three general contexts are examined and summarized.

3.2 Concept of Rough Sets

Rough set theory, introduced by Pawlak in 1982 [6], plays essential roles in many
applications of Data Mining and Knowledge Discovery. The theory offers mathe-
matical tools to discover hidden patterns in data, recognize partial or total depen-
dencies in data bases, remove redundant data, and others [7]. Rough set generalizes
classical (crisp) set by providing an alternative to formulate sets with imprecise
boundaries. A rough set is basically an approximate expression of a given crisp set
in terms of two crisp subsets derived from a crisp partition defined on the universal
set involved [3]. Two subsets are denoted as the lower and upper approximation.
Every elemets in the crisp partition is related based on equivalence relation. Thus,
an element belongs to the only one equivalence class and two distinct equivalence
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classes are disjoint. Formally, the concept of rough sets is defined precisely as
follows. Let U denotes a non-empty universal set, and let R be an equivalence
relation on U. The partition of the universe is referred to as the quotient set and is
denoted by U/R, where [x]R represents the equivalence class in U/R that contains
x 2 U. A rough set of subset A � U is represented by a pair of lower and upper
approximation. The lower approximation [6],

Lo Að Þ ¼ fx 2 Uj x½ �R�Ag;
¼ f x½ �R2 U=Rj x½ �R�Ag; ð3:1Þ

is the union of all equivalence classes in U/R that are contained in A. The upper
approximation [6],

Up Að Þ ¼ x 2 Uj x½ �R\A ¼ ;� �

;

¼ x½ �R2 U=Rj x½ �R\A ¼ ;� �

;
ð3:2Þ

is the union of all equivalence classes in U/R that overlap with A.

3.3 Multi-contextual Information Systems

A Multi Rough Sets is considered as a generalized concept of rough set. A multi
rough sets is constructed when a given set of objects is approximated into several
partitions of objects in which every partition is constructed by a certain context of
attributes. Every context of attributes is represented by a set of attributes. Clearly,
multi-contexts of attributes may provide partitions of multi-contexts that are gen-
erated from multi-contextual information systems. Here, multi-contextual infor-
mation systems [4, 5] is formally defined by a pair I = (U, A), where U is a
universal set of objects and A is a non-empty set of contexts such as A = {A1, …,
An}. Ai 2 A is a certain set of attributes and denoted as a context. Every attribute,
a 2 Ai, is associated with a set of Va as its attribute values called domain of a. It is
not necessary for i ≠ j⇒ Ai \ Aj =∅. Attributes such as weight and height might be
represented by different contexts (i.e. context of Japanese and context of American)
in which they may provide different perceptions or values of a certain attribute
concerning a given object. Therefore, for all x 2 U, a(x)i 2 Va is denoted as the
value of objects x in terms of attribute a based on the context a 2 Ai. An equiva-
lence relation (indiscernibility relation) is then defined in terms of context Ai as
follows.

For x, y 2 U [4],

RAiðx; yÞ , aðxÞi ¼ aðyÞi; aðxÞi; aðyÞi 2 Va; 8a2Ai: ð3:3Þ

3 A Concept of Multi Rough Sets Defined … 33



Equivalence class of x 2 U in the context Ai is given by [4]

½x�Ai
¼ y 2 UjRAi x; yð Þf g: ð3:4Þ

It should be proved that for i ≠ j, 9x 2 U, [x]Ai ≠ [x]Aj, otherwise Ai and Aj are
redundants in terms of providing similar crisp partitions. By eliminating all
redundant contexts, the number of contexts in the relation to the number of objects
satisfies the following equation [4].

ForjUj ¼ m; jAj �BðmÞ; BðmÞ ¼
X

m�1

i¼0

Cðm� 1; iÞ � BðiÞ; ð3:5Þ

where B(0) = 1 and C(n, k) is combination of size k from n elements given by:

C n; kð Þ ¼ n!
k! n� kð Þ! :

|U| and |A| are cardinalities of U and A representing the number of objects and
the number of contexts, respectively. It can be clearly seen that a set of contexts
A derives set of partitions of universal objects as given by {U/A1, …, U/An}, where
U/Ai expresses a partition of the universe based on context Ai. Here, U/Ai contains
all equivalence classes of [x]Ai, x 2 U.

3.4 Concept of Multi Rough Set

A multi rough set is introduced as an approximation of a given crisp set in the
presence of a set of partitions derived from multi-contextual information systems
providing set of rough sets corresponding to the set of partitions. Here, the multi
rough sets may be provided regardless of redundant contexts in multi-contextual
information systems. Clearly, every element of the multi rough set is a pair of lower
and upper approximation in the relation to a given context of attributes. Formally,
multi rough set is given by the following definition.

Definition 3.1 Let U be a non-empty universal set of objects. RAi and U=RAi

represent equivalence relation and partition with respect to set of attributes in the
context of Ai, respectively. For X � U, in the relation to a set of contexts, A = {A1,
A2, …, An}, X is multi rough set of X as given by the following equation [4, 5].

X ¼ Lo X1ð Þ;Up X1ð Þð Þ; Lo X2ð Þ;Up X2ð Þð Þ; . . .; Lo Xnð Þ;Up Xnð Þð Þf g: ð3:6Þ
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Thus, a pair of lower and upper approximations, Lo Xið Þ;Up Xið Þð Þ is an element
of multi rough set in terms of context Ai. Similar to the definition of classical rough
set, Lo Xið Þ and Up Xið Þ are then defined by following equations [4]

LoðXiÞ ¼ fu2Uj½u�Ai
�Xg ¼

[

f½u�Ai
2U=Aij½u�Ai

�Xg; ð3:7Þ

and

UpðXiÞ ¼ fu 2 Uj½u�Ai
\X 6¼ ;g ¼

[

f½u�Ai
2 U=Aij½u�Ai

\X 6¼ ;g; ð3:8Þ

respectively. Similar to crisp multi-set (bags) as discussed in [8], a multi rough set,
X is characterized by a counting function ΣX as given by:

X

X
PðUÞ2 ! N, ð3:9Þ

where P (U) is power set of U and N is a set of non-negative integers. Here, ΣX ((M,
N)) counts number of occurrences the pair (M,N) in the multi rough set X for any
pair of lower and upper approximations (M,N) 2 P (U)2. It should be verified that

ðM;NÞ 62 X )
X

X
ððM;NÞÞ ¼ 0

Also, X* denotes a support set of X. In its definition, X* satisfies the following
equation:

ðM;NÞ2X� ,
X

X
ððM;NÞÞ[ 0; ð3:10Þ

where 8ðM;NÞ2X�;
P

X� ððM;NÞÞ ¼ 1: It can be also verified that if X = X* then
there is no redundancy in the set of contexts A, not vice versa. It is necessary to
define some basic relations and operations concerning sets of pair lower and upper
approximations as elements of multi rough set. For X and Y are two multi rough
sets on U drawn from multi-contextual information systems A, where |A| = n [4, 5]:

i. Containment: X�Y , ðLoðXiÞ�LoðYiÞ;UpðXiÞ�UpðYiÞÞ; 8i2Nn;
ii. Equality: X ¼ Y , ðLoðXiÞ ¼ LoðYiÞ;UpðXiÞ ¼ UpðYiÞÞ; 8i 2 Nn;
iii. Complement:

Y ¼ :X , ðLoðYiÞ ¼ U � UpðXiÞ;UpðYiÞ ¼ U � LoðXiÞÞ; 8i2Nn;
iv. Union: X[Y , fðLoðXiÞ[LoðYiÞ;UpðXiÞ[UpðYiÞÞj8i2Nng;
v. Intersection: X\Y , fðLoðXiÞ\LoðYiÞ;UpðXiÞ\UpðYiÞÞj8i2Nng;

where Nn is a non-negative set of integers which is less or equal to n. Obviously, the
operations given in (i)–(v) are strongly related to the order of elements corre-
sponding to set of contexts. In the relation to the occurrences of elements with
regardless of the order of elements in the multi rough set, some more basic oper-
ations are defined as follows.
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(a) Containment: X 	 Y , P

X ððM;NÞÞ� P

Y ððM;NÞÞ; 8ðM;NÞ;
(b) Equality: X 
 Y , P

X ððM;NÞÞ ¼ P

Y ððM;NÞÞ; 8ðM;NÞ;
(c) Union:

P

X�Y ððM;NÞÞ ¼ max RXððM;NÞÞ;RYððM;NÞÞ½ �; 8ðM;NÞ;
(d) Intersection:

P

X�Y ððM;NÞÞ ¼ min RXððM;NÞÞ;RYððM;NÞÞ½ �; 8ðM;NÞ;
(e) Insertion:

P

XþY ððM;NÞÞ ¼ RXððM;NÞÞþRYððM;NÞÞ; 8ðM;NÞ2X� Y;
(f) Minus:

P

X�Y ððM;NÞÞ ¼ max RXððM;NÞÞ � RYððM;NÞÞ; 0½ �; 8ðM;NÞ2X;
It can be proved that the above basic operations satisfy the following properties:

1. Idempotent laws:

X[X ¼ X; X\X ¼ X; X� X ¼ X; X� X ¼ X;

2. Commutative laws:

X[Y ¼ Y[X; X\Y ¼ X\Y; X� Y ¼ Y� X;

X� Y ¼ Y� X; XþY ¼ XþY;

3. Associative laws:

W[ðX[YÞ ¼ ðW[YÞ[X; W\ðX\YÞ ¼ ðW\XÞ\Y;
W� ðX� YÞ ¼ ðW� YÞ � X; W� ðX� YÞ ¼ ðW� YÞ � X;

WþðXþYÞ ¼ ðWþYÞþX;

4. Absorption laws:

X\ðX[YÞ ¼ X; X[ðX\YÞ ¼ X;

X�ðX� YÞ ¼ X; X� ðX� YÞ ¼ X;

X� ðXþYÞ ¼ X; X� ðXþYÞ ¼ XþY;

5. Distributive laws:

W[ðX\YÞ ¼ ðW[XÞ\ðW[YÞ;
W\ðX[YÞ ¼ ðW\XÞ[ðW\YÞ;
W� ðX� YÞ ¼ ðW� XÞ � ðW� YÞ;
W� ðX� YÞ ¼ ðW� XÞ � ðW� YÞ;
WþðX� YÞ ¼ ðWþXÞ � ðWþYÞ;
WþðX� YÞ ¼ ðWþXÞ � ðWþYÞ;

6. Additive laws:

X� Y ¼ XþY� ðX� YÞ;
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7. Double negation law:

::X ¼ X;

8. De Morgan laws:

:ðX\YÞ ¼ :X[:Y; :ðX[YÞ ¼ :X\:Y;

9. Maximum multi rough sets (U = {(U,U),…}, |U| = |X|);

X\U ¼ X; X[U ¼ U;

10. Minimum multi rough sets (E = {(∅,∅),…}, |E| = |X|);

X\E ¼ E; X[E ¼ X;

11. Kleene’s laws:

ðX\:XÞ\ðY[:YÞ ¼ ðX\:XÞ; ðX\:XÞ[ðY[:YÞ ¼ ðY[:YÞ;

Since basic operations defined in (iii)–(v) do not satisfy complementary laws
( X\:Xð Þ 6¼ E and X[:Xð Þ 6¼ U), they do not satisfy Boolean algebra but just
Kleene algebra instead. We may apply operations of union and intersection to all
pair elements of multi rough sets X in order to achieve a summary of the multi
rough set as given by the following definition [4, 5]:

C Xð Þ ¼
[

i

Up Xið Þ; ð3:11Þ

H Xð Þ ¼
\

i

Up Xið Þ; ð3:12Þ

U Xð Þ ¼
[

i

Lo Xið Þ; ð3:13Þ

WðXÞ ¼
\

i

Lo Xið Þ; ð3:14Þ

where Lo Xð Þ ¼ U Xð Þ;W Xð Þð Þf g and Up Xð Þ ¼ C Xð Þ;H Xð Þð Þf g are summarized
multi rough set by which they have only one pair elements. It can be easily proved
that their relationship satisfies the following equation:

WðXÞ�UðXÞ�X�HðXÞ�CðXÞ:

Here, pair of ðUðXÞ; HðXÞÞ may be considered as a finer approximation of
X�U. On the other hand, pair of ðWðXÞ; CðXÞÞ is a worse approximation of X�U.
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Moreover, it can be followed that the definition of summary multi rough set satisfies
some properties such as [4]:

(1) X�Y , ½W Xð Þ�W Yð Þ; U Xð Þ�U Yð Þ; H Xð Þ�H Yð Þ; C Xð Þ�C Yð Þ�;
(2) W Xð Þ ¼ :C :Xð Þ; U Xð Þ ¼ :H :Xð Þ; H Xð Þ ¼ :U :Xð Þ; C Xð Þ ¼ :W :Xð Þ;
(3) W Uð Þ ¼ U Uð Þ ¼ H Uð Þ ¼ C Uð Þ ¼ U; Wð;Þ ¼ Uð;Þ ¼ Hð;Þ ¼ Cð;Þ ¼ ;;
(4) W X\Yð Þ ¼W Xð Þ\W Yð Þ;U X\Yð Þ ¼ U Xð Þ\U Yð Þ;H X\Yð Þ�H Xð Þ\H Yð Þ;

C X\Yð Þ�C Xð Þ�C Yð Þ;
(5) WðX[YÞW Xð ÞþW Yð Þ �W X\Yð Þ;UðX[YÞU Xð ÞþU Yð Þ � U X\Yð Þ;

UðX[YÞ�U Xð ÞþU Yð Þ � U X\Yð Þ;CðX[YÞ�C Xð ÞþC Yð Þ � C X\Yð Þ:
Furthermore, we may consider two special characteristics of context, namely

total ignorance and identity, as follows.

1. Ai is called total ignorance (τ) if x 2 U, [x]τ = U.
Therefore 8X � U, X ≠ ∅ ⇒ Lo(Xτ) = ∅, Up(Xτ) = U.

2. Ai is called identity (ι) if 8x 2 U, [x]ι = {x}.
Therefore, 8X � U ⇒ Lo(Xι) = Up(Xι) = X.

Clearly, in the relation to intersection and union operations, it is also satisfied
some properties as follows. 8Ai 2 A, X � U [4],

– Union: X ≠ ∅ ⇒ Up(Xi) [ Up(Xτ) = U, Lo(Xi) [ Lo(Xτ) = Lo(Xi),

Up Xið Þ[Up Xið Þ ¼ Up Xið Þ; Lo Xið Þ[Lo Xið Þ ¼ X:

– Intersection: Up(Xi) \ Up(Xτ) = Up(Xi), Lo(Xi) \ Lo(Xτ) = ∅,

Up Xið Þ\Up Xið Þ ¼ X; Lo Xið Þ\Lo Xið Þ ¼ Lo Xið Þ:

From the above relations dealing with union and intersection operations, ι is
considered as identity context for intersection operation of lower approximation as
well as for union operation of upper approximation. On the other hand, τ is con-
sidered as an identity context for intersection operation of upper approximation as
well as for union operation of lower approximation.

Moreover, it is necessary to define two count functions in order to characterize
multi rough sets based on the number of objects (elements of U) as follows:

Definition 3.2 ηX: U → Nn and σX: U → Nn are defined as two functions to
characterize multi rough set by counting total number of copies of a given element
of U in upper and lower sides of multi rough set X, respectively, as given by:

gX xð Þ ¼
X

n

i

hUp Xið Þ xð Þ; ð3:15Þ
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rX xð Þ ¼
X

n

i

hLoðXiÞ xð Þ; ð3:16Þ

where |A| = n and hM xð Þ ¼ 1 , x 2 M, otherwise hM xð Þ ¼ 0.
These count functions are similar to one proposed in (Yager 1990) talking about

bags (multi-set). Similar results will be found by firstly taking insertion operation
to all lower side yielding a multi-set of lower side as well as all upper side yielding
a multi-set of upper side. Then, the counting function is used to calculate number of
copies each element in both multi-sets. In the relation to summary rough sets as
discussed before, these two count functions, η and σ, satisfy some properties such as
for X, Y 2 U, |A| = n [4]:

1. gX yð Þ rX yð Þ; 8y2U;
2. rX yð Þ[ 0 ) y2X;
3. y2X ) gX yð Þ ¼ n;
4. y2 H Xð Þ , gX yð Þ ¼ n;
5. y2 W Xð Þ , rX yð Þ ¼ n;
6. gX yð Þ[ 0 , C Xð Þ;
7. rX yð Þ[ 0 , U Xð Þ;
8. X�Y ) gX yð Þ� gY yð Þ; rX yð Þ� rY yð Þ; 8y2U;
9. X ¼ Y ) gX yð Þ ¼ gY yð Þ; rX yð Þ ¼ rY yð Þ; 8y 2 U;

10. gX[Y yð Þ ¼ gX yð Þþ gX yð Þ � gX\Y yð Þ;
11. rX[Y yð Þ ¼ rX yð Þþ rX yð Þ � rX\Y yð Þ;
12. gX�Y yð Þ ¼ gX yð Þþ gX yð Þ � gX�Y yð Þ;
13. rX�Y yð Þ ¼ rX yð Þþ rX yð Þ � rX�Y yð Þ;

Simply, two membership functions denoted by µX(y): U → [0,1] and νX(y):
U → [0,1] might be defined by dividing two previous count functions with total
number of contexts (|A| = n) as follows [4].

lXðyÞ ¼
gXðyÞ
n

; ð3:17Þ

mXðyÞ ¼ rXðyÞ
n

; ð3:18Þ

where lXðyÞ and mXðyÞ represent membership value of y in upper and lower multi
set X, respectively. Actually, μ and ν are nothing but another representation of the
count functions. However, mXðyÞ; lXðyÞð Þ might be considered as pair of an interval
membership function of y 2 U in the presence of multi-contexts of attributes.
Similarly, by changing n to 1 in Property (3)–(5), μ and ν have exactly the same
properties as given by η and σ, respectively.
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3.5 Generalization of Contexts

The objective behind generalization of contexts is to combine all contexts of
attributes into one general context. In this case, three kinds of general context are
introduced, namely AND-general context, OR-general context and OR+-general
context.

First, AND-general context is a general context which is provided by AND logic
operator to all attributes of all contexts. It is simply built by unifying all elements of
attributes of all contexts into one general context as given by the following
definition.

Definition 3.3 Let A = {A1, A2, …, An} be set of contexts. A^ is defined as
AND-general context by A^ ¼ A1 ^ A2 ^ � � � ^ An, where A^ is a result of sum-
mation of all conditions as given by all attributes of Ai, 8i 2 Nn or simply,

A^ ¼ A1 þA2 þ � � � þAn ð3:19Þ

Similar to what has been discussed in Sect. 3.3, In Definition 3.3, it is also not
necessary i 6¼ j ) Ai\Aj ¼ ;: In this case, every attribute is assumed to provide
unique and independent value of the attribute in the relation to a given object in
terms of a certain context of attribute. It can be verified that A^ satisfies
jA^j ¼

Pn
i¼1 jAij. Also, 8½u�A^ ; 8i2Nn; 9½u�Ai

such that ½u�A^ � ½u�Ai
:

For a given X � U, Lo X^ð Þ and Up X^ð Þ are denoted as lower and upper
approximation of X based on set of attributes, A^. Approximation space constructed
by AND-general context is considered as the finest disjoined partition by combining
all partition of contexts and considering every possible area of intersection among
equivalence classes as a equivalence class of AND-general context (see Fig. 3.1c).
It can be clearly seen that AND-general context provides the finest approximation
of rough set.

Second, the independency of every context persists in the process of general-
ization, if relationships among contexts are related by OR logic operator.
Obviously, instead of a disjoint partition, it may provide a covering of the universal
objects. Since OR-general context provides a covering [9, 1], it is also called
Cover-general context (C-general context, for short) as given by the following
definition.

Definition 3.4 Let A = {A1, A2, …, An} be set of contexts. A_ is defined as
C-general context as given by: A_ ¼ A1 _ A2 _ � � � _ An, such that [4]

U=A_ ¼
[

n

i¼1

U=Ai ð3:20Þ

where U=A_ is a covering of the universe as union of all equivalence classes in
U=Ai; i 2 Nn.
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Consequently, jU=A_j�
Pn

i¼1 jU=Aij and 8C 2U=A_; 8i2Nn; 9½u�Ai
such that

C ¼ ½u�Ai
, where C is a similarity class in covering and ½u�Ai

is an equivalence class
in the partition of U/Ai. Here C is called similarity class in order to distinguish it
from equivalence class provided by equivalence relation as usually used in parti-
tion. Here, every similarity class may take overlap one to each other in providing a
covering. Therefore, a given object u 2 U is possibly a member or an element of
more than one similarity classes. It can be proved that for X�U, Lo X_ð Þ and
Up X_ð Þ, as a pair of lower and upper approximations of X in terms of A_, are
calculated by the following equations [4],

Lo X_ð Þ ¼
[

n

i¼1

Lo Aið Þ; ð3:21Þ

Up X_ð Þ ¼
[

n

i¼1

Up Aið Þ; ð3:22Þ

where Lo Xið Þ and Up Xið Þ are lower and upper approximation of X dealing with the
context Ai. It can be easily verified that iterative operation is applied in operation of
the upper approximation as given by Up X_ð Þ�Up Up X_ð Þð Þ. In this case,
M Up X_ð Þð Þ is then considered as a maximum upper approximation as given by
Up X_ð Þ�Up Up X_ð Þð Þ� � � � �M Up X_ð Þð Þ in which the iterative operation is no
longer applied in the maximum upper approximation as shown in the following
relation: Up M Up X_ð Þð Þð Þ ¼ M Up X_ð Þð Þ. In the relation to the covering of the
univeral objects, some properties have been already given and discussed in [2].
Furthermore, related to summary of multi rough set as discussed in the previous
section, it can be verified that Up X_ð Þ ¼ C Xð Þ and Lo X_ð Þ ¼ U Xð Þ.

)

)

Up(X

Lo(X

X

(a) (b) (c)

(d) (e)

Fig. 3.1 Generalization contexts [4]. a U/A1, b U/A2, c U/A^, d U/Av, e U=Aþ
v
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The third general context is called OR+-general context. In OR+-general context,
transitive closure operation is applied to the covering as provided by OR-general
context or C-general context. In other words, similarity classes of OR+-general
context are constructed by union of all equivalence classes of all partitions (of all
contexts) that overlap one to each other. Similarity classes of OR+-general context
is then defined by the following definition.

Definition 3.5 Let A = {A1, A2, …, An} be set of contexts. Aþ
_ is defined as OR+-

general context by: Aþ
_ ¼ A1 � A2 � � � � � An, such that y 2 ½x�Aþ

_
iff [4]

9Ci2U=A_; x; y2Cið Þ OR ð9Ci1;Ci2; . . .;Cim2U=A_;
x2Ci1;Cik\Ciðkþ 1Þ 6¼ ;; k ¼ 1; . . .;m� 1; y2CimÞ:

ð3:23Þ

where m ≤ n and x½ �Aþ
_
is an equivalence class containing x in terms of Aþ

_ .

For U=A_ be a set of equivalence classes provided by all contexts, equivalence
classes generated by Aþ

_ are able to be constructed by the following algorithm [4, 5]:

Finally, algorithm in Definition 3.5 shows that there will be p equivalence
classes. Possibly, p might be equal to 1 in case all elements in U=A_ transitively
join each other. It can be verified that all equivalence classes in U=Aþ

_ are disjoint.
Also, 8S2U=Aþ

_ such that 8i 2 Nn; 9M 2 U=Ai;M�S: For a given X � U,
Lo Aþ

_
� �

and Up Aþ
_

� �

are defined as lower and upper approximation of X,
respectively provided by set of attributes, Aþ

_ . It can be easily seen that OR+-
general context will construct the worst disjoined partition. Hence, it will provide
the worst approximation of rough set. In the relation to the maximum upper
approximation based on OR-general context, it can be easily proved that apr
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Up Aþ
_

� � ¼ M Up A_ð Þð Þ. Compare to summary multi rough set in previous dis-
cussion and approximation based on AND-general context, we have the following
relation [4].

LoðAþ
_ Þ�WðXÞ�UðXÞ�LoðA^Þ�X�UpðA^Þ�HðXÞ�CðXÞ�UpðAþ

_ Þ

To be more clearly understandable how generalization of contexts applied in the
approximation of X, they are illustrated by Fig. 3.1. To simplify the problem, two
contexts are given, A1 and A2, such as approximation of X is represented in
Fig. 3.1a, b. Approximations of X based on AND, OR and OR+-general context are
given in Fig. 3.1c–e, respectively.

3.6 Conclusion

The concept of multi rough sets based on multi contextual information systems was
proposed by Intan et al. (2003) [4, 5]. Here, context can be viewed as situation or
background by which somehow it is necessary to group some attributes as a subset
of attributes and consider the subset as a certain context. Multi rough sets were
considered as a generalization of rough sets. This paper was an extended work by
exploring more properties and set operations of the concept of multi rough sets
based on multi-contextual information systems. Basic operations and some prop-
erties were examined. Two count functions as well as their properties were defined
and examined to characterize multi rough sets. Finally, three types of general
contexts, namely AND-general context, C-general context and OR+-general context
were proposed and discussed in order to aggregate contexts into one general con-
text. This paper also discussed briefly relation among all approximations provided
by the general contexts. In the future work, it is necessary to apply and implement
the concept of multi rough sets in the real world application.
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Chapter 4
Coordinates Modelling of the Discrete
Hexapod Manipulator via Artificial
Intelligence

Felix Pasila and Roche Alimin

Abstract This paper will present how to model the XYZ coordinates of a Discrete
Manipulator with two-six discrete pneumatic actuators via artificial intelligence
algorithm (AI) efficiently. The XYZ model is said efficient if mathematical calcu-
lation of the discrete states of manipulator related to XYZ coordinates, with the
inverse static analysis (ISA) problem, can be approximately done via AI. The
research method used simulation software and hardware implementation with the
case of massive manipulator with two level discrete actuators. Simulations with
typical desired displacement inputs are presented and a good performance of the
results via AI is obtained. The comparison showed that the parallel manipulator has
the Root Mean Squared (RMS) error less than 2 %.

Keywords Discrete manipulator � Artificial intelligence algorithm � Inverse static
analysis problem

4.1 Introduction

Discrete manipulator (DM) is a manipulator that consists of a number of actuators
which are arranged in serial and/or parallel. In general, DM mechanism consists of a
combination of joints, where the actuators can move and serve the manipulator like
a prismatic joint. DM has been developed for a wide range of applications such as
motion simulators and bio-mechanic applications.

To achieve variation range and accuracy, the architecture of DM practically
requires a large number of discrete actuators that can be arranged in a hybrid
series-parallel configuration. In designing a DM, the Jacobian matrix method is
proposed in determining actuator states of the DM. However, this method has its
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disadvantages because Jacobian matrix can only control a few number of actuators.
One method to overcome the complexity of the solutions that have been proposed
to overcome the limitations of the Jacobian matrix in designing DM is using Inverse
Static Analysis (ISA) [1], where one of the ISA solution is using AI [2].

A DM, which the actuators are assigned with a limited number of state, is
intended to reduce the complexity of the mechanism and to develop a manipulator
without sensors [1]. Several solution of using DM in the sense of ISA Problem,
such as: exhaustive search mechanism via brute-force [3]; differential geometry and
variation of calculus [4]; combinatorial of heuristics computation [5, 6]; genetic
algorithm methods [7]; probability theory and computation [8]; Hopfield networks
and Boltzmann machines algorithms [3]. Even though most of the proposed solu-
tion methods are relatively effective in reducing problem complexity (from expo-
nential to polynomial time), the resulting of proposed solutions still have slow
calculations in terms of real-time computation.

Previous studies which are closely linked to the control of DM using artificial
intelligence was conducted by Pasila [2]. This study focused on controlling the 6
DOF parallel manipulator using neuro-fuzzy method. The parallel manipulators
used in this research have more than six prismatic actuator with
Spherical-Prismatic-Spherical -3D mechanism. Results obtained from this study is
that the parallel manipulator twisted due to the way the actuators are arranged and
still have big error in terms of RMS.

The goal of this research is to design a two-level discrete manipulator for
bio-mechanical purposes with 12 discrete actuator. Here, the ISA solution uses
Neuro-Fuzzy network. The second objective is to obtain a state approximation for
each actuator to obtain efficient results with Root Mean Square (RMS) error of less
than 5 %.

4.2 Research Methodology

4.2.1 Design of the Discrete Manipulator

The discrete manipulator model used in this paper consists of three parts of body,
the upper and the medium platform that serve as moving body, and the lower
platform that serves as a fixed body. All bodies are connected to the two-six
pneumatic actuators. The bodies are circular and have similar diameters. Moreover,
the simulation software used Solidworks Motion Study (SW) in order to determine
the dimensions of the fixed and the moving platforms for the DM, as well as the
location of each actuator. This trial and error method was done to obtain dimensions
of the fixed and the moving platforms that accommodate the actuator arrangement.
By doing this, the manipulator will not go to an unexpected twist. In this paper, the
minimum number of actuators required in order to prevent a twist in the manipu-
lator is 6 actuators for each level. This gives the number of actuator used was
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determined to be double-six or 12 actuators. In order to determine the position of
each actuator, a novel parallel manipulator was implemented which based on
hexapod Stewart-Gough platform [9].

4.2.2 Generating Data via SW Software

Data gathering was done via software simulation SW software, by measuring the
position of a selected point on the upper platform. The motion simulation generates
1596 data, where each the data consists of coordinates along X, Y, and Z axis along
with the combined states on the moving platform. Some of the extracted data can be
seen in Table 4.1.

4.2.3 Neuro-Fuzzy network as AI Method

This sub-section presents the diagram of the considered model, like shown in
Fig. 4.1. The architecture, has three inputs (desired axises) and 12 outputs (actuator
states), is called as feedforward Neuro-Fuzzy type Takagi-Sugeno [10].

In particular, the control method presents the Gaussian membership functions Gj
n

( j = 1, 2, 3; n = 1,…, 12), as a fuzzyfication variable for input pairs Z = [Rx, Ry, Rz],

Table 4.1 Selected data of two-six hexapod mechanism (1 = extend, 0 = floating, -1 = retract)

Lower Manipulator States Upper Manipulator States Axis Coordinates
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 X Y Z
0 0 1 1 0 0 1 0 -1 -1 0 1 6 24 627
0 0 1 1 0 0 1 1 0 -1 -1 0 6 27 623
0 0 0 1 1 0 1 0 -1 -1 0 1 -85 -83 574
0 0 0 0 1 1 0 1 1 0 -1 -1 -18 -4 628
0 1 1 0 -1 -1 0 1 0 1 0 0 50 15 707
-1 -1 0 1 1 0 1 0 -1 -1 0 1 -9 19 623
-1 -1 0 1 1 0 -1 0 1 1 0 -1 9 51 574
1 1 0 -1 -1 0 1 0 -1 -1 0 1 10 -22 627
-1 0 1 1 0 -1 1 1 0 -1 -1 0 -11 -12 619
0 -1 -1 0 1 1 1 0 0 0 0 0 15 -2 728
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where Rx, Ry, Rz are the input set of the orientations with respect to the XYZ Euler
coordinates,

Gn
j ðZj ¼ exp � ðZj � Cn

j =r
n
j Þ

� �2
� �

ð4:1Þ

with Cn
j and variance rnj together with the corresponding fuzzy rules FRn can be

written as:

FRn : IFZ1isG
n
1ANDZ21 is G

n
2

THENyni ¼ wn
0i þwn

1iZ1 þwn
2iZ2

ð4:2Þ

where wn
0i;w

n
1i andw

n
2iðfor i ¼ 1; . . .; 10, and n = 1, …, M, M is the number of

optimized rules for the model, here M = 6) being the Takagi-Sugeno parameters.

�ui ¼
X

M

n¼1

yn1
Y

3

i¼1

Gn
j Zj
� �

=
X

M

n¼1

Y

3

i¼1

Gn
j Zj
� �

" #

ð4:3Þ

UState i ¼ round �uið Þ ð4:4Þ

Equations (4.3), (4.4) are derived by approximating the actuator activation states ui.
through possible states (+1, 0 or −1) via threshold processes. These give the
actuator states as approximated solution.

Fig. 4.1 Control mechanism via Neuro-Fuzzy network, No. of set input = 3, No. output = 12,
No. optimal membership function 6, training method: LMA
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4.3 Results and Discussions

In this paper, the data simulation is generated from the 3D SW software. At this
point, Figs. 4.2 and 4.3 show the implementation of the discrete manipulator with
12 actuators along with the graphs of data simulation results and their neuro-fuzzy
model respectively. The total dataset for model use 1596 data which are already
selected and sorted from the smallest to the largest value.

Moreover, Fig. 4.3 describes the comparison between the simulation results
obtained with the SW software, which shows the approximate value when the
actuator is discretely controlled. In addition, it can be seen that the position along X,
Y and Z axis closely have generated similar value compared to the continuous
controller form. As a result, the RMS error of coordinates modeling in X, Y and Z
are 1.43, 1.34 and 1.75 % respectively. The total performance has, in average,
1.51 % of RMS error.

Fig. 4.2 Implementation of
Discrete Manipulator with 12
Discrete Actuators
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Fig. 4.3 Data graph showing comparison between software simulation result and manipulator
measurement process result. a Position along the X axis, b Y axis, c Z axis
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4.4 Conclusions

As conclusion, this paper presented: (1) twelve discrete actuators two-six three-state
discrete actuators with six DOF; (2) Neuro-Fuzzy methods type Takagi Sugeno for
the solution of inverse static analysis of the considered manipulator. The prediction
of the XYZ coordinates and its relevant states via neuro-fuzzy methods is used as
control mechanism for the 12 actuators manipulator. The simulation result obtained
using SW software shows that the reference point on the moving platform can move
along the X, Y, and Z axis, which indicated the position of the point along each
axis. RMS error of the manipulator obtained by comparing software simulation data
and the results of neuro-fuzzy method shows quite small values on the X, Y and Z
axis, which are less than 2 % Therefore it is most likely that neuro-fuzzy network
can be used as an ISA solution on this manipulator.
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Chapter 5
An Object Recognition in Video Image
Using Computer Vision

Sang-gu Kim, Seung-hoon Kang, Joung Gyu Lee and Hoon Jae Lee

Abstract This paper examines a variety of algorithms and techniques for image
processing in the intention of the development of a face recognition program that
operates itself on CAM in both still images and video images, through using
detection, tracking and recognition technologies. Moreover, we implement various
tracking and detection algorithms, while additionally enabling recognition function
of face images from detected frames. Finally, we analyze the proposed perfor-
mances of the implemented result.

Keywords Image processing � Computer vision � Face recognition � Algorithm �
Recognition

5.1 Introduction

It is not an exaggeration to state that magnificent advancement in IT industry and
commercialization of information communications and network environments have
led people’s daily activities into cyberspaces. Along with the rising, development
and commercialization of new technology in IT industry, various issues regarding
privacy and information securities of personal information comes up to the surface
as well. As some previous identification processes relying upon passwords, veri-
fication code and PIN fail to ensure securities due to problems like losses, identity
disguise, theft, and hacking, an alternative technology in biometrics is applied
widely today, using people’s fingerprint/iris or face recognition, pulse, body tem-
perature, or footsteps, for checking online and electronic payment system. Even
smart phone mobile industries have begun to employ this technology, so multiple
forms of adaptation are taking place [1].
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Today, Computer Vision is a more popular technology in facilitating
bio-recognition. Previously used in military, satellite and medical fields exclusively
by the experts, the technology is expanding its realm of application, while being
actively studied in multi-faceted fashion for phone users to benefit from it as well,
along with the commercialization of smart phones. Computer Vision, also known as
image processing and analysis technology that makes computers self-operate
functions as human’s eyes. An application program for detection, emphasis,
transformation and compression of visual images. It is prevalently applied in
robotics and IoT fields; in fact, Microsoft has revealed its agenda to equip security
systems based on face, fingerprints and iris recognition on Windows 10, instead of
traditional password system.

This paper examines a variety of algorithms and techniques for image processing
and intends to develop a face recognition program that operates itself on CAM in
both still image and video images, through using detection, tracking and recogni-
tion technologies [2]. Furthermore, we implement a recognition function addi-
tionally by using face images from detected frames. Finally, we analyze proposed
performances for an implemented result.

5.2 Related Studies

5.2.1 Application of Computer Vision Technology

5.2.1.1 Detecting Drivers Falling Asleep Behind the Wheel by Using
Image Processing

Modern automobile industry develops future-oriented, robotized automobiles
combined with IT technologies as demonstrated in Fig. 5.1. It is currently devel-
oping a system that warns the drivers of the dead zone with rear, side, frontal and
driver’s surveillance camera that prevents the accidents through analyzing the data
received from live frontal and driver’s cameras, based on a big data related to sleep
driving.

5.2.1.2 Context Aware CCTV

Compared to numbers of CCTV for preventing crimes and disasters, as well as
security maintenance, the number of control personnel lacks, which provides dif-
ficulty in surveying over all videos. To compensate this challenge, a smart CCTV
system is being studied, to inform of crime or disaster beforehand, through the
usage of image processing/recognition technologies.
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5.2.2 Image Processing Algorithms

Smart image processing system employs a variety of algorithms for detection,
classification, tracking and recognition of objects in the video. The paper elaborates
on algorithms used for object detection and tracking, which are the core pieces of
the system.

5.2.2.1 Algorithm for Tracking

Optical Flow: Optical flow represents the movement of pixels between previous and
present frames in vector form. Like in Fig. 5.2, measuring all movements of pixels
in the video is known as optical flow, as shown by Lucas Kanade’s algorithm
proposed in 1981, a way of calculating the optical flow [3].

Mean-shift: It is also called mean-shift algorithm. It is a tenacious way to find
local extrema in density distribution of a data set. In other words, since it tracks the
object based on density distribution (corner points, color model), it runs effectively
in continuous distribution and is appropriate for high-speed tracking. It operates
through a determined search window, as shown in Fig. 5.3 and attaining center of
mass of all data within the search window. Next, it shifts the center of window into
the center of the data, and repeats the process until the window stops.

Cam-shift: An algorithm involving mean-shift as well, it differs from the
mean-shift algorithm, for its search window controls the range by itself. This

Fig. 5.1 Example of image
processing applied simulation
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technique is also an improvement for streaming environment, because it has more
general and simple application.

Kalman Filter: First introduced in 1960, Kalman Filter is a widely used algo-
rithm in the field of signal processing. It collects and analyzes past and present data,
to remove interferences and estimate new results. It is used in rockets, satellites and
missiles.

5.2.2.2 Object Detection Algorithm

Detecting an object means detecting a keypoint. For comprehensive function of
video, such as object tracking and recognition, an object detection procedure must
take place first. A frame, conspicuously differing from other frames during object
detection within a photo or video, is referred to a keypoint (corner point). Most

Fig. 5.3 Mean-Shift
Algorithm operation
mechanism

Fig. 5.2 Vector
arrangements of optical flow
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prominent example of keypoint detection method is SIFT < HOG, and Haar Like
Classifier. Figure 5.4 demonstrates operation mechanism of SIFT, first selection
will easily distinguish key points in a video and extracting key vectors of Local
Patch, based on those key points.

Figure 5.5 shows HOG algorithm, which divides the cells of target areas in
regular sizes, draws histogram of each edge pixel’s direction in each cell, and
connects these histogram values in a single row.

Lastly, Haar was initially developed as an application program for face recog-
nition. As Fig. 5.6 demonstrates, there exist multiple characteristics of forms using
variations in the area and brightness, while it extracts characteristics of the object by
combining hundreds or thousands of characteristics.

Fig. 5.4 Algorithm operation mechanism of SIFT

Fig. 5.5 Algorithm operation
mechanism of HOG
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5.3 Implementation

The program we used during the project was a MFC, Visual-Control Program,
written with C++. The screen projects CAM video image when it opens, and it
detects and tracks faces in real time.

Like in Fig. 5.7, it distinguishes face, eyes, nose, and mouth into separate
colored rectangles of red, blue, green and yellow, and runs tracking on each of them
independently. It detects and tracks multiple faces simultaneously, and it even
captures and saves targeted parts as image files after detection.

Open CV, since it is written with C and C++, it is optimized for C++. Thus, it
requires few modifications in settings in order to build and use C, C++ based
modules on Android. Primarily, once construction of basic Android development
environment is in place, Cygwin corresponding to the operating system is launched.
Cygwin is an emulator devised for Windows to be able to run series with Unix and

Fig. 5.6 Algorithm operation mechanism of Haar

Fig. 5.7 Open visual-control
running screen [4]
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Linux operating system. Next, NDK for Android should be launched. NDK is a tool
that fulfills a part of application program through using a library or module, written
in native code language like C and C++ [5].

Figure 5.8 shows a printed image of rectangle on a screen, by running camera on
Android and using drawing function cvRectangle() provided by OpenCV, after
proper setting is done.

In actual practice, we used SIFT key point extraction algorithm to find the key
points, marked rectangles on key point locations as shown in (1) and (2) in Fig. 5.9,

Fig. 5.8 Camera and SIFT Algorithm interconnection

(1) (2) 

(3) (4) 

Fig. 5.9 Haar classifier face detection
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and ran tracking using Mean-shift algorithm. SIFT and Mean-shift algorithms
detected and tracked the object at fast speed on a photo or non-moving image, but
in real time videos like CAM, the detection rate decreased, while it took significant
time for them to track and rediscover key points. As it is mentioned in Chap. 2
about related studies, applying Cam-shift algorithm, will be a much better fit for
live streaming, because it could refine and track key points rapidly, when the
targeted key point is lost like in Fig. 5.9 (3). Also, Haar classification method
provides higher facial detection rate than SIFT algorithm (4) of Fig. 5.9 shows how
rectangle marks the face on a camera screen when one tries to use Haar classifier by
Open CV to detect the face.

Due to the difference in movement of screen and operation speed of tracking key
points, mainly because of algorithm’s heaviness, we proceeded the experiment at
slow moving speed. Shooting the lateral side of the face, that projects the windows
on eyes, forehead and cheek around facial borderline. We are planning on an
upgrade version, to enable construction of servers to save streaming and images,
matching and recognition of faces through saving the captured images on a data
base, in addition to object detection and tracking.

5.4 Conclusion

We have implemented computer vision technology by using image processing
algorithm, and we mainly focused on Mean-shift and Haar classification method out
of multiple algorithm. However, as Mean-shift algorithm fails to match the tracking
speed with screen moving speed because of complicated calculation processes, we
solved this problem with Cam-shift algorithm that is not only fast, but also light and
appropriate for streaming environment. Moreover, tracking algorithm operates
based on density distribution (key point, corner, color) of data set, so there is a need
of an application of color based model for more successful detection of key point.
Using a image processing algorithm with color based model allow object detection
through brightening the dark spots on the screen, and this may contribute the
prevention of crimes with its application on CCTVs.
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Chapter 6
Comparative Study on Mammogram
Image Enhancement Methods According
to the Determinant of Radiography Image
Quality

Erna Alimudin, Hanung Adi Nugroho and Teguh Bharata Adji

Abstract Breast cancer diagnosis by analysing the mammogram becomes difficult
for the low quality of X-ray image. It therefore requires a mammogram image
enhancement, thus leading the extracted features to more accurate classification
result. When conducting an enhancement process, it is deemed essential to consider
a number of factors those are contrast sensitivity, blurring, visual noise, spotting,
and detail sections that determine the quality of radiography image. This research
work used 60 mammogram images from Oncology Clinic Kotabaru Yogyakarta.
The images were processed by some enhancement methods based on five deter-
minants of radiography image quality, these are smoothing by Median Filter, fil-
tering by Butterworth Filter and Wiener Filter, denoising by Mean Filter, and
histogram equalization by CLAHE. The highest PSNR was obtained by CLAHE
method. Further step was to compare between Median Filter—CLAHE and Mean
Filter—CLAHE. Results showed that Median Filter—CLAHE became the best
enhancement method among the compared methods. This method had the lowest
MSE value and the highest PSNR value. It indicated that CLAHE method able to
improve the contrast of mammogram image which required high contrast sensitivity
due to low contrast in chest soft tissues. The Median Filter meanwhile, was able to
reduce noise and blur, thus making the mammogram image clearer. Overall, both
these methods were able to enhance image quality and eligible to the determinants
of radiography image quality.

Keywords CLAHE � Enhancement � Filter � Mammogram
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6.1 Introduction

Women breast cancer is among the top 5 mortality-rate caused by cancer in thirteen
of the fifteen Asian countries [1]. Based on pathology breast cancer places at second
rank among other cancers in women [2]. It can be successfully treated if it can be
detected at an early stage [3]. Detection can be done by screening mammography. It
is used to evaluate the presence of certain diseases in humans [4].

Doctors recommend mammography with low doses as the safest examination of
several screening methods and more accurate than self-examination in which a
tumour can be detected before it is realised by the patient. In other words, mam-
mography so far is the only effective procedure for breast cancer screening.
Mammogram image has to be viewed in an optimal lighting condition and the films
must be checked whether the label identity is correct and eligible for the deter-
minants of the radiography image quality. Whole breast parenchymal patterns are
assessed. The standard picture of mediolateral oblique projection (MLO) and
cranio-caudal (CC) are studied properly on the left and right breast ‘back to back’
enabling the symmetry of the breast tissue to be examined [5].

One of the major advantages of using mammography is its low cost in use for
many patients. Hundreds of film, on the other hand, are cultivated by radiologists
everyday so it is not easy to maintain the consistence and accuracy of the diagnosis.
A radiologist might be able to misinterpret some disorders [6, 7]. Considering this,
Computer Aided Diagnosis (CAD) system has the greatest hope to improve the
breast cancer detection and reduce the disease morbidity.

Breast cancer diagnosis from a mammogram becomes difficult due to the low
quality of X-ray images. It may lead to misinterpretation. It can be avoided by using
CAD. Like an expert, the computer is used to classify mammogram images into
normal and abnormal based on the presence of abnormalities. From the mammo-
gram images, some features will be extracted to distinguish between normal or
abnormal. This research work compares some enhancement methods to find an
appropriate method that leads to more accurate classification.

Nowadays, medical image has been recognised as a way to identify the inside of
the human body. The image can be produced in various ways and modalities of
medical imaging either using ionising or using non-ionising radiation. Quality and
detail should be considered in making medical image useful for diagnosis.

The quality of the resulting image includes all factors capable of clearly and
precisely showing the inner structure of the human body. This is the general
objective of the imaging procedure that is capability. In addition, if there found
anatomical abnormalities, then five determinants of the radiography image quality
has to be considered. So the image quality and appearance of anatomic structures in
the inside can be shown clearly. These factors are:
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1. Contrast sensitivity.
2. Blurring.
3. Visual noise.
4. Spotting.
5. Detail Section (spatial/geometric) [8].

The first thing that determines the characteristic and quality of the radiography
image is imaging method and technology which are used to generate radiography
image. Medical imaging technology is an extension of the human eye visual power.
Medical image and imaging technology become tools in observing object and organ
inside the human body that is not visible by eye. Ability to capture the smallest
structures and subtle of human body parts is needed in medical imaging. It is
influenced by contrast sensitivity.

Mammography technique requires high contrast sensitivity due to very low
physical contrast in chest soft tissue. There are several factors that determine the
contrast sensitivity of the radiography or mammography. Either blur or noise is a
common feature of undesirable elements in the medical image because it can reduce
the visibility of certain objects. Object is designed according to a decrease in the
size (detailed) from left to right, and according to a decrease in contrast from the
bottom to up. Noise and blur are two elements that decrease the visibility image.
Noise reduces the visibility of object with low contrast. While blur reduces the
visibility of object whose size is small. Typically, most of the object with small
anatomical size would have a relatively low contrast value and visibility decreases
due to noise and blur [8]. Unlike ultrasound images that have known type of noise
that often interfere is speckle noise, mammogram images have not known yet what
kind of noise that interfere them.

Previous studies have conducted several methods to enhance mammogram
images [9]. However, it did not compare several methods based on its relationship
to the five factors that determines the radiography image quality. Comparison of
methods is needed to determine the most appropriate method is used for image
enhancement. Because, enhancement method on CAD system for digital mam-
mogram image classification is an early stage which would greatly affect the
classification accuracy. CAD system for digital mammogram image classification is
designed to assist radiologists in mammography screening. Comparing enhance-
ment methods based on their relationship to the five determinants of radiography
image quality, i.e.: Contrast, blurring, visual noise, spotting and detail parts, is
important because the abnormality signs in mammogram images will be influenced
by these five factors. The purpose of this research is to investigate at the most
influential factor in improving mammogram image quality and find the most
appropriate enhancement method to solve the problems which affecting these fac-
tors. Moreover, consider that mammogram image has not known yet what is special
kind of noise that interfere it, then try several methods will be a good choice.
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6.2 Methods

Data used in this research were mammogram digital images. This data were taken
from the database of Oncology Clinic Kotabaru Yogyakarta which collecting from
60 patients. Each patient had two mammogram images, i.e. right and left breasts
that were based on the viewpoint of the CC (cranio caudal). Two images were
called as right cranio caudal (RCC) and left cranio caudal (LCC). Sixty patients
consisted of 20 normal patient and 40 abnormal patients (20 abnormal benign and
20 abnormal malignant). The resolution of each image was ±1400 × 1850 pixels
with .tif format.

The whole images were input then converted into grayscale format, and then
input to enhancement process to undergo five enhancement methods. The whole
images that had been through enhancement process were then inputted to the
calculation process of mean square error (MSE) and peak signal-to-noise ratio
(PSNR) of each method.

Enhancement methods that related to the five determinants of radiography image
quality were:

a. Smoothing, that was aimed to reduce noise, less blurring, result cleaner image of
pixelated. One of these methods was Median Filter.

b. Filtering that was used for noise removal.

• LPF can be performed with Butterworth Filter
• HPF can be performed with Wiener Filter

c. Denoising that was aimed to overcome the problem of poor image display as
well as the bad compression. One of the methods is the Average Harmonic
Filter.

d. Histogram equalisation for contrast setting by obtaining the histogram intensity
uniformly distributed in the image. The method used was Contrast Limited
Adaptive Histogram Equalization (CLAHE).

The ability of enhancement method can also be measured by visual techniques,
which only by looking at the image and comparing image result with image con-
tained noise. However, itis not easy to see the disorders without having an excellent
knowledge base in medical image. Thus, the measurement by visual technique has
different interpretations for each observer. MSE and PSNR are parameters to mea-
sure ability of enhancement methods. PSNR are used to comparing the squared error
between the original image and the reconstructed image. PSNR value is determined
by a large or small MSE value that occured in image. The larger the PSNR value, the
better the display of result image will be. Conversely, the smaller the value of PSNR,
the worse the display of result image will be. Unit value of PSNR andMSE is decibel
(dB). If PSNR value becomes greater, then MSE value becomes smaller. PSNR is
commonly used to measure the quality of the image rearrangements.MSE value
obtained by comparing the difference of the pixels on the original image and result
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image on the same pixel position. The greater MSE value, the worse the display
image will be. Conversely, the smaller MSE value, the better the display of result
image will be [10]. This will be the parameters for comparison of each method. MSE
and PSNR value are formulated in Eqs. (1) and (2).

MSE ¼ 1
MN

XM�1

x¼0

XN�1

y¼0

g0 x; yð Þ � g x; yð Þð Þ2
 !

ð1Þ

PSNR ¼ 20log10
2n

MSE

� �
ð2Þ

where x is size of row, y is size of column, g′(x, y) is matrix of image processing
result, [M N] is size of image, and n is bit/pixel.

6.3 Result and Discussion

Figure 6.1 shows calculation of MSE and PSNR value for each method. The
minimum error value of the method shows good image quality after experiencing an
image enhancement. If MSE value order from smallest to largest to, then the order
is Mean Filter, Median Filter, CLAHE, Wiener Filter, and Butterworth Filter. The
maximum PSNR value of the method shows good image quality after experiencing
an image enhancement. If order from largest to smallest, then the order is CLAHE,
Mean Filter, Median Filter, Wiener Filter, and Butterworth Filters. More details can
be seen in Fig. 6.1.

Remarks:

• The X axis is filled by five enhancement methods. The methods are Median
Filter, Butterworth Filter, Wiener Filter, Mean Filter, and CLAHE.

• The Y axis is filled by (a) MSE and (b) PSNR value of each method after
applied to 60 mammogram images which used in the research.
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Fig. 6.1 Result of a MSE and b PSNR calculation
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After experiment with enhancement methods found CLAHE method obtained
the highest PSNR value. Mammography technique requires a high contrast sensi-
tivity due to physical contrast is very low. Adaptive Histogram Equalization
(AHE) is a contrast of image enhancement method by increasing local contrast of
the image. The problem of excessive contrast enhancement at AHE can be over-
come by using CLAHE, which gives the limit value on the histogram [11]. It shows
that the contrast factor becomes an important point in deciding the mammogram
image quality and CLAHE method can improve image quality of mammogram
because it managed to enhance contrast image.

The Median Filter and Mean Filter have MSE and PSNR values that slightly
same. The second highest PSNR value after CLAHE owned by Median Filter and
Mean Filter. Median Filter is a method of smoothing while the Mean Filter is a
method of denoising. Smoothing is used to reduce noise, less blurring, and produce
a cleaner image of pixelated with the same size without modifying the size of the
data image. An image can be smoothed through up average the neighbouring pixels.
Noise is unwanted components in the image. Denoising process can overcome this
problem. Denoising is used to overcome the problem of poor display image and
poor compression [12]. It proves that blurring and visual noise factors also become
important points in determine mammogram image quality. The Median Filter and
Mean Filter which are methods of smoothing and denoising can enhance mam-
mogram image quality because it managed to improve blur and reduce noise.

Filtering in image enhancement has function to noise removal. It can be done
with linear and nonlinear approach. Removal linearly noise can be done either in
spatial and frequency area. Filtering methods are categorized into two, namely low
pass filtering (LPF) and high pass filtering (HPF). One of LPF method commonly
used is Butterworth Filter and one of HPF method commonly used is the Wiener
Filter. After experiment, the Butterworth Filter and Wiener Filter have the lowest
PSNR value compared with other methods. It shows that filtering with Butterworth
Filter and Wiener Filter is less appropriate for used to enhance mammogram image.
The filters have some disadvantages, one of disadvantages is sometimes required
information is lost during the process of filtering.

Butterworth Filter is possible to get the original image with great results.
However, if the frequency threshold is not exactly the result becomes no longer
appropriate. Wiener Filter or also called as the minimum mean square error filter
able to reduce the noise sensitivity of the Butterworth Filter. However, the variance
value of the image must be known to obtain a constant value [12]. Appropriate
constant value needed to get good quality image of the filtering result. It shows that
the usage of Butterworth Filter and Wiener Filter are risk.

After seeing the results in Fig. 6.1 then proposed to try another method which is
by combine several methods based on the MSE and PSNR values. The purpose of
combine some methods is to reach all factors that determine the quality of radio-
graphy image by enhancement process. Thus, the enhancement process does not
just solve contrast problem but also noise and blur problem. CLAHE method has
maximum PSNR value and third order based on the minimum MSE value. From
Fig. 6.1 can be seen that the MSE and PSNR values of the Mean Filter and Median
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Filter has a slightly difference in value. Both are listed first and the second order is
based on the value of the minimum MSE value. Then, for the PSNR value, both are
second and third based on the maximum value. By considering these results, it is
proposed to try two models of image enhancement stages, the first one using the
Mean Filter followed by CLAHE and the second using a Median Filter which is
also followed by CLAHE. The result can be seen in Fig. 6.2.

More detail about MSE and PSNR calculation results can be seen in Fig. 6.3.
From the graph in Fig. 6.3 can be seen that the value of MSE and PSNR with

Median Filter method followed by CLAHE showed lower and higher values than
the Mean Filter method followed by CLAHE, those are 12.19 and 37.28 dB.

MSE and PSNR value of Median Filter is greater when compared with the Mean
Filter. It indicates Median Filter is better that Mean Filter method. Pixel values in
the image that has been processed by Mean Filter has not big difference between
one pixel with the neighbour pixel when compared to the image that has been
processed by Median Filter, because the Mean Filter taking the average value while
Median Filter taking the middle value. It shows that the Median Filter and Mean

Fig. 6.2 a Raw image, b Result image by Mean Filter + CLAHE, c Result image by Median
Filter + CLAHE
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Filter can reduce noise, but the image result from Mean Filter will more blur when
compared with the Median Filter. MSE and PSNR value of Median Filter is greater
when compared with the Mean Filter. It indicates that Median Filter is better than
Mean Filter method.

6.4 Conclusions

Mammogram image enhancement is an important stage to get a good quality image
by appropriated feature extraction to obtain more precise classification results.
Mammogram image enhancement has to consider the determinants of radiography
image quality, those are contrast sensitivity, blurring, visual noise, spotting, and
detail sections (spatial/geometric). Enhancement methods that related to the five
determinants of radiography image quality are smoothing by Median Filter, filtering
by Butterworth Filter and Wiener Filter, de-noising by Mean Filter, and histogram
equalization by CLAHE. After conducting an experiment with five mammogram
image enhancement methods, the highest PSNR obtained from CLAHE method. It
shows that the contrast factor becomes an important point in determine mammo-
gram image quality and CLAHE method can enhance mammogram image which
requires a high contrast sensitivity due to physical contrast is very low.

Combination method of Median Filter and CLAHE that proposed in this
research is the best method to enhance mammogram image compared to the other
comparison method in this research. This method has the lowest MSE value and the
highest PSNR value. It shows CLAHE method capable of improving image contrast
mammogram and Median Filter can reduce noise and reduce blur so that the image
is becoming more clearly. Both methods are able to increase image quality and meet
the determinants of the radiography image quality.
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Chapter 7
Clustering and Principal Feature Selection
Impact for Internet Traffic Classification
Using K-NN

Trianggoro Wiradinata and P. Adi Suryaputra

Abstract K-NN is a classification algorithm which suitable for large amounts of
data and have higher accuracy for internet traffic classification, unfortunately K-NN
algorithm has disadvantage in computation time because K-NN algorithm calcu-
lates the distance of all data in some dataset. This research provide alternative
solution to overcome K-NN computation time, the alternative solution is to
implement clustering process before the classification process. Clustering process
does not require high computation time. Fuzzy C-Mean algorithm is implemented
in this research. The Fuzzy C-Mean algorithm clusters the based datasets that be
entered. Fuzzy C-Mean has disadvantage of clustering, that is the results are often
not the same even though the input data are same, and the initial dataset that of the
Fuzzy C-Mean is not optimal, to optimize the initial datasets, in this research,
feature selection algorithm is used, after selecting the main feature of dataset, the
output from fuzzy C-Mean become consistent. Selection of the features is a method
that is expected to provide an initial dataset that is optimum for the algorithm Fuzzy
C-Means. Algorithms for feature selection in this study used is Principal
Component Analysis (PCA). PCA reduced nonsignificant attribute to created
optimal dataset and can improve performance clustering and classification algo-
rithm. Results of this research is clustering and principal feature selection give
signifanct impact in accuracy and computation time for internet traffic classification.
The combination from this three methods have successfully modeled to generate a
data classification method of internet bandwidth usage.

Keywords Classification � Clustering � Feature � Internet � K-NN
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7.1 Introduction

The purpose of this research is to investigate how to improve the K-Nearest
Neighbor (K-NN) classification accuracy and computation time for internet band-
width usage classification process. K-NN algorithm calculates all distances distri-
bution of existing data, so the results of the classification are more accurate because
it considers all the possibilities that exist, the process of rigorous computational
algorithms K-NN finally have a weakness in terms of performance that is the slow
process of classification.

In addressing the weakness of K-NN algorithm in this research, an experiment
study has been conducted by firstly forming the ready-classified datasets, which is
done by clustering beforehand. Clustering process is done so that the spread of the
data occurs naturally based on similarity of existing data, as the data is scattered then
carried out a process of classification, clustering process is expected to accelerate the
performance of K-NN algorithm. This clustering algorithm is an algorithm that meets
the Fuzzy C Mean. At Algorithm Fuzzy C Mean, number of clusters to be formed
does not need to be determined in advance, so the number of clusters that formed later
would show the grouping of data occurs. In a recent study in 2012 conducted by LOU
Xiaojun, LI Junying, and Haitao LIU still stated that the Fuzzy C Mean generally
have a weakness for the output partition/cluster for the same dataset [1].

Based on these previous research there are some opportunity to develop an Internet
traffic classification model using machine learning algorithms. In this research K-NN
algorithm is used for that classification, Fuzzy C Mean algorithm for clustering
process and Principal Feature Selection for principal feature selection. One advantage
of Fuzzy C-Mean algorithm is the number of classification does not need to be
specified from the beginning such as in Fuzzy K Mean algorithm. It is expected that
the classification is formed to represent real data. However Fuzzy C Mean requires a
feature of selection for data to be used that Internet traffic with the same correlation
could fit into the same classification. Another thing that could be the development on
these studies is how the process of finding the features and precise fit.

7.2 Literature Review

7.2.1 K-Nearest Neighbor

Algorithm k-nearest neighbor (k-NN or KNN) is an algorithm used for the clas-
sification of the object based on the distance between the objects. The data used for
the classification process in the K-NN projected into multiple dimensions, where
each dimension represents the features of the data [2]. The space is divided into
sections based on the classification of data that are classified. A point in this space
marked class C if class C is the most common classification of the k nearest
neighbors of the dot. Near or far neighbors Euclidean are usually calculated based
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on the distance learning phase, the algorithm is simply to store the vectors of
features and classification of the learning data. In the classification phase, the same
features are calculated for test data (which classification is not known). The distance
of this new vector of all learning data vector is calculated, and the number k closest
is retrieved [3]. K-NN algorithm accuracy is greatly influenced by the presence or
absence of features that are not relevant, or if the weight of such features is not
equivalent to its relevance to the classification. Research on these algorithms largely
discusses how to choose and give weight to the feature, in order to become a better
classification performance.

7.2.2 Fuzzy C-Mean

Fuzzy C-Means clustering is a technique to clustering of each data point in dataset
which determined by the degree of membership. This technique was first introduced
by Jim Bezdek in 1981. First step of Fuzzy C-Means is to determine cluster centers,
which marked the average location for each cluster. In the initial condition, the
center of the cluster is still not accurate. Each data point has a degree of mem-
bership for each cluster. By improving the cluster centers and the degree of
membership of each data point repeatedly, it will be seen that the center cluster will
move towards the right location. This loop is based on minimization of an objective
function that describes the distance from the given data point to the center of the
cluster that is weighted by the degrees of membership of data points. Output of
Fuzzy C-Means is a row of cluster centers and some degree of membership for each
data point. First of all, the method provides membership values, which can be
useful for assessing the validity of the cluster structure obtained. Second, the
method has a simple and efficient algorithm which makes it applicable in a broad
class of situations [4].

7.2.3 Principal Feature Selection

Principal Component Analysis (PCA) is the principal feature selection method used
in this research. Esbensen [5], explained that the main component analysis (PCA) is
a multivariate data analysis method mostly used for exploratory analysis of data,
outlier detection, rank (dimension) reduction, graphical clustering, classification,
and regression. The proper understanding of PCA is a prerequisite for the controlling
other latent variable methods, including Principal Component Analysis regression,
multivariate calibration and classification. Current use of PCA is associated with the
latent data structure visualization with a graphical plot. Since PCA allows inter-
pretation based on all variables simultaneously, then PCA is mostly used as the first
data analysis conducted on multivariate data sets, although further data analysis with
other methods even more advanced one may be required [6].
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7.3 Research Methodology

The purpose of this study is to investigate the impact of clustering and principal
feature selection for K-NN Classification accuracy and computation time by using
Fuzzy C-Mean as clustering algorithm and Principal Component Analysis (PCA) as
principal feature selection. PCA is first technique implement in this research for
analyzing internet traffic dataset and to find the discriminant feature [7]. Fuzzy
C-Mean is a technique for improving the K-NN computation time, Fuzzy C-Mean
is the solution to help K-NN in data clustering, Fuzzy C-Mean will make the
distribution and grouping of data so as to make the K-NN does not need to perform
the calculation of all distances between existing data. The research methodology to
achieve these research objectives, as shown in Fig. 7.1.

The contribution in this research shown in the blue box on Fig. 7.1. This
research dataset is collecting from mooreset dataset which used in another internet
traffic classification research, this data is collected from http://www.cl.cam.ac.uk/
research/srg/netos/nprobe/data/papers/sigmetrics/ [8].

Fig. 7.1 Research
methodology

78 T. Wiradinata and P. Adi Suryaputra

http://www.cl.cam.ac.uk/research/srg/netos/nprobe/data/papers/sigmetrics/
http://www.cl.cam.ac.uk/research/srg/netos/nprobe/data/papers/sigmetrics/


7.4 Experimental Result

This research used dataset 10 for experimental dataset, the dataset class and number
of flow is present in Table 7.1. The experimental result is present in Table 7.2 until
Tables 7.3 and 7.4.

Table 7.1 shows that dataset 10 has a 65036. Fuzzy C-Mean clustering the data
before classified by K-NN, Fuzzy C-Mean clustering is expected to improve the
computation time of the algorithm K-NN. Principal Feature Selection done by PCA
via transform the dataset into new dataset, the new dataset is create by dimensional
reduction from PCA. Table 7.2 shown that Fuzzy C-Mean gave significant impact
for K-NN Classification in execution time, K-NN execution time decreases almost
400 s. The feature reduction which done by PCA shows the most significant impact,
Table 7.2 shown execution time improvement is more less 70 %, unfortunately

Table 7.1 Number of data
flow

Class Number of flow

WWW 54436

Mail 6592

FTP-control (fc) 81

FTP-pasv (fp) 257

Attack 446

P2p 624

Database (db) 1773

Ftp-data (fd) 592

Multimedia (mm) 0

Services (srv) 212

Interactive (int) 22

Games (gm) 1

Total 65036

Table 7.3 Accuracy result Algorithm Accuracy (%)

Traditional K-NN 98.41

Traditional K-NN + Fuzzy C-Mean 96.70

Traditional K-NN + Fuzzy C-Mean + PCA 98.06

Table 7.2 Execution time
result

Algorithm Times (s)

Traditional K-NN 1232

Traditional K-NN + Fuzzy C-Mean 839

Traditional K-NN + Fuzzy C-Mean + PCA 249

7 Clustering and Principal Feature Selection Impact … 79



K-NN classification accuracy is decline when Fuzzy C-Mean and PCA implement
in classification model as shown in Table 7.3. In Table 7.4 also shown that Max
Precision value is decline when Fuzzy C-Mean and PCA implement in this clas-
sification model.

7.5 Conclusion

K-NN has great accuracy in internet traffic classification. K-NN disadvantage is its
high execution time. To improve the execution of K-NN algorithms needed to carry
out the reduction features PCA and Fuzzy C-Mean algorithm to form a cluster prior
to the classification process, with the combination of two algorithm. K-NN algo-
rithm would have a shorter execution time and but unfortunately the classification
accuracy declining. In the future, work will be conducted on how to figure out
number of class in dataset and improving accuracy from K-NN but still have short
execution time.
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Chapter 8
Altitude Lock Capability Benchmarking:
Type 2 Fuzzy, Type 1 Fuzzy,
and Fuzzy-PID with Extreme Altitude
Change as a Disturbance

Hendi Wicaksono, Yohanes Gunawan, Cornelius Kristanto
and Leonardie Haryanto

Abstract In the past three years, our research developed a low cost QuadRotor.
QuadRotor are built from four brushless motors with four Electronic Speed
Controllers (ESC) and four propellers in one carbon frame of QuadRotor. KK2
board is added as a flight controller of QuadRotor. This KK2 board has been
completed only to deal with altitude stabilization. Our research focused on altitude
locking development using several control methods implemented on YoHe board.
This paper presents altitude lock capability, to be benchmark between Type2 Fuzzy
controller and Type1 Fuzzy controller, also with Fuzzy-PID. The benchmark
focuses on their flight analysis performance with extreme altitude change (50 cm) as
a disturbance. From that three control methods that have applied, and overall tested,
Type2 Fuzzy shows better result than others.

Keywords Type2 fuzzy � Type1 fuzzy � Fuzzy-PID � Altitude lock

8.1 Introduction

QuadRotor is one of a popular Unmanned Aerial Vehicle (UAV). QuadRotor have
four rotors to spin symmetrically. This fast growing QuadRotor had been become a
popular research’s object more than any other UAVs. Many controllers was
develop to complete a Quadrotor maneuver. Type2 Fuzzy with Fast Geometric
Defuzzification was introduced by Simon [2]. This method shows very important
concept to make us able to apply it in the Type2 Fuzzy in a real time. Type1 Fuzzy
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which can be called as Ordinary Fuzzy is a Fuzzy method which was introduced by
Zadeh 1965. The comparison of those Fuzzy’s structure was well descripted in [1].
PID Controller was used decades years ago, and now days many researchers
combine PID Controller with auto tuning from as an output of Fuzzy. It is called a
Fuzzy-PID which was explained in [4] and also [3]. Type2 Fuzzy, Type1 Fuzzy,
and Fuzzy-PID was designed in our research and have been published. In the past
publication, we analyzed the performance of each control method to lock an altitude
of QuadRotor. The best control method seen from error percentage is Type2 Fuzzy
Control.

The body of this paper is organized as follow. Section 8.2 explains QuadRotor
specification which is used in this paper. The control method designs of Type2
Fuzzy, Type1 Fuzzy, and also Fuzzy-PID will be described in Sect. 8.3. The
experiment results are given in Sect. 8.4, and finally a conclusion is given in
Sect. 8.5.

8.2 QuadRotor Specification and Design

The QuadRotor used in this research was built from scratch. There are eight main
parts that should be combined piece by piece to build a one QuadRotor. First,
Whirlwind FY450 as a frame was chosen. This frame is made from plastic with
several thicknesses so it is strong enough to make it flies. For the motor, four
Brushless Motors DC (BLDC) Sunny Sky X2212 which has 980 kV are used. DJI
10 × 4.7 is a propeller installed on BLDC motors. Four DJI 10 × 4.7 with two types
direction are installed on the four BLDC motors. As a driver, ZTW Spider 30 A
Electronic Speed Controller (ESC) with Pulse Width Modulation (PWM) as an
output, is used QuadRotor is shown in Fig. 8.1 and the detail of the parts are shown
in Fig. 8.2.

Fig. 8.1 QuadRotor
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All control methods were built and processed from YoHe Board. In this appli-
cation, YoHe Board’s functions are:

1. YoHe Board recognizes the manual or auto conditions from a pulse generated
from RX Orange when the toggle button is active in TX Orange.

2. In the manual mode, YoHe Board gets and recognizes the throttle signal and
makes a pulse signal with sharp as same as the input throttle signal, then sent it
to KK2.0 Board.

3. In the auto mode, YoHe Board will activate a sonar sensor and get the current
altitude, after that it will calculate an error signal

4. Continue from number 3, YoHe Board is then running a control method coding,
whose output is throttle value. After that as it was explained in item number 2,
YoHe Board will generate a pulse signal as big as the throttle value and then
sent it to KK2.0 Board.

The block connecting all of parts of QuadRotor in general use compare with
block connection for altitude lock system with YoHe Board shown in Figs. 8.3 and
8.4. We put in a YoHe Board connection between RX and KK2.0 board. Beside
that the system completed with Bluetooth V3 as a media to transfer a data flight
from QuadRotor to ground station (laptop).

Fig. 8.2 QuadRotor parts

Fig. 8.4 Block connection parts of QuadRotor for altitude lock system

Fig. 8.3 Block connection parts of QuadRotor in general use
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8.3 Control Method Design

In this paper, there are three control methods to compare the altitude lock capability
to handle the extreme altitude change disturbance. There are Type2 Fuzzy, Type1
Fuzzy, and Fuzzy-PID. Each control method was published in several publications
for their performance analysis. In it’s common structure, the design of Type2 Fuzzy
and Type1 Fuzzy are quietly similar.

Structure of Type2 Fuzzy is shown in Fig. 8.7, while Fig. 8.8 shows structure of
Type1 Fuzzy. The difference between both structures lay at the end of the process.
Type2 Fuzzy have Type Reducer step before defuzzyfier step. In this paper, we
don’t apply a general form of Type2 Fuzzy because it is too hard to make a
microcontroller code running at a real time. For that reason, Fast Geometric
Defuzzification used in a real time running. We have been trying to make coding
with a selection mode to change from one control method to another control
method. Because of that mission, YoHe Board completed with ATMega 2560 with
256 KB memory. After Type2 was coded into the board, we decided not to put in
all code to the microcontroller because the only Type2 Fuzzy code was taken
around 80 % memory capacity.

Both of Type2 Fuzzy and Type1 Fuzzy have a same control process like is
shown in Fig. 8.5. In this system have a value defined to height desired and the
height (n) getting from sonar sensor measurement. Both of Fuzzy have two inputs,
they are an error which calculates from the difference between the desired height
and height (n) and a second input is a delta error which calculates from the dif-
ference between an error (n) and an error (n – 1). As an output is the throttle value
which will be converted to pulse and sent to KK2.0 board. And whereas Fuzzy-PID
control process shown in Fig. 8.6. In that figure we can see that an output of Fuzzy

Fuzzy-
+

Throttle

Sonar
Sensor

-+ Z-1

Error

dError
Height 
Desired

Height (n)

Error
PID
Kp,Ki,

Kd

Fig. 8.6 Fuzzy-PID control process

Fuzzy-
+ Throttle

Sonar
SensorHeight (n)

-+ Z-1

Error

dError
Height 
Desired

Fig. 8.5 Fuzzy control process
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form is a Proportional, Derivative, and Integral constant which will be used by a
PID controller.

The structure of Type2 Fuzzy compares to Type1 Fuzzy shown Figs. 8.7 and
8.8. The difference between Type2 Fuzzy Structure and Type1 Fuzzy lies on almost
the end of the block. In Type2 Fuzzy there is a type reducer block, which change
from Type2 Fuzzy 3 dimensional back to Type1 Fuzzy 2 dimensional so the output
can become crisp output. Type2 Fuzzy in general form very difficult to running at a
real time. So, Fast Geometric Defuzzification used in this paper. The theory and the
calculations of crisp input until became to an output explained more detail in other
our publications [5, 6, 7, 8].

8.4 Experiments Results and Discussions

In the experiments, we got flight data through Bluetooth that sent data to our laptop
in ground station. We had 1 experiment with five times of flight to get validate data.
In this paper, we only gave just one flight data from five data that we had. To
simulate an extreme altitude change as a disturbance, our pilot make a + pitch and –

pitch maneuver which in the middle there is a box with 50 cm height. The results
can be shown in Fig. 8.9.

The disturbance is shown as a red circle. After the extreme altitude change,
around 50 cm, we tested how the control method will draw back to the desired
height. Because in the real applications it can be happened suddenly. For the quick
response after getting a disturbance Type1 Fuzzy and follow with Fuzzy-PID

Fig. 8.7 Type2 fuzzy structure

Fig. 8.8 Type1 fuzzy structure
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showed a better performance than the Type2 Fuzzy. But, for that quick response,
both controllers suffered with bigger oscillations before it came back to it’s desired
height. They also took longer time than the Type2 Fuzzy. In overall, Type2 Fuzzy
is better than the others. Thus this experiment is actually strongly confirmed the
other research about Type2 Fuzzy controller which can solve high order
non-linearity systems.

8.5 Conclusion

This paper describes a benchmarking between three control methods are Type2
Fuzzy, Type1 Fuzzy, and Fuzzy-PID. There are two important parameters in this
benchmarking paper, such as the response of QuadRotor to get the height target,
and oscillation happened while the QuadRotor maintain their height target. In a fast
response to get their height target, a Type1 Fuzzy is the best one, then followed by
Fuzzy-PID, and then Type2 Fuzzy. And for the an oscillation while maintain the
height target, Type2 Fuzzy is the best one, then Type1 Fuzzy, and the last is
Fuzzy-PID. For future works, a still going re-search is using the camera as a height
sensor.

Fig. 8.9 Experiments results
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Chapter 9
Indonesian Dynamic Sign Language
Recognition at Complex Background
with 2D Convolutional Neural Networks

Nehemia Sugianto and Elizabeth Irenne Yuwono

Abstract As the media of communication for people with hearing and speech
disabilities, the importance to bridge the communication gap between them and
normal people using sign language has become significance. This research pro-
posed a model for the development of sign language recognition technology using
Microsoft Kinect and convolutional neural network (CNNs). The proposed model
succeeds in recognizing 10 dynamic Indonesian sign language words on complex
background. There are total of 100 gesture image sequences containing color and
depth data, perform by different users. The classifier consists of two CNNs and one
ANN. The first CNN is to extract hand feature from color data, while the other is to
extract hand feature from depth data. The training consists of three modes by
applying drop-out and data augmentation and achieves the highest validation rate
on 81.60 % and test result on 73.00 %.

Keywords Computer vision � Convolutional neural network � Deep learning �
Hand gesture recognition � Indonesian sign language recognition

9.1 Introduction

According to World Health Organization (WHO) Media Centre, over 5 % of world
population have disabling hearing loss worldwide, approximately 360 million
people consisting of 328 million adults and 32 million children [1]. Currently there
are some assistive method for hearing loss, such as hearing aids, implants or
assistive device, and sign language. Despite the high number of people with hearing
loss, the current production of hearing aids only meets less than 10 % of them. Sign
language has been the media of communication for deaf and people with speech
impairments. Sign language relies heavily on visual representation based on hand
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shape, pose, or gesture. Therefore research related to sign language recognition is
concentrated in computer vision and language understanding.

Despite its great demand, there are still many people with disability who do not
understand sign language since they never receive any education about sign lan-
guage. Besides there are communication gap between people with disability and
normal people, since normal people mostly do not understand sign language. This
research is focusing on the development of sign language recognition technology
for communication and education purpose.

9.2 Related Works

Currently researches related to sign language is divided into two concentration, they
are for recognition of static and dynamic sign language. Static sign language is
defined as sign language using hand pose, finger shape as representation. While
dynamic sign language uses gestures as representation. Currently researches related
to static sign language recognition have progressed to various method, they are
based on skin color, custom made color gloves, and finger detection [2].

Dynamic sign language recognition is related to gesture recognition, latest
researches used various method based on gesture videos. We uses Microsoft Kinect
as sensor device as the approach of [3] in extracting appearance-based hand features
and track the hand position in 2D and 3D. The features were classified by com-
paring Hidden-Markov Model and sequential pattern boosting. The accuracy result
on isolated gestures was 99.9 and 85.1 % on more realistic gestures. The depth data
from Kinect could be used to improve data validity as [4], where they used
spatio-temporal features on images from RGB camera and depth map for gesture
analysis. Using Convolutional Neural Network for classification as [5, 6] has
proven to give successive result. The first used two Convolutional Neural Network
each with 3 layers deep for hand and upper body extraction from gray scaled
images. They applied dropout and data augmentation in training to reduce over-
fitting and result in 91.7 % validation accuracy. While the latter used
three-dimensional Convolutional Neural Network on normalized gesture videos.
There are two subnetworks with 4 layers each; one is for high resolution network
(HRN) and the other is for low resolution network (LRN). The classification rates
on VIVA Challenge dataset is 77.5 %.

9.3 Method

This research used Convolutional Neural Network classifier for dynamic sign
language recognition based on Indonesian Sign Language System (Sistem Bahasa
Isyarat Indonesia—SIBI). Section 9.3.1 described the data set used based on
pre-recorded video samples of SIBI. Section 9.3.2 described the preprocessing steps
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of video data set for classifier. Section 9.3.3 described the classification process
using Convolutional Neural Network (Fig. 9.1).

9.3.1 Data Set

The data set was recorded by Microsoft Kinect sensor version 1 to obtain the RGB
image sequences, depth data, and skeleton data. There are total of 100 images
sequences containing 10 dynamic sign language words with different variations in
gesture movement. The gestures were performed by 2 users (one man and one
woman) within age range of 20-30 years with different height. The users were given
simple training in performing sign language before data collecting to meet SIBI
quality standard. From 100 images sequences obtained, 80 % were used for training
while the other 20 % were used for classifier experiment.

9.3.2 Preprocessing

There are four phases in preprocessing the dataset before classified. The first phase
is system initialization to prepare the suitable environment. Using the skeleton data

Fig. 9.1 Model Architecture of Indonesian sign language recognition system
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obtained from Kinect sensor, system detected user existence and their number.
System only continued if only one user is detected. Then system checked whether
user hands are not blocked by anything and detected by Kinect sensor. When user is
ready to start recording, system will validate by ensuring that both hands are in
front of user body. The first phase of data preprocessing is shown by Fig. 9.2.

The second phase is the beginning of gesture recording as shown in Fig. 9.3. On
the beginning of recording, system save the position of user left hand and right hand
to be used as pivot for the gesture. Figure 9.4 shows the next phase; gesture
recording. In this phase there are two kinds of images saved. First is from RGB
camera of Kinect and the other is depth data from Kinect infrared camera. These
two data are save consequently until both hands stop moving.

The next phase is preparing the image sequences to be ready for classifier as
shown in Fig. 9.5. Both Color Data and Depth Data receive the same treatments for
the first 4 processes. They were normalized into 32 frames each by eliminating
image if the difference between current and previous hand position is too close. And

Fig. 9.2 Preprocessing phase: initialization

Fig. 9.3 Preprocessing phase: start recording

Fig. 9.4 Preprocessing phase: record movement
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then they were converted to gray scaled images. Each image is cropped around
gesture area. The width is calculated from the widest area between left and right
hand among gestures, and the height is obtained from the highest head position and
lowest hip center position among gestures. After that, all images is resize to fixed
size of 256 × 256 pixels. The result is 32 gray scaled images from Color Data and
32 gray scaled images from Depth Data.

9.4 Proposed Architecture

The architecture of model consists of two CNNs and one ANN. CNNs are used to
extract features and ANN is used to classify the features into classes. The archi-
tecture is depicted in Fig. 9.6.

First CNN is for extracting hand features from color data and second CNN is for
extracting hand features from depth data with network parameter WD and WD,
respectively. Each network, with parameters W, produced class-membership
probabilities (P(C|x,W)) for classes C given the gesture’s observation x. We mul-
tiplied the class-membership probabilities from the two CNN element-wise to
compute the final class-membership probabilities for the gesture classifier as
described in Eq. 9.1:

Fig. 9.5 Preprocessing Phase—Image Processing for Classifier
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PðCjxÞ ¼ PðCjx;WLÞ � PðCjx;WHÞ ð9:1Þ

The first CNN consists of four 2D convolution layers which each layer is fol-
lowed by the max-pooling operator, two fully connected layers and an output
softmax layer that estimates the class-membership probability P(C|x,WC). The input
of this CNN is images sequences in color data (256 pixels × 256 pixels × 32
frames). In Fig. 9.6 shows the sizes of the convolutional kernels, volumes at each
layer and the max-pooling operator.

The second CNN consists of four 2D convolution layers which each layer is
followed by the max-pooling operator, two fully connected layers and an output
softmax layer that estimates the class-membership probability P(C|x,WC). Two
fully connected layers and an output softmax layer are called ANN. The input of
this CNN is images sequences in depth data (256 pixels × 256 pixels × 32 frames).
In Fig. 9.6 shows the sizes of the convolutional kernels, volumes at each layer and
the max-pooling operator.

The ANN is used to provide classification after concatenating the outcomes of
both CNNs. ANN has three layers: one input layer, one hidden layer and one output
layer. Input layer has 512 neurons. Hidden layer has 256 neurons (is obtained from
two-thirds of number of neurons in input layer and output layer). The activation
function that is used in this layer is sigmoid binner. The output value range of the
activation function is from 0 to 1. Output layer has 10 neurons which is the number
of gestures that can be recognized by the model. The activation function that is used
in this layer is sigmoid binner. The output value range of the activation function is
from 0 to 1. We used threshold function to produce the final value in range of 0–1.
If the output value is smaller than 0.8 then the final value is 0. If the output value is
equal and larger than 0.8 then the final value is 1. The neuron which has value of 1
is selected as the recognized gesture.

Fig. 9.6 The proposed architecture of Indonesian sign language recognition system using two
CNNs and one ANN. This figure only shows one of two identical CNNs
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9.5 Results and Discussion

To reduce overfitting, data augmentation is used to produce additional data samples.
Data augmentation is performed in real time on the CPU during collecting data
samples. There are six methods used in data augmentation: spatial translation up to
10 pixels in x and y directions (−10 and +10), rotation up to 10° (−10° and +10°),
scaling up to 10 % (−10 % and +10 %).

We used 20 images sequences (20 %) from 100 images sequences as training
data set (20 in color and depth data, respectively). Each images sequence has 32
frames. Using data augmentation, we had 140 images sequences as training data set
(140 in color and depth data, respectively).

The two CNNs used Nesterov’s accelerated gradient descent (NAG) with a fixed
momentum coefficient 0.9, mini batches of size 20 and learning rate is initialized at
0.003 with a 5 % decrease after each epoch. The weights are randomly initialized
with a normal distribution. The biases are initialized at 0.2.

Experiments are conducted on one machine with a processor (2.4 GHz Intel
Core i5), 4 GB DDR3 and Intel HD Graphics 3000 384 MB. The models are
implemented using MatConvNet—Convolutional Neural Networks for MATLAB
by A. Vedaldi and K. Lenc [7].

We evaluated the performance of the model using several scenarios of training
dataset in order to prevent over fitting. Data augmentation and drop-out method
were used to get successful generalization of the classifier. First scenario was using
existing training dataset collected. Second scenario was using existing training
dataset collected and drop-out. Third scenario was using existing training dataset
collected, drop-out and data augmentation.

The validation results of the experiments are shown in Table 9.1. The accuracy
rate of the model using existing training dataset was 71.90 % (28.10 % error rate).
The accuracy rate of the model using existing training dataset and drop-out was
74.40 % (25.60 % error rate). The accuracy rate of the model using existing training
dataset, dropout and data augmentation was 81.60 % (18.40 % error rate). The
highest accuracy (81.60 %) was obtained when the model was trained using
existing dataset, dropout and data augmentation. The accuracy on the test data set is
73.00 % (Table 9.2).

Table 9.1 Validation results

Training scenario Accuracy rate (%) Error rate (%)

Existing training dataset 71.90 28.10

Existing training dataset + Drop-out 74.40 25.60

Existing training dataset + Drop-out + Data Augmentation 81.60 18.40
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9.6 Conclusion

The proposed model has proven to demonstrate considerable result for the recog-
nition of dynamic Indonesian sign language. The highest validation result is
achieved from training model that used existing training dataset with drop-out and
data augmentation applied, it is 81.6 %. The test result is 73 %. The model used
convolutional neural network to analyze gestures in complex background and quite
robust in terms of user variants.
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Table 9.2 The confusion matrix of proposed final model

Class
Output

Almari Analisis Biola Bola Buka Dasi Kayu Namun Rumah Voli

Almari 7 2 0 1 0 0 0 0 0 0

Analisis 1 6 0 1 2 0 0 0 0 0

Biola 0 0 9 0 0 0 1 0 0 0

Bola 1 0 0 8 0 0 0 0 1 0

Buka 0 2 0 0 8 0 0 0 0 0

Dasi 0 0 0 0 0 6 0 2 2 0

Kayu 0 0 1 0 0 0 8 0 1 0

Namun 0 0 0 0 0 2 0 7 0 1

Rumah 0 0 0 0 0 2 1 0 6 1

Voli 1 0 0 0 0 0 0 1 0 8

98 N. Sugianto and E.I. Yuwono



Chapter 10
Image-Based Distance Change
Identification by Segment Correlation

Nemuel Daniel Pah

Abstract Image–based distance identification is an interesting topic in image
processing. It can be classified into three methods. The parallax approaches, the
method with marker and the method with a priori knowledge of an object’s physical
size. The above methods are not easily implemented in an embedded system. This
paper reports the development of an efficient image-based algorithm to identify the
change of distance between camera and the captured object by measuring the
movement of objects in the image. The algorithm is designed to work on a single
camera without the aid of image markers such as laser beams. The algorithm
calculates the correlation of predefined segments in the image to detect object
movements, and therefore identify the direction and magnitude of distance change.
The algorithm was designed to be implemented in a quadcopter to identify its
change of altitude. The performance of the algorithm was examined using a sim-
ulated environment, and is reported in this paper.

Keywords Image processing � Distance measurement � Segment correlation

10.1 Introduction

The research that is reported in this paper was conducted to develop image-based
algorithm that is able to sense the change of distance between a camera and the
captured object. The algorithm was developed to be applied in a quadcopter as a
sensor to provide information about altitude change to its controller.

The algorithm of image-based distance measurement system can be grouped into
three main methods. The parallax method [1–3] uses two cameras or a combination
of mirrors to capture two or more images from different perspectives. The second
method measures object distance with an aid of markers. Barreto [4] and
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Muljowidodo [5] developed distance measurement algorithm based on triangulation
of a single laser beam, while Deng [1] and Lu [6] used two parallel laser beams
projected to the object. The other methods [7, 8] based their calculation on the
knowledge of the physical size of objects in image. Such requirements are not
easily implemented in a quadcopter due to its limitation in weight and computa-
tional capability. In [9], the author reported an algorithm to identify distance
(altitude) change by observing the shift of gray level function in ten preselected
rows in the image. The algorithm was able to identify distance change with an
accuracy of more than 96 % but with a success rate of only 76 %.

This paper reports the development of another efficient image-based algorithm to
identify the change of distance by calculating the correlation of predefined seg-
ments in the image to identify object’s movement near the left and right edges of the
image’s frame. The current development of the algorithm reported in this paper
shows a promising result. The algorithm can identify altitude change with an
accuracy of above 97 %.

10.2 The Proposed Algorithm for Distance Change
Identification

This section elaborates the proposed image-based algorithm to identify distance
change between a camera and the captured object. The algorithm is based on image
frames captured from a single facing down camera, mounted on the body of a
quadcopter. The algorithm is designed to be simple and efficient in terms of
computational complexity, computational time, and memory usage.

The fundamental principle of the algorithm is to detect the movement of objects
in the captured frames. It is assumed that objects in the image move to the edge of
the frame if the camera gets closer to the ground, and vice versa.

10.2.1 Preprocessing

The algorithm calculates object’s movement by comparing images of two con-
secutive frames, i.e. the reference frame, I(x,y), and the comparing frame, I′(x,y).
The image frames are grayscale image captured from an 8-bit RGB camera
(460 × 640 pixels at 30 fps).

The algorithm only calculates the movement of objects inside two selected
segments located near the left and right edges of the image frame, where object
movements due to distance change are more observable. The segments, RL and RR,
are sub-images of the reference frame, I(x,y), with a size of 15 × 15 pixels, as
illustrated in Fig. 10.1a.
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RL m; nð Þ ¼ fI 37þ r, 247þ sð Þj � 7\r\7 and � 7\s\7g ð10:1Þ

RR m; nð Þ ¼ fI 602þ r, 247þ sð Þj � 7\r\7 and � 7\s\7g ð10:2Þ

10.2.2 Object Movement Identification

The direction and magnitude of object’s movement is calculated by searching the
relative location of RL and RR in the comparing image frame, I′(x,y). The search is
performed by calculating the correlation function between the reference segment
(RL or RR) and its neighboring segments, R′R or R′L, in the comparing frame, I′(x,y).

CL i; jð Þ ¼ \RL; R
0
Li;j [ andCR i; jð Þ ¼ \RR; R

0
R i;j [ ð10:3Þ

The algorithm uses 400 neighboring segments on each side. The neighboring
segments are the overlapping segments around the location of RR or RL with a size
of 15 × 15 pixels (as shown in Fig. 10.1b). The segments are expressed with:

R0
L m; nð Þi;j¼ I 0 xþ i; yþ jð Þ j i ¼ 20:40, and j ¼ 230:250f g ð10:4Þ

R0
R m; nð Þi;j¼ I 0 xþ i; yþ jð Þ j i ¼ 585:605, and j ¼ 230:250f g ð10:5Þ

The movement vector is the vector from the centroid of RR or RL to the centroid
of the local maxima in CL(i,j) or CR(i,j). By assuming that the centroid of RR or RL

is at the origin, the movement vector is defined by:

vR ¼ argmaxi;j CR i; jð Þ and vL ¼ argmaxi;j CLði; jÞ ð10:6Þ

Fig. 10.1 a The boxes, RL and RR, indicate the location of the referenced segments. b An
illustration of some neighboring segments, R′L, in the comparing frame, I′(x,y)
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10.2.3 Distance Change Identification

The altitude change is identified by analyzing the two movement vectors, vL and vR.
The direction of the vectors may indicate four basic movements of the camera, as
illustrated in Fig. 10.2.

To identify the direction and amount of distance change, the algorithm calculates
only the projection of the vectors along the x-axis, vLx and vRx. The distance
increases if both vectors are pointing inward, vice versa. The amount of change, d,
is proportional to the average of the two vectors. The distance change is considered
to be absent if both vectors are pointing to the same direction, or having zero
magnitude. The proportional coefficient, k, is determined by the initial altitude, h,
and the horizontal size of the image frame (640 pixels).

d ¼ k
vLx þ vRx

2
with k ¼ 2h

640
ð10:7Þ

If the initial altitude, h, is unknown, the change of distance, d, is expressed as the
proportion or percentage of h.

The algorithm is designed to be simple in terms of computational complexity,
computational time, and memory usage. The complexity of the algorithm is due to
the correlation function, O(N2). However, the algorithm consumes a relatively large
memory space. In total, the algorithm needs almost 3 kbytes of memory space.

10.3 Experimental Results and Discussions

The algorithm was examined using a simulated environment as that in [9]. The
images were captured using Live Cam VX-800, 8-bit RGB web camera with a
resolution of 480 × 640 pixels. The camera was mounted on a moveable platform

Fig. 10.2 The direction of the vectors vL and vR that indicates camera movement, i.e. a decrement
of distance, b increment of distance, c clockwise rotation, d anti-clockwise rotation, e downward,
f upward, g left, and h right
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that was able to simulate some movements of the quadcopter. The simulated
movements were the change of altitude (representing change of distance) along the
z-axis, rotation of camera while maintaining its distance, and horizontal translation
to both the x-axis and y-axis. A poster of aerial view was placed in front of the
camera at a predetermined distance (altitude) to simulate ground view.

10.3.1 Experiments with Various Change of Distance

In the first experiment, 20 frames were recorded from the camera at various dif-
ferent distances (z-axis) that represent distance changes from ±0.00 to ±0.04 m. The
frames were recorded while maintaining the camera rotation and translation. The
first frame was recorded at an altitude of h = 0.70 m. The experiment was conducted
to investigate the ability of the algorithm to identify the change of distance. The
results are shown in Fig. 10.3.

The results show that the algorithm could predict distance change accurately
(with an error below 0.005 m) from frame 1 to 11 when the distance change was
below 0.02 m. As the distance change was increased to a value above 0.02 m, the
algorithm failed to identify this change. The error increased to an unacceptable rate.

Fig. 10.3 The predicted distance change and error of experiment with variation of distance
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The limitation of the algorithm was caused by the distribution of the neighboring
searching segments as explained in Sect. 10.2.2. The algorithm is only sensitive to a
distance change of up to 0.0219 m (equivalent to 3.12 % of its original distance).

10.3.2 Experiments with Translational Movement

The second experiment was conducted to investigate the algorithm’s ability to
compensate horizontal translation to both x-axis and y-axis. In the experiment, 25
frames were recorded from the camera at a constant altitude (z-axis) of 0.60 m,
while translated along the x-axis and y-axis as shown in Table 10.1. The results,
shown in Fig. 10.4, confirm that the algorithm was able to compensate the

Table 10.1 The x-axis and y-axis (in cm) translations of the frames in Fig. 10.5

Frame 1 2 3 4 5 6 7 8 9 10 11 12 13

x-axis 0.0 0.0 0.5 1.0 1.5 2.0 2.0 1.5 1.0 0.5 0.0 −0.5 −1.0

y-axis 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Frame 14 15 16 17 18 19 20 21 22 23 24 25

x-axis −1.5 −2.0 −2.0 −1.5 −1.0 −0.5 0.0 0.0 0.0 0.0 0.0 0.0

y-axis 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 2.0 0.0 −1.0 −2.0

Fig. 10.4 The predicted distance change and error of experiment with translational movement
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translational movement with the maximum error of less than 0.01 m (equivalent to
1.67 % of the initial distance). The error was due to the algorithm’s misinterpre-
tation of other objects as if it was the shift of the original object in RR or RL. The
misinterpretation may occur if the captured images consist of flat, monotone, or
periodic texture.

10.3.3 Experiments with Rotational Movement

This experiment was conducted to investigate the algorithm’s ability to compensate
rotation movement. In this experiment, 9 frames were recorded from the camera at a
constant altitude (z-axis) of 0.50 m, while rotating around z-axis. The results,
shown in Fig. 10.5, confirm that the algorithm was able to compensate the rotational
movement with the maximum error of less than 0.015 m (equivalent to 3 % of the
initial distance). The error was also due to the algorithm’s misinterpretation of other
object as if it was the shift of the original object in RR or RL. As with the

Fig. 10.5 The predicted distance change and error of experiment with rotational movement
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translational case, the misinterpretation may occur if the captured images consist of
flat, monotone, or periodic texture.

10.4 Conclusion

This paper presents an image-based algorithm to identify the change of distance
based on correlation of reference segments. The algorithm was able to identify
distance change of up to 3.12 % of its initial distance with inaccuracy of more than
97 %, and is able to compensate horizontal and rotational movement. The future
suggested development of the algorithm would be the simplification of computa-
tional complexity from O(N2) to O(N), the approach to reduce the number of
needed memory, and the improvement of the algorithm accuracy.
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Chapter 11
Situation Awareness Assessment
Mechanism for a Telepresence Robot

Petrus Santoso and Handry Khoswanto

Abstract There are several metrics to evaluate about the sophistication of a telep-
resence robot. One of them is concerning operator performance especially about
Situation Awareness (SA). There are many ways to enhance their awareness about
situation and environment in the remote side. To do an evaluation, this paper want to
propose a mechanism to do an SA assessment on a telepresence robot. The proposed
mechanism is basically based on a query that randomly displayed to the operator. The
operatorwill quickly respond to the query on the telepresence robot user interface. The
query is used to assess SA, therefore all SA requirements from perception to pre-
diction will be accommodated. The mechanism is developed and implemented on the
telepresence robot prototype. Some users tried to operate and respond to the assess-
ment queries. The user response can be stored and retrieved to be processed further to
do an SA assessment. Themechanism seems to beworking and can be easily deployed
to another telepresence robot as long as the protocol is compatible.

Keywords Telepresence � Robotic � Situation awareness

11.1 Introduction

To implement a functionally working telepresence robot, there are several metrics
that need to be taken care of. Three groups of common metrics have been elaborated
by Steinfeld et al. [1] namely: System Performance, Operator Performance and
Robot Performance. System performance assessment concern with how well the
human(s) and the robot(s) perform as a team. Operator Performance concern with
situation awareness, workload and accuracy of mental models of device operation.
Robot performance deal with robot self-awareness, human awareness and autonomy.
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This paper wants to focus on the situation awareness (SA) aspect of operator
performance. By definition, SA is an understanding of the environment state (not
ignoring the relevant system parameters) [2]. It is critical to subsequent decision
making, operator performance and workload in many dynamic control tasks [3, 4].
Basically SA is a very important metric for controlling dynamic system. In this
case, it is very important for a telepresence robot.

There are three defined levels of SA, namely perception, comprehension and
projection [2]. Perception also called SA level 1. This level is achieved if the human
operator is able to perceive the information needed to do the task via the interface.
This is the basic level of SA. Comprehension is the next level, it is also called SA
level 2. The human operator can interpret the perceived information correctly, alone
or combined with other information at hand. Projection is the highest level, it is also
called SA level 3. It is the ability to predict future event based on the current
situation. To achieve the highest level of SA, the user interface must be designed to
facilitate the acquisition of all the needed information.

To evaluate SA, there is a common query-based tool known as “Situation
Awareness Global Assessment Technique” (SAGAT) [2]. The important aspect of
using SAGAT is to do a detailed task analysis. The result of task analysis is used to
formulate appropriate operator queries. These queries are used to measure SA [1].
The usual scenario using SAGAT is performed using a simulator. At a certain point
of interest, the simulator is frozen randomly then the operator is directed to quickly
answer queries about their current perception of the situation. All the queries should
contain all SA requirements from level 1 (perception), level 2 (comprehension) and
level 3 (projection).

In the case of telepresence robot, it is possible to use simulator to assess SA. In
the other hand, the idea of this paper is to assess SA in real world scenario.
Therefore there is a need to develop a mechanism to assess SA that enable the user
to respond as fast as possible and not quite intrusive. The work presented in this
paper focuses on the development of mechanism to assess SA, specifically for a
telepresence robot.

11.2 System Design

The prototype of telepresence robot used in the development of SA assessment
mechanism is implemented based on the ASP framework as depicted on Fig. 11.1.

The first step of the framework is defining an architecture based on a requirement
analysis. Architecture design will be followed by the service design. Service design
presents all of the Service Elements needed by the system. The last step is outlined
the whole system protocol. The protocol will implement all of the Service
Primitives on each Service Elements [5].
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The architecture of the telepresence robot are shown on Fig. 11.2. The system
mainly consist of three entities, namely: TPControl Tablet, Telepresence Robot
controlled by TPInstance Tablet and a database server. All three are connected
through a computer network, whether it is local or global.

TPControl Tablet is the main control unit held by telepresence operator. This
tablet is used to give command to telepresence robot and receive information given
by telepresence robot. TPInstance Tablet is used as the receiving unit. It receives
command from TPControl Tablet, interprets the received command and drives the
robot accordingly. It also collects information from the available sensors and sends

Fig. 11.1 ASP framework

Fig. 11.2 Architecture of telepresence robot
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the information to the TPControl Tablet. The Database server is added to the system
to collect user’s responds concerning SA Query.

Focusing on the additional service for SA assessment, the revised service design
from [5] is shown in the service primitives list on Table 11.1. The additional service
element is printed in bold.

The SA Assessment service element deals with SA assessment mechanism. It is
a sequence of SPs represent notification to the TPInstance Tablet and information
exchange between TPControl Tablet and database server.

As for the protocol, a time sequence diagram for SA Assessment service is
outlined at Fig. 11.3. The involved entities are TPControl Tablet, TPInstance Tablet
and the database server.

The depicted time sequence diagram depicted the flow of SPs throughout SA
Query process.

Table 11.1 Service primitive Service element Service primitive (SP)

Movement Forward_Req

Backward_Req

Left_Req

Right_Req

Stop_Req

Move_Ack

Monitoring Video_Req

Video_Ack

Video Call Call_Req

Disc_Req

Add_Recipient_Req

Remove_Recipient_Req

Auxiliary Send_Robot_Status

Send_Aux_Req

Get_Aux_Req

Aux_Ack

SA Assessment SAQuery_Begin
SAQuery_Req

SAQuery_Respond

SAQuery_Store

SAQuery_Ack
SAQuery_End
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11.3 SA Assessment Mechanism

The proposed SA Assessment tool is the SAGAT query tool. Some discussions
have been done to do a detailed task analysis of telepresence robot. A database of
SA Query has been developed. Some sample questions can be seen on Fig. 11.4.

The detailed SA Assessment mechanism can be seen also on Fig. 11.3.
SAQuery_Begin tells the TPInstance Tablet to pause all operations during SA
Assessment. TPControl then retrieves SA questions from database server with

Fig. 11.3 SAQuery time
sequence diagram

Fig. 11.4 SA Query examples a SA Level 1. b SA Level 2. c SA Level 3
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SAQuery_Req. It is responded by SAQuery_Respond. SA questions then displayed
on TPControl Tablet. The operator responds, the result is sent to the database server
by SAQuery_Store. Acknowledge given by database server and TPControl Tablet
tells TPInstance Tablet to resume all operations.

All the depicted mechanisms are mainly happened on the TPControl Tablet. An
illustration of the interface as seen by telepresence operator is shown on Fig. 11.5.

11.4 Result and Discussion

The SA assessment mechanism has been implemented and deployed to a working
telepresence robot. Several operators have been doing beta testing toward the SA
assessment mechanism. After several beta testing, the implemented mechanism is
considered suitable for real SA assessment process.

The result of beta testing can be summarized as follows. The designed mecha-
nism is work as expected, TPInstance can be paused during SA assessment, SA
query and response works, normal operation can be resumed after SA assessment.
The time taken for a single SA assessment can be done below 5s for each displayed
query. Most of the operators considered that the assessment method is still intru-
sive, but in the other hand can give a good insight on SA performance.

Further improvement can be made to make the mechanism less intrusive. SA
query and respond can be stored locally and later synchronized to the database

Fig. 11.5 Interface of the SAGAT query
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server when the situation is possible. This mechanism will reduce the time needed
to do an SA query and can be considered less intrusive.

11.5 Conclusion

The depicted mechanism in this paper can be considered working without problem.
It is easily deployed to all our current prototypes of telepresence robot. It is a useful
assessment mechanism to evaluate the performance of telepresence robot, therefore
it will be used in all the next iteration of our telepresence robot development.
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Chapter 12
Relevant Features for Classification
of Digital Mammogram Images

Erna Alimudin, Hanung Adi Nugroho and Teguh Bharata Adji

Abstract Breast cancer incident in Indonesia reaches 26 per 100,000 women. An
early detection of breast cancer is a helpful effort for reaching a successful treat-
ment. Mammography is the best tool for such detection, especially by means of
Computer Aided Diagnosis (CAD). The systems of CAD are used to assist the
radiologist to determine the benign or malignant abnormalities in the breast.
Mammogram image processing system generally consists of mammogram image
acquisition, pre-processing, segmentation, feature extraction, feature selection and
classification. The features used in feature extraction should be able to represent the
characteristics of mammogram image. A feature extraction process uses some
texture features based on Gray Level Co-occurrence Matrix (GLCM) and his-
togram. This study used 60 mammogram images, left and right, from Clinical
Oncology Kotabaru Yogyakarta. After passing through the enhancement process,
mammogram images were extracted with 11 features of GLCM and histogram. The
result then showed that the texture features could be used for the mammogram
image feature extraction, but not all of the features were relevant. Thus, for
knowing the effects of using irrelevant features, the classification results by using
all features and selected features were compared. The highest accuracy was
obtained from the selected features reaching at 86.67 %. High accuracy was
determined by the relevant features used as input classifier. The selected features
here included IDM, ASM, Energy, Contrast, Entropy-based GLCM,
Histogram-based Entropy, and Skewness.

Keywords Feature extraction � GLCM � Histogram � Mammogram
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12.1 Introduction

Breast cancer is a malignant tumor that starts in the breast cells. A malignant tumor
is a group of cancer cells that can grow into surrounding tissues or spread to distant
areas of the body. Though this disease occurs almost entirely in women, it can
occur in men as well [1]. As reported by the International Agency on Research in
Cancer, breast cancer is the commonest female malignancy in Indonesia in which
the age standardized rates in Indonesia is 36.2 per 100,000 in Indonesia, whereas
mortality is 18.6 per 100,000 in Indonesia [2].

Early detection of breast cancer is important for a successful treatment. Here,
mammography could be the best tool for early detection, especially with CAD.
CAD generally refers to computer-assisted detection and diagnosis supported by a
computer. Computer aided detection refers to searching or finding some abnor-
malities and computer-aided diagnosis refers to the evaluation or assessment
mammogram abnormalities. The technology of computer-aided detection can be
used as a second opinion to review the results of x-ray films of patients after a
radiologist has made an initial interpretation. CAD system here highlights the
presence of breast abnormalities detected on a digital mammogram.

CAD systems are used to help the radiologist determine the benign or malignant
abnormalities in the breast [3]. Generally, the mammogram image processing
system consists of a mammogram image acquisition, pre-processing, segmentation,
feature extraction, feature selection and classification [4]. The final result of clas-
sification is determined by processes that run earlier. Using relevant features will
determine the classification results.

Features used as input classifier determine the accuracy of classification. The
accuracy will increase with the relevant features that are able to represent the
characteristics of mammogram image. Mammography technique requires high
contrast sensitivity due to the very low physical contrast in chest soft tissue. Blur
and noise are the common undesirable elements in the medical image as they can
reduce the visibility of certain objects. Object is designed based upon the decreasing
size (detail) from left to right, and decreasing contrast from bottom to up. Noise and
blur are two things that together produce the decreasing visibility of the image [5].
It shows that the enhancement method needed here is a method that can enhance or
restore a mammogram image texture. Hence, the features used in feature extraction
must be able to describe the characteristic of mammogram image texture.

Several previous researches examined a feature extraction stage. Some features
were used as an input classifier in the final research stages. Previously there were
some studies that used features based Gray Level Co-occurrence Matrices (GLCM).
One of them was made by Herwanto [6]. In his research, four features were used;
those are contrast, correlation, energy and homogeneity. Mammogram images
which had been in ROI were extracted using four features before being classified as
normal or abnormal. Here, accuracy was obtained at 87.6 %. Liu [7] also used
GLCM features in his research. All features extracted were used as input classifier.
Classifier was trained by using 30 training images and tested by using 30 testing
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images. The obtained accuracy in classifying the image into two categories of
benign and malignant was approximately at 59 %. In addition to use GLCM based
texture features, other texture features used in previous research were intensity and
intensity histogram based texture features. A comparative study of those features
has ever been undertaken by Nithya [8] extracting the features of normal and
abnormal mammogram images. His research tried GLCM, histogram and histogram
intensity but did not attempt to combine those features. Then, this research
attempted to combine those features to find out which features were the most
relevant to extract mammogram images. Mammogram images as radiography
image have several factors such as contrast, blurring, visual noise, spotting, and
detail section [9], which determine the image quality. Thus, in this research
mammogram images would be extracted by GLCM features and histogram based
features known as texture based features. From a previous research, it has been
found that the texture features based on histogram and GLCM were able to extract
the features of mammogram images and can be used as input classifier. However,
the research had not performed a feature selection. Thus, this research would like to
perform feature selection. Then, at the end of this research, classification result
would be compared by using all features and selected features. The purpose of this
stage was to observe the influence of using selected features. Moreover, feature
selection method used here was a method that could rank the most relevant feature
to the less relevant feature or irrelevant feature. Hence, from this research, the most
relevant features to extract mammogram images could be identified. The features
should be appropriate to describe several factors which determine an image quality
on mammogram images.

12.2 Methods

Data used in this research was mammogram digital images taken from the private
database of Oncology Clinic Kotabaru Yogyakarta and consisting of 60 patients.
Each patient had two mammogram images, right and left breast, based on the
viewpoint of the CC (cranio caudal). Two images are called right cranio caudal
(RCC) and left cranio caudal (LCC). 60 patients consisted of 20 normal patients and
40 abnormal patients (20 abnormal benign and 20 abnormal malignant). The size of
each image was ± 1400 × 1850 pixels with .tif format.

The purpose of this research was to observe the most relevant features for
classification of digital mammogram images. The first stage was inputting the
image prior to be transformed into gray scale format. The second stage was
enhancement process and in the third stage, image enhancement results were
extracted by texture-based features. Six histogram-based features include the mean
intensity, standard deviation, skewness, energy, entropy, and smoothness.
Meanwhile, five GLCM based features include ASM, contrast, IDM, Entropy, and
correlation. Eventually, the features values of left mammogram and right mam-
mogram of normal and abnormal patient were compared to obtain the representative
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features. At the fourth stage, the entire images were classified into normal and
abnormal. Furthermore, the results of classification using all features were com-
pared with results of classification using the selected features. Method used too
betaine subset of selected feature is Ranker search method by Gain Info Attribute
Evaluation with decision tree algorithm. This method was chosen in view of its
ability to compile these features from the most relevant to less relevant. Hence, the
research purpose could be achieved.

12.3 Result and Discussion

The first thing in the results of the study refers to the result of feature extraction.
Figure 12.1 presents the features values of the left and right mammogram images of
normal patients and abnormal patients. In normal patients, both the left and the right
mammogram images were categorized normal, while in abnormal patients, one
mammogram image between the left and right images was categorized abnormal.
Therefore, to facilitate the visualization of patient, the data of one normal and one
abnormal patient would be used as sample in which each patient had left and right
mammogram image.

From the graphic image of the 11 extracted features in Fig. 12.1a–k it can be
seen the pattern of each feature. Features that can well represent the class image
show the value point of left and right mammogram image in almost the same value
point at the feature graphic image of normal patient. Thus, the points will look
overlap or nearly overlap on the graph. It shows the symmetry between the left and
right mammogram image indicating patient in the normal class. Furthermore, the
graphic image of abnormal patient showed the value point of left and right mam-
mogram image in a different point, so the points would separate or had a distance at
the graph. It shows the asymmetry between the left and right mammogram images
indicating patient in the abnormal class. Features that could not represent a class
image would show the spreading points at the graph in both normal and abnormal
patient. It means that the feature was not appropriate to classify the image of the
normal patients because the obtained features value of the left and right image are
not the same or close. Conversely, if the value point of feature graphic image looks
concentrate in one value point for normal and abnormal patient, both of them look
alike. It means that the feature is not relevant to classify abnormal patient because
left and right mammogram image feature values approaching or almost same. It can
be seen in Fig. 12.1.

Features that have a significant or insignificant influence can be seen by looking
at the distribution pattern on the graph. Some graphic images which show the value
point of left and right mammogram image extracted features of normal patient are
almost same, thus the value point shown in the graph overlap, and show dissimi-
larity of the value point of left and right mammogram image extracted features of
abnormal patient so that the value point shown in the graph apart are Skewness,
Energy, Entropy-based histogram, ASM, Contrast, IDM, and Entropy-based
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GLCM. Whereas, features which show the value point of left and right mammo-
gram image extracted features of abnormal patient are overlap or almost same, then
making difficult to categorize mean intensity, standard deviation, smoothness, and
correlation.

It suggests that there are some relevant features in use in feature extraction
capable of distinguishing the classes of mammogram image of the patient’s left and
right. However, other features also are irrelevant for classification. Furthermore, a
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Fig. 12.1 Feature extraction of Left and Right mammogram from normal and abnormal patient
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testing needs to see its effect on the classification. Then, testing will be attempted by
using the entire features as input classifier and compared by using the selected
features. The selected attributes result by Ranker search methods with Info Gain
attribute valuators are shown in Fig. 12.2.

Figure 12.2 shows the selected attributes result ranking the features from the
most relevant feature to the less relevant or irrelevant one. 7 top rank feature
selected as the most relevant feature have info gain value over zero and are used as
the subset features of selected features. The subset features of selected features
results used in this research included IDM, ASM, Energy, Contrast, Entropy-based
GLCM, Histogram-based Entropy, and Skewness. Then, the classification result by
using all features was compared with the classification using selected features.
Table 12.1 shows the result of classification using the Error Back Propagation
(EBP) 2 layer that has been trained with 30 training images and tested with 30
testing images.

Fig. 12.2 Selected attributes result

Table 12.1 Comparison of
classification results

Features Accuration Sensitivity Specificity

All features 66,67 72,72 50

Selected features 86,67 90 80
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From Table 12.1 it can be seen that the values of accuracy, sensitivity, and
specificity of the classification using selected features are higher than using all
features. Ranker search method produces a subset features-consisting of 7 features.
Despite all features have more number of features compared to the selected ones,
accuracy by using all features in fact is lower than selected ones. It shows that
number of features used an in not more influential than relevant features used and
irrelevant features will just lower accuracy in classification results.

Ranker search method has an order of features from the most relevant to the less
or not relevant that is IDM, ASM, Energy, Contrast, Entropy-based GLCM,
Histogram-based Entropy, and Skewness, Standard Deviation, Correlation,
Smoothness, and Mean Intensity. Four most bottom features in order had zero
information gain value indicating that they are irrelevant. As a consequence, these
four features were not used and seven most top features in order of ranker search
method results used as selected features and used as input classifier. The result used
selected features that had higher accuracy, sensitivity, and specificity. It shows that
the number of relevant selected features as input greatly affect the result of classifier
performance. These features are IDM, ASM, Energy, Contrast, Entropy-based
GLCM, Histogram-based Entropy, and Skewness. Moreover, Fig. 12.1 shows that
these features can well represent and describe the class of mammogram images
which consist of normal or abnormal.

12.4 Conclusions

Texture features can be used to extract features mammogram image. However, not all
features are relevant in use as the number of features used does not always provide
high accuracy in the classification. High accuracy could be obtained from the use of
relevant features. Also, the relevant features are able to represent the image class.
Thus, it will deliver the appropriate classification results. Some selected features are
used as input classifier consisting of IDM, ASM, Energy, Contrast, Entropy-based
GLCM, Histogram-based Entropy, and Skewness. In classification results, these
selected features obtained the high value of accuracy, sensitivity, and specificity at
86, 67, 90, and 80 %, respectively. A feature selection stage was made to select a
subset of features to improve accuracy. Moreover, it can reduce the size or classifier
complexity but without reducing the accuracy by using all features.
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Chapter 13
Multi-objective Using NSGA-2
for Enhancing the Consistency-Matrix

Abba Suganda Girsang, Sfenrianto and Jarot S. Suroso

Abstract The problem of consistencymatrix inAnalytic Hierarchy Process (AHP) is
an interesting issue. For achieving consistency in the inconsistent matrix, researchers
usually change the consistent ratio (CR) and the deviation matrix. The pursuit of a
minimal CR is important, since this index directly measures the consistency matrix in
the AHP.While the deviation matrix should be minimal such that the original opinion
of the decision makes is preserved. Ideally, the both value of CR and deviation matrix
should be minimal. However, in fact those two objectives will be conflicted if both of
them are optimized simultaneously. Therefore, a non-dominated Sorting Genetic
Algorithm-2 (NSGA-2) for solving the multi-objective problems is considered as an
appropriate approach for solving this problem. Six inconsistent AHP matrices are
successfully repaired using NSGA-2.

Keywords AHP � Consistent ratio � Genetic algorithm � NSGA-2

13.1 Introduction

In solving multi criteria decision making (MCDM), the analytic hierarchy process
(AHP) is a decision making tool to obtain a priority alternative. In AHP, a com-
parison matrix is generated to reveal the opinion of decision makers (DMs) [1–4].
One of the interesting issues of comparison matrix in AHP is the consistency. AHP
matrix can be used if it satisfies the consistency requirement. This issue takes
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attention for researchers to alleviate the inconsistency of pairwise comparison
preference.

In a single objective problem, some researches use metaheuristic algorithm to
solve the inconsistent matrix problem. Lin et al. [5] used genetic algorithm to solve
the inconsistent in the comparison matrix. Yang et al. [6] continues this research to
solve the inconsistent comparison matrix by combining particle swarm optimization
PSO and Taguchi method. Girsang et al. [3, 4] used ant colony optimization to
solve the inconsistent matrix. Although those metaheuristic methods are success-
fully solved that problem, the variations of the implemented metaheuristic, is rarely
achieved. Girsang et al. [7] implemented multi-objective approach using PSO to
solve this problem. Implementing NSGA-2 as one of the algorithm using genetic
algorithm is interesting research in this area.

13.2 Multi-objective for Repairing the Inconsistent Matrix

The main purpose of multi-objective algorithm is to find a set of solutions which
optimally balances the weakness among objectives of a multi-objective problems
[8]. This problem uses two functions objective (F1 and F2) to point out each
objective. The first objective is to minimize CR as shown Eq. (13.1). In order to
obtain the consistent comparison matrix, the threshold CR must be less than 0.1.

Min F1 ¼ CR

0\F1\ 0:1:
ð13:1Þ

Saaty [1] defined the threshold of CR is 0.1. Suppose the CR is defined in
Eqs. (13.2)–(13.4).

A�W ¼ kmax �W ; ð13:2Þ

CI ¼ kmax � nð Þ= n� 1ð Þ; ð13:3Þ

CR ¼ CI=RI; ð13:4Þ

where A is a comparison matrix, λmax is the largest eigenvalue, W is the eigenvector
of the matrix.

Further, CI is consistent index, n represents number criteria or size matrix, and
RI (random consistency index) is the average index of randomly generated weights.
Value RI on each size matrices can be described on Table 13.1. Eigenvector W can
be represented as a set of the weight of each criteria of matrix A, while λ can be
represented as a set of scalar corresponding to eigenvector W as Eq. (13.2).
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The second objective is to minimize deviation matrix as shown Eq. (13.5). Di is
used to define the deviation matrix.

MinF2 ¼ Di ð13:5Þ

Difference index (Di) is defined as the real difference between the same gene
values in two genotypes. Di is defined in Eq. (13.6).

Di ¼
PðG0:=GÞþ ðG:=G0Þ

n2 � 1
� 1; ð13:6Þ

where Gʹ and G are row vectors comprising the lower triangular elements of the
substitute matrix Aʹ and of the original matrix A, respectively; “./” means
element-to-element division. Smaller Di indicates more similar between two
matrices. Di will be 0 if two matrices are same.

13.3 Implement Algorithm NSGA-2 for Repairing
the Matrix

The encoding of matrix can be assembled by picking all elements in the matrix.
However, due to the elements of multiplicative preference matrix have a relation
such that aij = 1/aji; aii = 1, an encoding node can only encodes the lower triangular
elements of the matrix as nodes. It can be encoded by picking row by row
sequentially in the elements of the lower triangular matrix. Take matrix A (n = 4) for
example and its encoding shown in Fig. 13.1. The number element of encode A can
be determined (n2−n/2). All elements in the inconsistent matrix should be changed
into new value to achieve the consistent matrix. The new values are generated by
fractioned from original values into several candidate values. This strategy makes
that although fraction data changes the origin value, it only changes the weight of
judgment without changing the tendency judgment.

Table 13.1 Random consistency index (RI)

Number
criteria

1 2 3 4 5 6 7 8 9 10 11

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51

A =
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

1

4/1 3/1 1 8/1

5

5 83

1 3 5/1

1 5/1 4 3/1

Encode A = 5-1/4-1/3-3-5-8

Fig. 13.1 Matrix A with n = 4 and its encoding
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Second, if the origin element is 1 (neutral), the data should not be fractioned. It is
performed to maintain the neutrality of judgment. The third, each candidate value is
built from minimal to maximal based on the interval of fraction factor (ψ). The
different value ψ will set the different number of candidate values. For example, if
ψ = 0.2 then number candidate value of each element will be 40 ¼ 9�1

0:2

� �

. Suppose
gr is the origin value on node r and n is the size matrix, thus GB can be described in
Eq. (13.7)

GB ¼ g1 � g2 � g3; . . .; gn2�n
2

ð13:7Þ

Each elements of gr is fractioned into several candidate element grs. Value
s indicates the index of candidate element. The candidate element can be produced
by following the role in Eq. (13.8).

grs ¼
grs�1 þw; if 1\gr � 9

1
1

grs�1
þw

; if 1=9� gr\1

8

>

<

>

:

ð13:8Þ

There are some steps to implement NSGA-2 to repair the inconsistent matrix.

(a) Generating the populations. There are 100 populations in each generations.
Each population consists of chromosomes which represent the candidate
elements.
The candidate elements are came from fractioning the original element. In this
first step, the candidate element is chosen randomly. Figure 13.2 shows one
sample chromosome of encoding matrix A on Fig. 13.1.

(b) Generated populations are sorted based on non-dominated which depicts the
level front. The first front dominates the second front, and the second front
dominates the third front, and so forth.

(c) Each chromosomes as representing solution has crowding distance. Crowding
distance states the distribution solution in its front. The longer crowding
distance is more distribution solution. Therefore, the longer crowding distance
is better.

(d) To generate the parent individual, process “the tournament based selection” is
used. In this process the parent is chosen as the best fitness. The better fitness
is based on the small front and the long crowding distance. If there are two
solutions have the different rank front, the small rank front is chosen, however
if they have the same rank front, the longer crowded distance is chosen.

(e) Crossover is performed in process of generating two parents, PCr = 0.9
(f) Mutation is performed, PMu = 0.1

Chromosome1 4.8 1/4.8 1/ 2.2 5.2 4.8 6.4

Fig. 13.2 Chromosome1 as sample chromosome of Fig. 13.1
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13.4 Experimental Results

To see the performance of NSGA-2 in repairing some inconsistent matrix, there are
six inconsistent matrices which need to be modified as shown in Table 13.2. When
the CR is lowest (good consistent ratio), it leads to the highest (the worst) deviation,
and vice versa, as seen on Table 13.3.

However, in order to get the acceptable matrix, the CR of modified matrix is
limited below 0.1. It makes the solution consist of some relations “CR-deviation”
which can be identified as non-dominated solutions.

13.5 Conclusion

This paper presents a study to use the NSGA-2, multi-objective algorithm using
GA, to solve the inconsistent problem on comparison matrix in AHP. There are two
objectives (consistent ratio and deviation matrix) considered in rectifying the matrix
in order to be consistent. However they are conflicting in that process. This algo-
rithm offers some non-dominated solutions which are also satisfied the acceptable
consistent matrices. To see the performance, six inconsistent comparison matrices
with varying size are repaired by the NSGA-2. Besides repairing inconsistent
comparison matrices, the NSGA-2 also can generate some non-dominated solution
which can be classified as optimal solutions.
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Chapter 14
Optimization of AI Tactic in Action-RPG
Game

Kristo Radion Purba

Abstract In an Action RPG game, usually there is one or more player character.
Also, there are many enemies and bosses. Player should kill as many as possible to
get more experience. A smart AI is needed to increase the game challenge. In this
research, a method is proposed to optimize the enemy AI strategy, by implementing
enemy units grouping, and attacking in group using hit and run strategy against the
player. The grouping is done using clustering, while the behavior picking is using
Fuzzy Logic. If the player is approaching a group, most likely the group will retreat
and the others start attacking. The units’ formation is also maintained using clus-
tering and distance calculation to player character. From the testing, this method can
slightly increasing the game difficulty because of the enemies are trickier.

Keywords Artificial intelligence � Fuzzy logic � Clustering � Hit and run � Action
RPG game

14.1 Introduction

RPGs have their origins in the paper and pen role-playing games pioneered by
Dungeons & Dragons. These were defined games with rules [1]. In computer
games, RPG is where player and enemy character have certain statistics, and have
quests. Hybrid game genre like Action RPG game becomes common nowadays.

In an Action RPG game, usually there is one or more player character. Also,
there are many enemies and some bosses. Player should kill as many as possible to
get more experience. The effectiveness of AI in video games depends on how well
game characters are able to cooperate and react to the opponent player [2].
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The enemies’ AI can be really smart or dull. A dull AI causes a boring game
playing, although it can help the player to reach higher experience because player
can kill more enemies easily. But a smart AI is needed to increase the challenge.

This research result can create an AI that is more difficult to fight in action RPG
game, thus increasing the game’s challenge, and contributes in the field of game
artificial intelligence.

14.1.1 Related Works

Hit and run is a common strategy used in a RTS (Real Time Strategy) games.
A Research has been done to create an AI that controls enemies to do the hit and run
tactic against player [3]. This research is implemented in Warcraft 2 game. In this
game, unit can dodge enemy attacks by moving away, so the hit and run is mainly
used to dodge. The difference between [3] and this research, is the hit and run will
be used to avoid enemy from attacking.

Neural network is also common to optimize the AI reactivity against the player,
which for example implemented in [4], the aims of the research are to develop
controllers capable of defeating opponents of varying difficulty levels.

A research is also done to optimize the AI units in StarCraft game (a real time
strategy game) in which the enemies can do micromanagement, terrain analysis,
picking up strategies, and controlling attack timing to do maximum damage on
player [5]. This research will be different from [4, 5] because of the type of game,
and [4] is using neural network to control units globally.

14.2 Literature Review

In this section, we will explain about K-Means Clustering and Fuzzy Logic, which
will be used in this research.

14.2.1 K-Means Clustering

K-Means clustering is an algorithm to classify or to group your objects based on
attributes/features into K number of group. The grouping is done by minimizing the
sum of squares of distances between data and the corresponding cluster centroid [6].
The distance between data are calculated using Pythagoras formula, that takes x and
y as the parameter.
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14.2.2 Fuzzy Logic in Game

Fuzzy logic is a generalization of the classical set theory [7]. A research is con-
ducted in [8] that optimizes the behavior of enemy in Pacman game. It uses distance
(against player character), pellet/bullet time, and average lifetime as the member-
ship function. It has several fuzzy rules grouped into hunting behavior, defense, shy
ghost, and random behavior. In general, the enemy will attack the player if it has a
good skill and good pellet time. It will defense if the enemy is not so good, shy
ghost if worse, and random behavior is worst.

14.3 Methodology

Enemies will attack player mainly using grouped hit and run strategy. The grouping
will be done using K-Means clustering, while the strategy is picked using Fuzzy
Logic. The whole process is shown in Fig. 14.1.

14.3.1 Units’ Grouping

The distance used in the clustering process is done by considering a unit X and Y
position, and unit’s strength. Unit’s strength is determined by remaining HP (hit
points/life), attack, speed, defense and range. The formula is shown in Eq. 14.1.

strength ¼ remainingHP
10

þ speed
100

x attack

� �

þ defense þ range
10

ð14:1Þ

With the strength and unit’s position (X and Y coordinate), we can calculate the
unit’s distance that will be used in the clustering, the formula is shown in Eq. 14.2.

distance ¼ strengthþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � x1ð Þ2 þ y2 � y1ð Þ2
q

ð14:2Þ

So the distance term used here is not the actual distance. The process of units
grouping is shown in flowchart in Fig. 14.2.

Fig. 14.1 Enemy AI strategy
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14.3.2 Picking the Behavior

The behavior is determined by fuzzy membership functions, calculated using
average of group units’ statistics, i.e.:

a. Group strength
Each unit in the group has strength (Eq. 14.1). Each groupwill calculate its average
units’ strength, to be used in the membership function, shown in Fig. 14.3.

b. Player direction
Player direction determines whether the player is currently going toward a group
or not. This is calculated by the angular difference (degree), illustrated in
Fig. 14.4.
The membership function is shown in Fig. 14.5.

c. Distance to player
Each group will calculate its centroid distance to the player. The membership
function is shown in Fig. 14.6. oR defines whether the group is in the optimum
range, based on the mean of attack range of every units. For example, if the
mean of range is 350, and distance of group’s centroid to player is 350, we say
that the oR is 1, calculated using Eq. 14.4.

Fig. 14.2 Units’ grouping

Fig. 14.3 Group strength membership function
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oR ¼ distance To Player :

P

N

i¼1
rangeðiÞ
N

ð14:4Þ

The behavior that will be used in the defuzzification is divided into 4, i.e. Attack
(z = 100), Hold (z = 70), Retreat (z = 40), Retreat far (z = 10). The fuzzy output will

Fig. 14.4 Player direction

Fig. 14.5 Player direction membership function

Fig. 14.6 Distance to player membership function
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be calculated using the following rules, and will result a floating number between
0 and 100:

• IF str_strong AND dir_away AND dist_far THEN attack
• IF str_strong AND dir_away AND dist_med THEN attack
• IF str_strong AND dir_away AND dist_close THEN hold
• IF str_strong AND dir_toward AND dist_far THEN attack
• IF str_strong AND dir_toward AND dist_med THEN hold
• IF str_strong AND dir_toward AND dist_close THEN hold
• IF str_med AND dir_away AND dist_far THEN attack
• IF str_med AND dir_away AND dist_med THEN attack
• IF str_med AND dir_away AND dist_close THEN hold
• IF str_med AND dir_toward AND dist_far THEN hold
• IF str_med AND dir_toward AND dist_med THEN hold
• IF str_med AND dir_toward AND dist_close THEN hold
• IF str_weak AND dir_away AND dist_far THEN hold
• IF str_weak AND dir_away AND dist_med THEN hold
• IF str_weak AND dir_away AND dist_close THEN retreat
• IF str_weak AND dir_toward AND dist_far THEN retreat
• IF str_weak AND dir_toward AND dist_med THEN retreat far
• IF str_weak AND dir_toward AND dist_close THEN retreat far

The executed behavior will be a crisp behavior, i.e.: Attack (if the fuzzy output is
80–100), hold (60–79), retreat (40–59), retreat far (20–39), random behavior (0–19).

14.4 Testing and Result

This research is tested using a simple battle simulator program by applying generic
unit statistics available in most RPG games. In this section we will compare the
methods implemented (MI) to random behavior of enemies (RB) in terms of game

Table 14.1 Method testing

Enemies test case Game Dur.
(RB) (s)

Game Dur.
(MI) (s)

Life Rem.
(RB)

Life Rem.
(MI)

5 Archer, 5 Marksman, 5
Catapult

12.5 17.3 720 601

15 Catapult 18.8 20.1 522 355

15 Marksman 14.2 15.7 641 556

15 Archer 16.1 22.4 748 590

10 Marksman, 5 Catapult 13.1 15.4 691 614

10 Archer, 5 Catapult 17.9 21.8 709 652

7 Archer, 8 Marksman 15.7 16.2 662 611

5 Marksman, 10 Catapult 19.2 23.3 531 342

Average 15.9375 19.025 653 540.125
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duration (seconds) and how many player’s life remains after killing all enemies,
displayed in Table 14.1. From Table 14.1, It can be seen that the game duration
increases, from average of 15.93 to 19.025 s (19 %). It is also seen that the life
remaining is increasing, from average of 653 to 540.12 (−21 %). It means, the
enemies are trickier.

14.5 Conclusion

It can be concluded that the enemies grouping, and hit and run strategy works well
to create a trickier enemy. It is also seen that the methods implemented (MI) gives
the better result than random behavior of enemies in terms of game duration and
remaining life after battle. The methods also can be applied to other RPG games
using the generic unit’s statistics and game rules that are used in this research.
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Chapter 15
Direction and Semantic Features
for Handwritten Balinese Character
Recognition System

Luh Putu Ayu Prapitasari and Komang Budiarta

Abstract This research presents a new work on feature extraction methods for
handwritten and isolated Balinese character recognition system. Balinese script has
different difficulties compared to other scripts and its uniqueness makes it very
interesting yet challenging in the development of this system. The goal of this work
is to achieve good performance on Balinese character recognition by comparing
more than one feature extractor methods. Based on the experimentations, the
direction and semantic features have shown better performance when both are
paired as feature extractors. For the classifier, we employed Backpropagation
Neural Network with 50 nodes in hidden layer and chosen the Lavenberg-
Marquardt as the training algorithm. The overall performance accuracy is 90 %.

Keywords Optical character recognition � Balinese script � Direction feature �
Semantic feature � Backpropagation Neural Network

15.1 Introduction

Balinese language has its own script, namely Balinese script (Aksara Bali). From
the total of 47 characters, this research is limited to the recognition of 18 basic
consonants, called AkśaraWreşāstra as shown in Fig. 15.1.

The focus of this work is to find the best yet simple feature extraction method for
the Balinese Character Recognition System. In general, there are three groups of
features, such as geometrical, structural and space-transformation feature. We
compared the features from geometrical group, called direction feature, with
another feature that is belong to structural group, namely semantic feature. The
detail of this work is explained in the next sections.
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This paper is organized as follows. Section 15.2 contains a brief summary of the
related works on this subject. In Sect. 15.3, we present the proposed method
including all the results for comparison. In Sect. 15.4, we present the implemented
method and the results. Section 15.5 contains some brief conclusions and future
direction of this work.

15.2 Related Works

Undoubtedly there are many extensive works that have already done in Optical
Character Recognition (OCR) system all over the world until now. A report of the
development in handwriting recognition has been published in [1]. Earlier report in
[2] explained about methodologies used in character recognition based on local
features. Those features such as: end points and angles or corners, vertical or
horizontal lines, curvatures analysis and structural methods. The importance of
descriptive approach is mentioned in [3].

The world heritages of languages and scripts have given a lot of chances for
exploiting researches in this field. Some of the examples are the work in Chinese
characters [4], Devanagari [5], Arabic [6] and Japanese [7]. Although the works on
those characters or scripts have already started in decades, but in contrast, the work
on Indonesian’s ancient scripts just started not long ago. For example, a recent
publication on the script of Javanese can be seen in [8, 9]. Some publications of
researches on Balinese script are available such as in [10, 11] including a work on
pre-processing task for the scripts which are written on palm leaves [12].

One of the keys in OCR is in the selection of feature extraction methods and in
most cases, a single feature is not sufficient to describe the uniqueness of the
character in order to differentiate one character from another [13]. Directional
features are also of interest, such as in [14, 15]. The zoning method is surveyed in
[16] and as proven to work very well in OCR system. Furthermore, in [17] has
implemented the use of semantic features, such as the head and end point of the
stroke of the character for better OCR system.

From the all mentioned methods in feature extractions, we then picked two
which are quite popular: the direction and semantic features.

Fig. 15.1 AkśaraWreşāstra
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15.3 Proposed Method

There are three main phases of Balinese character recognition system, for instance:
pre-processing, feature extraction and classification. As mentioned in the earlier
section, this research is focusing on the second phase. The detail process is illus-
trated in Fig. 15.2.

The input image is pre-processed manually, including removing the noises, and
segmenting the images to isolate the characters. At last on this phase, the image is
then resized into 48 × 48 pixels. After skeletoning, the image is then saved as a
vector based on its binary information. On the next phase, there are two features
extraction methods used. Firstly is the direction feature, which is used to detect the
stroke of the character by giving a value based on the pixel direction. The
assumption is that the white color as the background and given the value 0, and
black is defined as the character and is given a specific value based on its direction,
as displayed in Table 15.1.

Value designation for each direction is done by: (1) defining the starting point of
the stroke of the character and assuming the position to be at the most bottom left of

Fig. 15.2 Framework of
Balinese OCR system
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the stroke, and then the next new starting point is assumed when the position of the
next pixel is differ to previous pixels. For every starting point found, the temporary
value is set to 8, (2) after the iteration completed and all values have been set to 8,
then come the normalization for all the values. All the values are grouped together
and changed to the information contains in this group. This is the 4-directional
feature, or simply we call as directional feature. Zoning is done after the all value is
assigned to each pixel on the skeleton. The result is as shown in Fig. 15.3.

Secondly, after direction feature detection is done, the semantic features of each
character are then extracted. The information of the height and weight, number of
loops, number of horizontal and vertical lines and number of end points are stacked
together in a vector, as can be seen in Fig. 15.4.

The last phase is the classification phase. It classifies each of the input character
based on its features. The classifier used in this system is Backpropagation Neural
Network (BNN). Detailed description of this method are available (and can be
referred further) in [18, 19] and also in the recent book [20]. The input for BNN is a
vector of size 28 × 1, where the first 12 rows are for keeping the information of
semantic features and the remaining rows holding the direction features. This phase
is illustrated in Fig. 15.5.

Hidden layer is tested with 10 and 50 nodes for comparison. The BNN imple-
mented two algorithms for the training process: Lavenberg-Marquardt and Gradient
Descent algorithm with adaptive momentum, again for comparison. The output is
also a vector of size 18 × 1 which is holding information of the recognized character
in Latin alphabet.

Table 15.1 Directions and
its value

Shape Value Direction

2 Vertical

4 Horizontal

3 Right diagonal

5 Left diagonal

Fig. 15.3 Direction feature. Setting up value for character ‘ha’, where (left) binary input in black
and white color after skeletoning, (middle) value assigned for each pixel based on its direction, and
(right) showing the 4 zones after the direction values are given to skeleton of character ‘nga’
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Fig. 15.4 Semantic features based on height and width, number of loops, number of horizontal
and vertical lines and number of end points

Fig. 15.5 Classification phase using BNN
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15.4 Implementation and Results

Before the interface is designed, the total 900 samples of handwritten characters are
fed into the system by comparing the performances of only direction feature, only
semantic feature and then both direction and semantic features. And in the training
step of BNN, the two algorithms are employed. The result is listed in Table 15.2
below. The best result with 90 % of accuracy is achieved when the system is fed by
using both direction and semantic features, the training algorithm used is
Lavenberg-Marquardt and when the number of hidden nodes is set to 50.
Figure 15.6 shows the performance of the trial system and the best testing result,

Table 15.2 Results of implemented BNN training algorithms

Features Training
algorithm

No. of nodes on hidden layer Results (%)

Direction Tramlm 10 68

50 85

Tramedx 10 42

50 49

Semantic Tramlm 10 61

50 74

Tramgdx 10 32

50 38

Direction and semantic Tramlm 10 71

50 90

Traingdx 10 40

50 49

Fig. 15.6 Performance of
BNN based on number of
iterations (epochs) versus mse
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which is reached where the Mean Squared Error (MSE) close to 0.01, while at the
same time the training phase having lower MSE, which is close to 0.001.

Based on the above result, the interface is then designed as depicted in Fig. 15.7.
It is developed in Matlab R2008b under Microsoft Windows 7 operating system.
Hardware configuration is a personal computer with processor type: Intel Dual Core
2.8 Hz. In Table 15.3, we can see some of the outputs of the system. For com-
parison, we have provided both successful and un-successful recognition. The sign
‘*’ is for the input that is failed to be recognized (un-successful).

Fig. 15.7 Interface of
Balinese OCR system

Table 15.3 Some of Balinese OCR results
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15.5 Conclusion and Future Direction

From the implementation and experiments, it can be concluded that the designed
system recognizes most of the input characters with the accuracy of 90 % with
employing both direction and semantic features. While, implementing only one
feature detection method gave us lower accuracy with 85 and 74 % for direction
and semantic feature, respectively. Based on the input that we fed, the system
worked much better when there is no broken stroke available on the data samples.

Future direction of this research would be: (1) pairing the geometrical or
structural features with space-transformation features such as PCA features for
better achievement, and (2) improving the pre-processing phase. Because, so far all
the pre-processing tasks have been done manually. The task will be much easier if it
can be done by a system automatically.
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Chapter 16
Energy Decomposition Model Using
Takagi-Sugeno Neuro Fuzzy

Yusak Tanoto and Felix Pasila

Abstract Decomposition analysis is useful method to determine significant factors
contribute towards the development of energy consumption. This paper presents
factors decomposition of electricity consumption in Indonesia’s household sector
using artificial intelligent method. The proposed artificial intelligent technique used
in this study is the Neuro Fuzzy Takagi-Sugeno (NFTS) network, which is worked
under multiple input multiple output condition. By tuning the appropriate Gaussian
parameters, which are mean and variance, and two Takagi-Sugeno weight, the
changes in electricity consumption that is decomposed into production effect,
structural effect, and efficiency effect, has revealed. Compared to the common
method, the performance of NFTS network for both constant and current price
variables is quite satisfied, given the error generated in the network ranges between
0.003 and 2.09 %, which is quite low and acceptable.

Keywords Takagi-Sugeno Neuro Fuzzy � Factors decomposition � Household �
Electricity consumption

16.1 Introduction

Energy factors decomposition is a useful method to determine significant factors
contribute towards the development of energy consumption over the observed
period. Several studies have reported the factors decomposition of the electricity
energy using the well-known decomposition technique, Logaritmic Mean Divisia
Index, or hereafter called LMDI. The technique is currently applied in many
decomposition study. LMDI is used to reveal the electricity development of the
Brazilian residential sector [1]. Decomposition of four term energy intensity of
Hong Kong residential sector is studied using LMDI method [2]. Additive-LMDI
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with emphasis on both current and constant price based is used to observe
Indonesian household electricity decomposition [3].

In this paper, a novel approach in obtaining the energy factors decomposition is
used. One of the objective is to decompose production, structure, and efficiency
effect using alternative technique that are reliable, acurrate and without having to
understand mathematical model of the method. Therefore, artificial intelligent based
method is used to obtain those decomposition factors of electricity utilization. The
proposed Neuro Fuzzy Takagi-Sugeno network is applied to the Indonesia’s elec-
tricity energy in the household sector. The data used in this study are the same with
that applied in the previous study with LMDI method, in order to compare results
obtained by the proposed method with that demonstrated by Additive-LMDI.

This paper is organized as follows; the methodology consists of NFTS network
architecture and the data is presented in the following section. Subsequently, fol-
lowed by results and discussion section. Finally, conclusion of the work is pre-
sented in the last section.

16.2 Methodology

The proposed NFTS network model in which applied in this study is shown in
Fig. 16.1 below. The method is already proven as one of artificial intelligence
approximator for modelling and control [4]. The proposed network consists of 5 set

Fig. 16.1 NFTS network model for the case study with 5 set inputs and 4 set outputs
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inputs, i.e. household electricity consumption (HEC), Gross Domestic Product
(GDP), household final consumption expenditure (HFINAL), PLN’s household
customer (PLN), and total number of household (TOTALH), and 4 set outputs, i.e.
changes in electricity consumption (CEC), production effect (PE), structure effect
(SE), and efficiency effect (EE).

The proposed model of NFTS as shown in Fig. 16.1 is based on TS-fuzzy rule,
product inference, and weighted average defuzzification. All nodes in the Gaussian
layer calculate the degree of membership of the fundamental input values (HEC,
GDP, HFINAL, PLN and TOTALH) in the antecedent fuzzy parts. The division
and the summation nodes in the degree of fulfillment parts, join to make the
normalized units of the corresponding rules, which after multiplication with the
corresponding TS parts, is used as input to the last summation part at the four
outputs.

The outputs of NTFS, which being crisp, are directly well-approximated with the
related outputs (CEP, PE, SE and EE). If all the parameters for NFTS network are
selected, then the NFTS can approximate any nonlinear model based on given
related data between 5 inputs and 4 outputs. The parameters used in the NFTS
network, such as Gaussian and TS parameters can be optimized through Levenberg-
Marquardt Algorithm (LMA) learning procedure. In this study, we apply the same
data in accordance to previous study made with the Additive-LMDI method. The
five set inputs for the data are taken from year 2000 to 2010. Also, the GDP and
household final consumption expenditure are expressed either in current price and
constant price 2000. All data are shown in Tables 16.1 and 16.2, respectively.

Table 16.1 Data required for conducting Indonesian household electricity decomposition (curent
price)

Year Household
electricity
consumption
(MWh) [5]

GDP (million
Rupiah) [6]

Household final
consumption
expenditure
(million Rupiah) [6]

PLN’s
household
customer [5]

Total
number of
household [5]

2000 30,538,269 1,389,769,900 856,798,300 26,796,675 52,008,300

2001 33,318,312 1,646,322,000 1.039,655,000 27,905,482 53,560,200

2002 33,978,744 1,821,833,400 1,231,964,500 28,903,325 55,041,000

2003 35,697,122 2,013,674,600 1,372,078,000 29,997,554 55,623,000

2004 38,579,255 2,295,826,200 1,532,888,300 31,095,970 58,253,000

2005 41,181,839 2,774,281,100 1,785,596,400 32,174,924 59,927,000

2006 43,748,580 3,339,216,800 2,092,655,700 33,118,262 55,942,000

2007 47,321,668 3,950,893,200 2,510,503,800 34,684,540 57,006,400

2008 50,182,040 4,948,688,400 2,999,956,900 36,025,071 57,716,100

2009 54,944,089 5,606,203,400 3,290,995,900 37,099,830 58,421,900

2010 59,823,487 6,436,270,800 3,643,425,000 39,324,520 61,363,100
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16.3 Results and Discussion

The changes in Indonesia’s household electricity consumption during year
2000–2010 according to the current price and constant price are shown in Fig. 16.2
and Table 16.3, respectively.

In the case of current price data, changes in electricity consumption is driven by
224.66 % production effect, 21.47 % structural effect, and −137.67 % efficiency
effect. Meanwhile, in the case of constant price based data, the changes in electricity
consumption is affected by percentage of production effect, percentage of structure
effect, and percentage efficiency effect.

Table 16.4 gives the comparison between results obtained by NFTS network
model and by Additive-LMDI. In this regards, the results achieved by the LMDI
method are taken as the baseline. The performance of NFTS network is quite
satisfied. The error generated in the network is in the range between 0.003 and
2.09 %, which is quite low and acceptable. For instance, the largest error with
2.09 % means according to the NFT network, the 2000–2010 changes in electricity
consumption is affected by 5,593,004.21 MWh consumption contributed by
structure effect. This value is only a diffrence of 119,592 MWh compared to LMDI.
The least difference is obtained for the case of current price based data, particularly
for structural effect, provided a difference of only 210 MWh between NFTS and
LMDI.

Table 16.2 GDP and
household final consumption
expenditure (constant price
2000)

Year GDP (million Rupiah)
[6]

Household final
consumption expenditure
(million Rupiah) [6]

2000 1,389,769,900 856,798,300

2001 1,440,405,700 886,736,000

2002 1,505,216,400 920,749,600

2003 1,577,171,300 956,593,400

2004 1,656,516,800 1,004,109,000

2005 1,750,815,200 1,043,805,100

2006 1,847,126,700 1,076,928,100

2007 1,964,327,300 1,130,847,100

2008 2,082,456,100 1,191,190,800

2009 2,178,850,400 1,249,070,100

2010 2,313,838,000 1,308,272,800
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Fig. 16.2 NFTS output versus data trained: CEC (first upper), PE (second upper), SE (lower),
EE (lowest)

Table 16.3 NFTS output: 2000–2010 (constant price 2000)

Year Changes in electricity
consumption (ΔEtot in
MWh)

Production
effect (ΔEact in
MWh)

Structural
effect (ΔEstr in
MWh)

Efficiency
effect (ΔEint in
MWh)

2000–2001 2,782,762.14 1,169,160.93 308,740.49 1,307,567.53
2001–2002 953,571.05 1,349,106.83 11,641.39 −968,277.02
2002–2003 1,669,749.11 1,647,257.37 616,649.55 −554,780.20
2003–2004 2,486,164.26 2,029,069.96 −26,214.54 973,591.61
2004–2005 2,622,593.22 2,160,692.25 −691,953.41 1,178,029.05
2005–2006 2,591,168.35 2,369,558.62 3,150,399.62 −2,775,936.45
2006–2007 3,299,091.29 2,637,449.12 787,838.87 36,358.10
2007–2008 3,273,223.22 2,711,828.61 357,713.70 −166,207.44
2008–2009 4,694,108.54 2,498,907.49 1,201,014.41 1,333,001.74
2009–2010 4,771,860.99 3,460,405.03 −122,825.88 1,168,861.27
2000–2010 29,144,292.18 22,033,436.22 5,593,004.21 1,532,208.20

75.60 % 19.19 % 5.25 %
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16.4 Conclusion

This paper presents the utilization of Artificial Intelligence tool based to model
factors decomposition of Indonesia household electricity consumption. Based on
the testing to the provided data, changes of household electricity consumption can
be modelled satisfactory by the NFTS network along with three types of effect that
affecting the changes in electricity consumption. Despite of the limited set of data,
the multi input-multi output NFTS can performed well and results achieved in term
of error are very low, especially for the case of current price based data.
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Table 16.4 Result comparison between NFTS model and Additive-LMDI

Tools (Type of
data)

CEC PE SE EE

LMDI (current) 29,285,218.00 65,685,080.79 6,280,558.64 −40,413,112.57

NFTS (current) 29,244,768.02
(Error: 0.14 %)

65,701,890.94
(Error: 0.03 %)

6,280,768.654
(Error:
0.003 %)

−40,261,612.49
(Error: 0.375 %)

LMDI
(constant)

29,285,218.00 22,021,829.43 5,712,597.09 1,550,791.46

NFTS
(constant)

29,144,292.18
(Error: 0.48 %)

22,033,436.22
(Error: 0.05 %)

5,593,004.21
(Error: 2.09 %)

1,532,208.20
(Error: 1.19 %)
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Chapter 17
Odometry Algorithm with Obstacle
Avoidance on Mobile Robot Navigation

Handry Khoswanto, Petrus Santoso and Resmana Lim

Abstract Many algorithms have been devised on mobile robot navigation system.
Some of them use algorithm based on newer concept like fuzzy logic or genetic
algorithm. Some are stick on older algorithm like odometry. A simple, less inten-
sive calculation algorithm for a lightweight telepresence robot is required. To
accommodate the requirement, odometry algorithm is chosen specifically. Obstacle
avoidance feature is proposed to enhance the algorithm. A mobile robot prototype is
implemented using Arduino UNO, two DC geared motors, single caster wheel, and
an ultrasonic sensor. Two kind of experiments are performed. The first experiment
is to verify that odometry algorithm is working. The second one is used to verify
obstacle avoidance mechanism. The results are satisfying. Mobile robot can avoid
the obstacle and reach the destination correctly. Further experiment is needed to
decide about ultrasonic sensor placement in a real telepresence robot.

Keywords Odometry algorithm � Mobile robot � Telepresence robot � Arduino

17.1 Introduction

An autonomous robot is required to have navigation capability. Given a certain
destination point in its environment, the robot is expected to reach the destination
autonomously. Many algorithms with different degrees of complexities have been
devised in the recent years. Some of them use fuzzy logic [1–3], genetic algorithms
[4–6]. Some also stick on older algorithm like odometry. Odometry is a basic
method of navigation, used by virtually all robots [7]. Odometry also proven
successfully used on project like Mars Exploration Rovers [8].
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There is a need to have a simple, less intensive calculation to support an ongoing
project of telepresence robot with an open protocol framework [9]. In this case, a
design decision has been made to do an exploration on the potential of odometry
algorithm. An obstacle avoidance feature also proposed to enhance the algorithm
when facing unexpected obstacle on the robot’s navigation route.

The paper describes how the odometry algorithm can be used by a mobile robot
to reach a certain goal location using single ultrasonic sensor and servo motor.
Using knowledge of wheel’s motion, an estimation of robot’s motion can be
derived. The mobile robot prototype uses Arduino controller, L298 DC Motor
driver, and disk encoder using optocoupler sensor. The mobile robot is differentially
driven, it has a motor on the left and right side and equipped with single caster
wheel on the back side. To add the capability of obstacle avoidance, a single
ultrasonic sensor and Tower Pro micro servo motor are added to the prototype.

17.2 Hardware and Mechanic Design

This paper designed mobile robot with the aim of reaching the destination point
even though there are particular obstacles on its route. The system block diagram is
given on Fig. 17.1.

The robot uses ultrasonic sensors to detect the distance of objects in front of it.
Ultrasonic sensors placed on servo motors so that it can rotate 180°. The rotation of
the servo starting from −90° to 90° in increments of 45°. Using servo motors, the
ultrasonic sensor is capable of facing on five different directions (left, oblique left,
front, oblique right, and right). To calculate the rotation of the motor, a mobile robot
uses an acrylic disc encoder with 12 holes that can be read by optocoupler.
Installation of disc encoder is parallel with the wheels. The actuator uses two geared
DC motor with two shafts. The first shaft installed on encoder disk and the other
shaft is mounted on wheel. Figure 17.2 represent the mechanical design of mobile
robot prototype.

Arduino

Ultrasonic

Optocoupler L
Optocoupler R

INPUT

Motor L
Motor R

Servo

OUTPUT

Fig. 17.1 System block diagram
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Figure 17.2 shown the top and bottom platform layer, and the mounting
accessories for DC Geared Motor and disc encoder. On the top layer there is a square
hole which is used to place a micro servo motors. Micro servo motor is used to
enable the movement of ultrasonic sensor. The second devices on top layer are
L298 DC motor driver and Arduino UNO controller. On bottom layer, there are two
geared DC motors, namely motor left (ML) and motor right (MR). Two DC motors
are installed using 4 mounting pieces in the right places. Each disc encoder has 12
holes for one rotation. So, one tick represents 30 degrees of rotation of the wheel.
Each of these holes will generate a pulse that will be read by optocoupler sensor. An
optocoupler, also known as an optoisolator or photocoupler, is an electronic com-
ponent that interconnects two separate electrical circuits by means of a light sensitive
optical interface. Figure 17.3 represents the implemented mobile robot prototype.
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Fig. 17.2 Acrylic mobile robot platforms and mounting parts

Fig. 17.3 Mobile robot
prototype
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17.3 Odometry and Robot Model

Odometry is measurement method from motion sensor or rotation sensor to
estimate change in position over time. Odometry is used by some robots, whether
they be legged or wheeled, to estimate (not determine) their position relative to a
starting location. This method is sensitive to errors due to the integration of velocity
measurements over time to give position estimates. Rapid and accurate data col-
lection, equipment calibration, and processing are required in most cases for
odometry to be used effectively.

Figure 17.4 explain about detailed odometry geometry for our mobile robot. The
vehicle starts from (x, y, θ) and destination position at (xʹ, yʹ, θʹ). The center
between two wheels of the robot travels along an arc trajectory. Remembering that
arc length is equal to the radius times the inner angle, the length of this arc is:

dcenter ¼ dleft þ dright
2

ð17:1Þ

On basic geometry, the equation is:

urleft ¼ dleft ð17:2Þ

urright ¼ dright ð17:3Þ

If dbaseline is distance between the left and right wheels:

rleft þ dbaseline ¼ rright ð17:4Þ

Subtracting from Eqs. (17.2) and (17.3) above:

u ¼ dright � dleft
dbaseline

ð17:5Þ

Fig. 17.4 Odometry
geometry for mobile robot
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Wheel encoders give the distance moved by each wheel, left and right wheel.
Assume the wheels are following an arc trajectory for short time scale.

x0 ¼ xþ dcenter cos ; ð17:6Þ

y0 ¼ yþ dcenter sin ; ð17:7Þ

;0 ¼ ;þ dright � dleft
dbaseline

ð17:8Þ

Calculation of wheel circumference is needed to know how far motion of the
robot. Mobile robot uses two wheels with 65 mm diameter. Each wheel is equipped
with 12 holes disc encoder for one rotation. The equation is as follows.

Dtick ¼ tick0 � tick ð17:9Þ

dleft ¼ 2:p:r:
Dtick left

N
ð17:10Þ

dright ¼ 2:p:r:
Dtick right

N
ð17:11Þ

17.4 Software Design

The flowchart of the system is depicted on Fig. 17.5. Position estimation is used to
predict robot position by counting the pulse sent by optocoupler. The direction of
the robot can be known from the result of pulse count from the left and right
optocoupler. Robot reads the destination coordinate and always check the odometry
pulses (dtick1 and dtick2). Controller updates the newest position of mobile robot
(x_new, y_new, teta_new). After the robot gets the newest coordinate, controller
calculates the difference between destination coordinate and current coordinate.

START
SCANNING

OBJECT
POSSITION

DETECT
OBJECT?

POSITION
ESTIMATION

FINISH?
CALCULATE

PID

ROBOT
STOP

RUN ROBOT GO 
TO X,Y

NO NO

YESYES

END

Fig. 17.5 System flowchart
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Error is used to calculate PID parameters and determine the speed of left motor and
right motor. This algorithm is repeated until destination point is reached.

Obstacle avoidance mechanism begins with the reading of obstacle position.
Servo will rotate the ultrasonic sensor and get the data of distance between robot
and obstacles from several different angles (0, 45o, 90o, 135o, and 180o). Each
distance is saved and transformed using rotation and 2D translation depicted in
Eqs. 17.12 and 17.13. Equation 17.12 is derivation of Eq. 17.13 where R(x, y, θ) is a
3 × 3 matrix. The transformation result gives the coordinate of world view depicted
at Eq. 17.13.

R x0; y0; h0ð Þ ¼
cosðh0Þ �sinðh0Þ x0

sinðh0Þ cosðh0Þ y0

0 0 1

2
4

3
5 ð17:12Þ

xdi
ydi
1

2
4

3
5 ¼ R x; y; hð ÞR xsi; ysi; hsið Þ

di
0
1

2
4

3
5 ð17:13Þ

17.5 Result and Discussion

Mobile robot starts at the origin, pointed down the xy axis. Its starting state is (x, y,
θ) on (0, 0, 0) and the mobile robot will going to (xʹ, yʹ, θʹ). The experiment result
will prove the usability of the navigation method.

The first experiment of mobile robot goes to goal without any obstacles with
destinations coordinate (180, 50 cm). The second one goes to goal with obstacles
with the same coordinate. Figure 17.6 shows how the mobile robot reach the
destination on coordinates (180, 50 cm). The research experiment is completed with
four obstacles. The obstacles are paper board sound damper with the height 25 cm
and paper fold 1 cm. The obstacles are used to disturb ultrasonic wave transmission.

From 10 experiments with 4 obstacles and random position a success rate of
90 % is achieved. Without obstacles, 100 % success rate can be achieved.

Start
(0,0)

Finish 
(150,80)

Start
(0,0)

Finish 
(150,80)

(a) (b)

Fig. 17.6 Experiment: a without obstacles, b with obstacles
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17.6 Conclusion

Odometry method is able to carry the mobile robot to reach its destination. One of
the weaknesses of the system is drifting of the wheels. In the second experiment
paper board sound damper as obstacles is added. In this schema, the mobile robot
still can reach its goal. Considering the result of the experiment, there is still a need
of further experiment to decide on ultrasonic sensor placement on a real telepres-
ence robot.
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Chapter 18
Vision-Based Human Position Estimation
and Following Using an Unmanned
Hexarotor Helicopter

Jung Hyun Lee and Taeseok Jin

Abstract We describe the design and performance of a prototype hexarotor
unmanned aerial vehicle (UAV) platform featuring autonomous flying based on an
inertial measurement unit (IMU) for use in bluetooth communication environments.
A recent trend in studies on free-flying UAVs with hexarotors has been to outfit
UAVs with gimbals to support various services. To realize this, it is necessary for
UAVs to carry out human tracking’s ability. We present preliminary results of
human-following control with this UAV platform and implement a simple fol-
lowing flight strategy, based on a vision-based Kalman filter. The moving object
(a walking human) is assumed to be a point object and is projected onto an image
plane to form a geometrical constraint equation that provides the position data of
the object based on kinematics in the local north-east-down (NED) coordinate
system. Computer presents the simulation results of the predicting and following of
a walking human using a UAV.

Keywords Hexarotor � UAV � Tracking � Recognition � CCD camera

18.1 Introduction

In accordance with the remarkable progress achieved recently in unmanned aerial
vehicles (UAV) miniaturization and performance [1, 2], ongoing research and
efforts toward commercialization of UAVs have been pursued in various fields of
application such as logistics services, disaster relief, surveillance, and entertain-
ment. In many applications, vision systems play an indispensable role in UAV
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systems in order to successfully complete tasks. A variety of vision systems using
off-the-shelf components have been reported in the literature [3]. By integrating
information from vision system and other adopted sensors, the functions of
unmanned systems can be fully extended to perform missions such as surveillance,
human following [4], vision-aided flight control [5], object tracking [6], terrain
mapping [7], and navigation [7, 8]. These missions are derived from both military
and civilian requirements, such as aiding soldiers in urban operations to effectively
spot, identify, designate, and destroy targets, and assisting rescuers in missions after
natural disasters. Compared to traditional navigation systems and sensors, vision
systems offer the unique capability of providing rich information on objects of
interest and their surrounding environments, including shape and appearance.

This paper presents a mathematical model for the construction of a system
structure and control method in order to implement remote control technology for
application to a hexarotor helicopter whose development is the ultimate objective of
this study. The hexarotor UAV in development will be used in actual tasks such as
gathering information during disasters or for security’s purpose as a small auton-
omous flying robot. Two studies were conducted to identify a design solution for
achieving this purpose [3, 9]. The first involved the design of a north-ease-down
(NED) frame-based UAV where vehicle position is introduced in order to follow a
walking human along the shortest-time trajectory. Here the UAV was controlled to
follow a walking human using a vision sensor centered on an inertial measurement
unit (IMU) and a microcontroller unit (MCU). The second study involved the
design of a human-following algorithm and an operational program optimized for
computed attitude in order to implement the two requirements of autonomous
control and task completion (Fig. 18.1).

Fig. 18.1 Flight-capable hexarotor prototype
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18.2 System Configuration

18.2.1 Test Configuration

In this paper, we follow the results reported in [5, 6] to present the design and
implementation of a comprehensive vision system for an unmanned hexarotor.
More specific, we focus on issues related to vision-based human following on the
ground. Interested readers are referred to Caballero [7] for more information on the
development and applications of vision systems for unmanned helicopters.

The linear and angular velocities of a walking human were estimated to allow a
hovering UAV to predict human’s future trajectory, planning the shortest-time path
to predict and follow the walking human’s movement. A state estimator was
designed to overcome the uncertainties from the image data caused by the point
object assumption and physical noise, using Kalman filter. Based on the estimated
velocities of the human, the position of the UAV was controlled to follow the
walking human in the center of the image frame.

The camera system of the UAV has the ability to pan and tilt, as shown in
Fig. 18.2. The position and posture of the camera are defined with respect to the
base frame. According to NED coordinates, the position p can be obtained after
establishing the camera coordinate system and representing parameters, including
the attitude vector in spherical coordinates represented by the Radius (rsp), azimuth

Fig. 18.2 Estimation of position information, radius rsp, azimuth angle hsp, and elevation angle
/sp
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angle (θsp), and elevation angle (ϕsp), by tilting and panning angles of the camera as
in Xiao [8].

18.2.2 Coordinate Frames Used in Vision Systems

Depicted in Fig. 18.2 are coordinate systems that are adopted in UAV vision
systems. These are as follow:

The local north-east-down (NED) coordinate system (labeled with a subscript n) is
the same as that defined in Stevens [10]. We recall it here for ease of reference. It
consists of an orthogonal frame on the surface of the earth whose origin is the
launching point of the aircraft from the earth’s surface. The Xn−Yn plane of the NED
frame is tangent to the surface of the earth at the origin of the NED frame. The
coordinateXn, Yn andZn-axes of theNED frame are specified to point toward the north,
east, and down (i.e., toward and into the earth, vertical to the earth’s surface),
respectively.

The spherical coordinate system (labeled with a subscript sp) is attached to the
base of the pan/tilt servo mechanism. It is used to define the orientation of the camera
and the target with respect to the UAV. Given a generic point Ps in the servo-based
coordinate system, we write

Ps ¼
xs
ys
zs

0

@

1

A ð18:1Þ

This point’s position can be defined in the spherical coordinate system by three
numbers: radius rsp, azimuth angle, hsp, and elevation angle /sp, which are given by

Psp ¼
rsp
hsp
;sp

0

@

1

A ð18:2Þ

where, rsp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2s þ y2s þ z2s
p

, hsp ¼ tan�1 xs
zs

� �

, ;sp ¼ sin�1 ys
rsp

� �

,

The camera coordinate system or camera frame (labeled with a subscript c)
describes the orientation of the camera which is attached to the end of the gimbal.
Here, the pan/tilt rotation with respect to the servo-based frame are given as

Xc;sp ¼ ;c;sp
hc;sp

� �

ð18:3Þ

The origin of the camera coordinate system is the optical center of the camera.
The Zc-axis is aligned with the optical axis of the camera and points from the

optical center C toward the image plane, when the camera frame coincides with the
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servo-based frame, xc,sp = 0. Otherwise, xc,sp corresponds to the rotation of the
camera frame first about the Ys-axis by an angle of θc,sp, and then about the Xs-axis
by an angle of ϕc,sp. This rotation sequence is defined in terms of the structure of the
pan/tilt servo mechanism. The object coordinate system or object frame (labeled
with a subscript o) is attached to a fixed ground landmark.

18.3 Trajectory Estimation of Walking Human

18.3.1 Walking Human Model

When the velocity and acceleration of a walking human and a mobile robot can be
estimated, the future human position ðT̂x; T̂yÞ can be predicted as follows:

T̂xþ dt ¼ T̂x þ V̂xdtþ 1
2
Âxdt

2 ð18:4Þ

T̂yþ dt ¼ T̂y þ V̂ydtþ 1
2
Âydt

2 ð18:5Þ

where δt is the sampling time and ðT̂x; T̂yÞ; ðV̂x; V̂yÞ and ðÂx; ÂyÞ are the current
Cartesian coordinate estimates of the human position, velocity, and acceleration,
respectively.

In X-Y coordinates, movement of the human can be decomposed into linear
velocity elements and angular velocity elements as follows:

dxkþ dt;k ¼ vkdt cosðhk þ 1
2
xkdtÞ � vk cosðhkÞdt � 1

2
xkvk sinðhkÞdt2 ð18:6Þ

dykþ dt;k ¼ vkdt sinðhk þ 1
2
xkdtÞ � vk sinðhkÞdtþ 1

2
xkvk cosðhkÞdt2 ð18:7Þ

dhkþ dt;k ¼ xkdt; dvkþ dt;k ¼ nv; dxkþ dt;k ¼ nx ð18:8Þ

where vk and wk are the linear and angular velocities of the objects, and ξv and ξϖ
are the variations of linear and angular velocity, respectively.

From (18.6)–(18.8), we obtain the state transition matrix:

xk ¼Uk;k�1xk�1 þwk�1

Zk ¼Hkxk þ vk
ð18:9Þ

Notice that Φk is the state transition matrix, wk is the vector representing process
noise, Zk is the measurement vector, Hk represents the relationship between the
measurement and the state vector, and γx and γy are x and y directional measurement
errors, respectively.
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18.3.2 State Estimation

Input data such as image information include uncertainties and noise generated
during data-capturing and processing steps. Furthermore, the state transition of a
moving object also includes irregular components. Therefore, as a state estimator
robust in the face of these irregularities, Kalman filter was adopted to form as state
observer [10]. The Kalman filter minimizes estimation error by modifying the state
transition model based on the error between the estimated and measured vectors
with an appropriate filter gain. The state vector, which consists of position on the
x-y plane, linear/angular velocities, and linear/angular accelerations, can be esti-
mated using the measured vectors representing the position of a moving object on
the image plane [11].

The covariance matrix of the estimated error must be calculated in order to
determine the filter gain. The projected estimate of the covariance matrix of the
estimated error is represented as

P0
k ¼ Uk;k�1Pk�1U

T
k;k�1 þQk�1 ð18:10Þ

where P0
k is a zero-mean covariance matrix representing prediction error, Φk rep-

resents system noise, Pk-1 is an error covariance matrix for the previous step, and
Qk-1 represents other measurement and computational errors.

The optimal filter gain Kk that minimizes the errors associated with the updated
estimate is

Kk ¼ P0
kH

T
k ½HkP

0
kH

T
k þRk��1 ð18:11Þ

where Hk is the observation matrix and Rk is the zero-mean covariance matrix of the
measurement noise.

The estimate of the state vector x̂k from the measurement Zk is expressed as

x̂k ¼ Uk;k�1x̂k�1 þKk½Zk � HkUk;k�1x̂k�1�: ð18:12Þ

Therefore, x̂k is updated based on the new values provided by Zk. The error
covariance matrix used for the prediction Pk can be updated as follows:

Pk ¼ P0
k � KkHkP

0
k ð18:13Þ

After the current time is updated to k + 1, a new estimation can be provided
using Eqs. (18.10)–(18.13). To incorporate measurement noise, which is empiri-
cally assumed to be zero-mean Gaussian random noise with a variance of 2, the
linear and angular velocities of the object are set as follows:

vk ¼ 15 � ðsin(0:02 � k)þ 1Þþ nv [cm/sec]

xk ¼ 0:7 � cos(0:01 � k) þ nx [rad/sec]
ð18:14Þ
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where the linear and angular velocities (ξv, ξw) are assumed to include Gaussian
random noise with the variance of 3 and 0.1, respectively. Figure 18.3 shows the
real trajectory of a walking human and Kalman filter estimation of the states in a
noisy environment.

18.4 Conclusion

This study analyzed the system configuration of a hexarotor helicopter, advancing
hexarotor design a step beyond what currently exists; it also analyzed flight motion
based on the rotation of each rotor. In order to evaluate the hexarotor’s wing control
performance in roll and pitch, we presented simulation results for each response
based on the heading reference value in the mathematical model using a local
north-east-down (NED) coordinate system. Furthermore, we presented the result of
an ongoing indoor human-tracking and following simulation. The proposed model
is able to close the gap between the motion of the human and that of the UAV’s. We
showed that movement estimation using Kalman filter-based vision sensor can
enable a UAV to hover and follow a walking human, based on their estimated
trajectories along the shortest-time path.

In future research, we plan to study a sensor-based feedback control method in
order to advance the intelligence part of the system with the goal of achieving
autonomous decision making and flight features.

Acknowledgements This paper was supported by the Ministry of Education, (MOE) through the
fostering project of the Innovation for Engineering Education, and the Basic Science Research
Program through the National Research Foundation of Korea (NRF) funded by the Ministry of
Education, Science and Technology (No. 2010-0021054).

Fig. 18.3 A real trajectory and state estimation results: a The trajectory of a walking human and
b state estimations θk, νk, and ωk using a Kalman filter
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Chapter 19
The Role of Renewable Energy: Sumba
Iconic Island, an Implementation of 100
Percent Renewable Energy by 2020

Abraham Lomi

Abstract Sumba Iconic Island is a pilot project. This project is initiated for the
development of the Sumba Island as the iconic island of renewable energy. The aim of
this project is to improve the access to energy through the development and utilization
of new renewable energy resources. By the year of 2020, the 100% realization of this
project should be achieved. The initiative of Sumba Iconic Island on Renewable
Energy has been started since 2010 by theMinistry of Energy andMineral Resources,
together with Bappenas and Hivos, a non-Governmental International organization.
In November 2012, ADB also joined to accelerate the realization of this initiative. In
2013, the Norwegian Embassy in Indonesia has also taken a role in supporting the
implementation of initiatives of Sumba Iconic Island. The selection of Sumba as an
iconic island is based on studies. Those studies showed that the potential of renewable
energy in Sumba is very large. The potential can be used as one of the main tools to
drive the economic community in Sumba Island. Since it was initiated in 2011, the
project has installed renewable electricity with capacity of about 5.87 MW. They
consist of Micro-hydro power plant, solar power plant, Solar Water Pumping, Wind
turbine generator, Biomass, Biogas, and Energy efficient furnaces.

Keywords Hivos � Off-grid � Renewable energy � Rural areas � Sumba Iconic
Island � Urban area

19.1 Introduction

Global warming and the depletion of fossil fuel reserves have raised a lot of concern
for utilizing renewable energy sources. This energy creates green environment as
well as preserve the earth for future generations. In addition to hydropower, the
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energy which is generated from wind, photovoltaic and biomass have great
potential usage to meet the energy needs, especially in the remote areas. Those
areas are far from the State Electricity Company (“Perusahaan Listrik Negara”–
PLN) grid. The latest developments and trends in electrical power consumption
indicates the use of renewable energy is increasing. The electrification of rural and
remote areas is potentially a desirable investment. However, there has been con-
siderable discussion about the social economic and other benefits as well as the
costs of the electrification of these areas in developing countries. Apart from the
benefits related to the improvement of the living conditions, the potential benefits
include (1) socioeconomic, (2) sociopolitical, and (3) environmental benefits [1].
Solar energy and wind energy are two sources of renewable energy that are most
commonly used. Wind energy has become the most expensive technology. Many
scientists are interested in doing research in that field. Solar cells convert energy
from sunlight into DC electricity. Photovoltaic (PV) offers many advantages over
other renewable energy in the absence of noise and minimal maintenance.

The island of Sumba is located in eastern part of Indonesia archipelago. It is
located between Sumbawa Island to the Northwest and West Timor to the East and
Australia to the far South at a distance of about 700 km.

The island is part of East Nusa Tenggara province (Nusa Tenggara Timur), and
one of the four largest islands in NTT. The total land area is approximately
11,052 km2, and has population of only 656,259 inhabitants and density of 58.62
inhabitants per km2. The island is mountainous with small pockets of flat land, and
its highest point is Wanggameti Mountain (1,225 m), as shown on the base map of
Sumba (Fig. 19.1).

Administratively the island is divided into four regencies (Kabupaten), East
Sumba (7000.5 km2), Central Sumba (1,868.19 km2), West Sumba (737.42 km2),
and Southwest Sumba (1,445.32 km2) [2]. The biggest city is Waingapu, which is
the capital city of East Sumba district. Like many developing regions, not only are
the effects of climate change felt more acutely, but also electricity is not widely
available, and where it does exist, it is supplied with polluting, expensive, imported
resources in Sumba’s case, diesel and kerosene [3]. The Sumbanese are among the

Nusa Tenggara Barat Nusa Tenggara Timur

Fig. 19.1 Map of Nusa Tenggara
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billions of people on this planet who do not have access to clean energy. They are
forced to cook over unhealthy wood fires and their source of light is only smoking
oil lamps. In most of the villages on the island, life stops as soon as the sun goes
down.

HIVOS [4], a non-Governmental International organization first visited the
island of Sumba in 2009. This organization was looking for a location where they
could show the access to renewable energy that can alleviate poverty even in remote
and isolated areas. Sumba was an ideal candidate and located in one of the poorest
areas of Indonesia. Its inhabitants are without prospects of economic advancement
and the island has one of the lowest electrification ratios in Indonesia.

Sumba Iconic Island initiative was launched through the effort of HIVOS at the
Indonesia-Netherlands Joint Energy Working Group in 2010. This program is
aimed at developing a “model” island supplied entirely by renewable energy. With
this initiative, Sumba Island has been selected as a pilot example of scaling up
access to energy by renewable resources utilization due to its existing energy
profile: (1) low level of access to modern energy (less than 30 %); (2) high
dependence on fossil energy (Diesel); and various types of renewable energy
resources exist: hydro, solar, wind, and biomass resources. Sumba Iconic Island
initiative sets ambitious targets to reach 95 % electrification ratio and meet 100 %
energy demand by 2020.

Sumba Iconic Island Road Map was formally released during a “National
Seminar & Stakeholder Meeting on Sumba” on February 13–15, 2013 in Jakarta.
This Road Map distinguishes 15 activities classified by renewable energy tech-
nologies of which each activity is divided into a uniform 5 sub-activities, namely,
(a) Renewable energy technology Installation; (b) Supporting regulations and
policies; (c) Institutional framework and stakeholder roles; (d) Investment and
funding; and (e) Research and development [5].

Based on the SII roadmap, the total capacity to fulfil the need of energy 2025 of
about 32.57 MW, while the total installed capacity of renewable energy in Sumba
island from 2011 to 2014 is about 4.87 MW or about 15 % from target. The
electrification ratio target on Sumba Iconic Island will be 100 % in 2020. The
existing electrification ratio for Sumba Island is about 37.41 %, while the contri-
bution of EBT is about 9.76 %. This shows that the construction of new EBT plant
in the next 5 years is about 24 MW.

19.2 The Global Electrification Challenge

The World Energy Outlook 2013 of the International Energy Agency (IEA) states
that access to electricity is still lacking for some 1.3 billion people-some 20 % of the
world’s population. Those people are located mostly in Asia and sub-Saharan
Africa. Most of these people live in rural and remote areas of the developing
countries. In the past few decades, the donor community, development banks, the
private sectors, nongovernmental organizations (NGOs), and other organizations
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have developed and implemented a number of initiatives to help improve modern
energy supplies to deprived regions in the developing world.

The electrification of rural areas has often been based on the electricity supply
from a central grid. But currents renewable energy technologies offer enhanced
opportunities for off-grid power systems and include photovoltaic (PV) systems,
wind turbines, bio-mass fueled combined-heat-and-power units, hybrid systems,
storage facilities, and fuel cells. Off-grid options include solar home systems (SHSs),
portable battery kits, and similar solutions that can satisfy initial electricity needs. To
achieve universal access by 2030, it is estimated that the period 2010–2030 some
550 million households need to be provided with electricity services; this figure
takes into account expected population growth to 2030. Some 60 % (330 million) of
the new connections will be needed in urban areas, and 40 % (220 million) must be
installed in rural areas (see Fig. 19.2) [6].

19.3 Indonesia Renewable Energy Policy

A Strategy on Renewable Energy will be developed to achieve the goals, objectives
and set out into a practical implementation plan. A number of important investi-
gations will be undertaken during the strategy development. The strategy includes
how the renewable energy target will be periodically reviewed with respect to the
different primary energy carriers, the mechanism in the selection electricity’s
feed-in which is generated from the renewable resources, into the national elec-
tricity grid, and the modalities of the various financial, legal and regulatory
instruments to be employed as part of the enabling framework of mechanisms to
support the promotion of renewable energy (Fig. 19.3).

The main aim of the policy is to create the conditions for the development and
commercial implementation of renewable technologies. Government will use a
phased, managed and partnership approach to renewable energy projects that are
well conceived and show the potential to provide acceptable social, environmental
and financial returns for all investors and stakeholders. Renewable energy will

Fig. 19.2 Universal electrification and expected share connections by type
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contribute to the diversification of energy resources through the implementation of
a properly managed programme of action that will provide sufficient incentive for
the sustainable development of the renewable energy-based industries. Today,
renewable energy accounts for a small but growing portion of Indonesia’s elec-
tricity portfolio. Most renewable energy comes from the hydropower and
geothermal industries. Presidential Decree No. 5 mandates an increase in renewable
energy production from 7 to 15 % of generating capacity by 2025 [7].

19.4 Indonesia Renewable Energy Potential

Indonesia is a country which is rich of natural resources. The Indonesia primary
energy source can be managed and used to meet national energy needs, especially
for the remote communities. However, the dependency to the energy derived from
fossil attenuated the opportunity to develop environmentally friendly energy
sources, i.e., sources of energy derived from new and renewable energy sources.
Based on ESDM data (2013), Indonesian geothermal reserves amounted to
16,502 MW and geothermal potential of about 29 MW. The installed capacity of
geothermal power plant (until May 2013) is 1,341 MW. Electricity potency from
large scale hydro power amounted at 75 GW, while the potential of mini/micro
hydro was about 769.69 MW. Meanwhile, the potential of electricity from biomass
amounted to 13,662 MWe and the installed capacity of on grid power plant is
75.5 MWe.

Hydropower energy resource is grouped into large scale (can be developed for
power plants above 10 MW per location) and small-scale/micro (potential elec-
tricity generation less than 10 MW). The potential for large-scale hydropower and
small-scale/micro estimated respectively at about 75 GW and 450 MW. The
potential is fairly spread in various parts of Indonesia. The use of hydropower
resource is still relatively low at 4.2 GW of large-scale and small-scale of about
84 MW. Utilization of hydropower resources should be developed primarily with
small-scale power spread schemes to meet local electricity needs.

Fig. 19.3 Current energy mix versus future energy goals
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Indonesia has a potential possibility for developing biomass power. Currently,
only 443 MW have been commercially developed and the 49,810 MW biomass
energy is undeveloped. By 2025, Indonesia has targeted to install about 810 MW of
biomass power, an increase of 80 %. That amount is still far less than the potential
contribution. Large-scale biomass projects would likely require new infrastructure
to gather and deliver what is now considered as a waste item.

As a tropical country, the potential of solar power in Indonesia is quite high with
an intensity of 4.8 kWh/m2/day and current installed capacity of solar power plant is
42.78 MW. Indonesia offers significant solar power resources (4.8 kilowatt-hours
per square meter per day [kWh/m2/day]), but the country has yet to develop a strong
market. In 2013, Indonesia has installed 12.1 MW of solar power, which is mostly
from roof-mounted solar photovoltaic (PV) cells in urban areas. The use of solar
energy in Indonesia is still very low at about 8 MW in the form of Solar Home
System for the supply of electricity in rural areas. The low utilization of solar
energy potential due to the cost of equipment (solar panels) is still expensive. With
the growing market demand for solar panels in the world, estimated future prices of
solar panels will tend to fall. Therefore, solar energy utilization in Indonesia should
be developed including the possible use of the integrated scheme with grid. The
total installed capacity of solar energy from 2005 to 2009 of 31.94 MWp and in
2009 is increased of 4.83 MWp (or 35.8 %) [8].

19.5 Renewable Energy Potential in Sumba Island

Even though the island of Sumba clearly has a significant renewable energy
potential, the electrification ratio in 2009 has lagged behind other provinces and is
amongst the lowest in Indonesia with i.e. 24.55 %.

Delivering power on an island with a unique topography and its people living
scattered around this large island is costly and logistically challenging. In order to
increase the number of households that enjoy some form of electrification, national
and local governments have supplied a variety of small RE power systems to those
area which not served by the PLN grid. Desk research and field validation
uncovered that Sumba has a significant renewable energy resources potential.
Hydro, solar, wind and biogas (from cattle) resources have been identified on the
islands and compared to many other island in Indonesia, Sumba Island really stands
out [9]. Although Renewable Energy sources were found abundantly, similarly to
other islands the development of renewable energy in Sumba Island has stayed
behind in terms of growth and capacity compared to diesel fueled power generation
which is still the main source of electric power. Figure 19.4 shows the renewable
energy resources locations in Sumba Island.
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19.6 Hydro Resource Potential Assessment

The hydro energy resource potential is concentrated mostly in the western part
of Sumba Island and in addition some sites are located in the central and eastern
part Sumba Island. Sites in West Sumba with the most significant potential are the
Lapopu and Lokomboro waterfall, which have a measured net ‘head’ of 70 and
45 m respectively. Both this hydro potential has been operated since 1999 with
the total capacity of 3.9 MW. Meanwhile, in the East Sumba, the site with the
most significant hydro potential site is the Lukat/Maidang water, which has a
measured head of 15 meters and is located about 30 km up river Kambaniru.
Kambaniru Dam (see Fig. 19.5) located just outside the capital of Waingapu was
planned to be utilized for a micro hydro installation with an electric capacity of a
total of 2 MW. The potential of hydro power resources in Sumba Island as shown
in Table 19.1.

Fig. 19.4 Map of Sumba Island with renewable energy resources identification

Fig. 19.5 Kambaniru dam, Lokomboro waterfall, and Lapopu waterfall
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19.7 Wind Resource Potential Assessment

The large potential of wind energy has been found at Hambapraing, Tanjung
Mondu, and Lawola. Lawola is expected to have even better wind resources
although the local grid is relatively far from this site (see Fig. 19.6). This site is
closed to Lukat waterfall which poses some interesting options to combine hydro
and wind resources in one system [10]. These three sites have a potential of about
129 to 181 MW. It is fair to conclude that the wind energy could play a very
significant role in electrification of Sumba. A prediction of theoretical wind energy
power potential on the island of Sumba as shown in Table 19.2.

Table 19.1 Hydro energy potential

Site name Debit (m3/s) Head (m) Predicted power (kW)

Luku Waiwuang/Wanokaka River Waterfall Lapopu 1.12–20.6 70 1,107

Average 5.38

Luku Mareha/Kalada River
Waterfall Lokomboro

0.38–6.48 43.5 330

Average 2.59

Waterfall Lukat 3.83 25 282

Waterfall Lowa 1.82 10 54

Luku Panggulamba River
Waterfall Memboro

12.84 25 944

Kambaniru Dam 13.6–85.7 5.4 618

Average 38.9

Fig. 19.6 Wind energy farm at Kamanggi

Table 19.2 Prediction of wind energy potential

Wind Speed
(m/s)

Power per square meter
(W/m2)

Available Area
(km2)

Power (GW) Annual Energy
(TW.h)

4.3–5.0 1.51–2.37 n/a – –

5.0–5.5 2.37–3.16 924 2,194–2,920 19,219–25,580

5.5–6.3 3.16–4.75 1.193 3,770–5,667 33,030–49,641

6.3–7.0 4.75–6.52 364 1,727–2,369 15,130–20,754

7.0–8.2 6.52–10.47 170 1,107–1,779 9,695–15,585

8.2–9.1 10.47–14.31 178 1,863–2,546 16,319–22,304
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19.8 Solar PV Resource Potential Assessment

Being a tropical country, most of locations in Indonesia have a good solar radiation.
The average daily solar insolation map above shows that Sumba has 5 kWh/m2/day,
which means that sun shines 5 h a day with a solar radiation 1000 Watt/m2. If
Sumba Island has an area of 11,153 km2, therefore the solar energy potential on the
island is about 55,765 GW. On practically all locations in Sumba it is technically
feasible to install either a stand-alone PV systems, such as solar home systems or
grid connected PV systems, as all locations have good solar insolation. According
to data from ESDM, up to 25 thousands PV modules have been installed in Sumba
altogether. Figure 19.7 shows the installed PV in different locations.

19.9 Biogas Resource Potential Assessment

Domesticated animals are an integral part of Sumba’s society which becomes
apparent to anyone that travels through the island; villages a diversity of pigs,
horses, goats, cows and buffaloes roam around either freely, or are held in open
stables and even under the traditional Sumbanese houses that are built on a raised
platform; the animals stay here during the night. Herds of cows and horses roam
freely in Savanna alike grasslands in which a large part of the island and is covered
[11]. In order to estimate the biogas potential in the different regencies in Sumba
2014 data was obtained from the statistical agency BPS on live stock. As expected,
it was found that cattle density per capita on the island of Sumba in 2014 is shown
in Table 19.3 (Fig. 19.8).

19.10 Biofuels Resource Potential Assessment

Sumba was planned to be targeted for large scale development of particularly
Jatropha in 2007. Although coconut was dismissed by the head of the Agriculture
and Plantations agency, it seems to be the most likely candidate for biofuels pro-
duction on the island of Sumba. Sumba produces about 7,491 tons of coconut on a

Fig. 19.7 Installed solar panel system
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yearly base and as it is such a common commodity it would be relatively easy to
expand. In addition excess shell and peat could, once dried, be used for biomass
boilers to generate electricity. A total of 12,074 ha of coconut is already yielding
and another 15,143 ha has been planted which if exclusively used for biofuel could
yield 75 million liter of Crude Coconut Oil. The largest producer of coconut is now
South West Sumba producing almost 3600 ton in 2013, a figure that is likely to
triple as almost double of the current yielding area is classified as not yielding yet.
Coconut oil is suitable for the production of biodiesel and therefore it would
potentially serve the demand for fuel for (1) diesel generating sets for power
generation (2) diesel trucks and (3) diesel engine power boats. Harvested area for
Cassava, a main feedstock for Bioethanol, which could power small generator sets,
motorcycles and cars, is currently about 10,736 ha equivalent a total of 113,458 ton
of cassava [6, 11].

19.11 Conclusion

To achieve the goal of implementation 100 % of renewable energy resources in
Sumba Island, these three actions should be as follows:

1. Implementation of Sumba Iconic Island with the multi actors (government,
private, Banking Institutions, NGOs, and Community) and multi-funding
(APBN, Private Sector, Foreign Grants, and Community), which encourages
stakeholders in the renewable energy sector contribute to the development
renewable energy in Sumba.

2. The multi actors and multi funding have to synchronize the detail program with
the Sumba Iconic Island road-map, that by 2020, the implementation of
renewable energy resources is fully implemented in Sumba Island.

3. Through a multi-party strategic cooperation, it is hoped the program can be
implemented and can be replicated to other areas, especially in the eastern part
of Indonesia.

Fig. 19.8 Livestock population
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Chapter 20
Electromechanical Characterization
of Bucky Gel Actuator Based on Polymer
Composite PCL-PU-CNT for Artificial
Muscle

Yudan Whulanza, Andika Praditya Hadiputra, Felix Pasila
and Sugeng Supriadi

Abstract Artificial Muscle is a common term for material that able to actuate
because of external stimulus such as electric. The Artificial Musclehas promising
future in application of medical and robotic disciplines. Bucky Gel Actuator is one
example of Artificial Muscle which consists of electrolyte layers sandwiched with
electrode layers. In this paper, we proposed an alternative material for electrode and
electrolyte layers. The electrolyte layer was synthesized from
Polycaprolactone-Polyurethane copolymer (PCL-PU). On the other hand, the
electrode layer was composited between PCL-PU and carbon nanotube (CNT) in
percentage of 0.5, 1.5, and 2.4 wt%. Furthermore, we measured electrode con-
ductivity and elastic modulus as key physical properties for our artificial muscle.
Our results have shown that the polymer electrode starts to be conducting at a
mixture of 2.4 wt% CNT. At this concentration, the elastic modulus is 6.2 MPa and
its conductivity is 1.6 Sm−1.

Keywords Artificial muscle � Bucky gel actuator � Electrode layer � Electrolyte
layer � CNT

20.1 Introduction

Research about artificial muscle as an actuator has already reached certain point
where people realized all of its potentials. Artificial muscle held high potential due
to its high flexibility and power-to-weight ratio. Artificial muscle commonly has
contraction and relaxation movement as normal muscle does [1].
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Bucky gel actuator is an example of artificial muscle which mainly consists of
ionic liquid, polymer, and carbon nanotube. The actuator movement is produced by
different electric potential of its electrolyte and electrode layers. Electrolyte layer is
made by polymerizing ionic liquid and polymer [2, 3]. On the other hand, electrode
layer is made by mixing electrolyte layer with carbon nanotube [4–7]. The high
electrical conductivity of carbon nanotube creates certain amount of electric dis-
charge that ultimately able to move this muscle [8, 9].

Nowadays, the application of artificial muscle includes robotics, biomedical, and
electronics areas. In medical fields, artificial muscle is utilized as prosthetic limbic
which function as close as possible to actual muscle of human beings. Furthermore,
artificial muscle is also engineered as a micro sensor and micro actuator in implanted
device in human body. These applications bring hope to handicapped person to live
normally. Robotic application is using artificial muscle for certain activity in pro-
duction line. Moreover with the increasing popularity of rapid prototyping, artificial
muscle will be likely to have a high potential to be mass production [10].

However, many obstacles are still eminent so that artificial muscle is not ready to
be fully utilized. Characterization of such material is not plausible enough to be
used in above corresponding areas. The required energy activation of artificial
muscle is currently too high to be used safely. Additionally, there were no sig-
nificant research about durability and lifetime of artificial muscle. Therefore, our
research is aimed to investigate new material to be used as artificial muscle with
relatively low voltage activation i.e. less than 10 VDC.

20.2 Experimental

20.2.1 Artificial Muscle Preparation

Basically, artificial muscle is composed of electrolyte layer and electrode layers.
Firstly, ionic solution salt is being prepared by mixing two salts i.e. aluminum
chloride (AlCl3) and Urea (CO (NH2)2) with molar ratio of 1:2. This mixing salt
was then dissolved into Dimethyl Sulfoxide (DMSO) with molar ratio of 1:3 to
have the ionic solution.

Secondly, electrolyte layer was prepared by mixing the ionic solution with
Polycaprolactone-Polyurethane copolymer (PCL-PU). The mixture was arranged to
have 50 % w/w of salts to polymer. Later, the mixture was mixed in ultrasonic
vibration for 2 min and dried by heating to 50 °C for about 10 min.

Thirdly, electrode layer was prepared by mixing carbon nanotube with ionic
solution and PCL-PU polymer. The CNT content in electrolyte layer was arranged
to have various concentration i.e. 0.5, 1.5 and 2.5 % w/w. The solution mixture was
mixed thoroughly in ultrasonic vibration and heated with the same condition as
above to realize electrode layer.

Lastly, artificial muscle is assembled by hot pressing electrolyte layer that
sandwiched with two electrode layers. The temperature was kept at 70 °C for 2 min.
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20.2.2 Material Testing and Measurement

20.2.2.1 Conductivity Measurement

Artificial muscle specimen was prepared into a dimension of 2 cm x 1 cm in length
and width. The thickness was also measured using micrometer. A two point probe
is employed to measure sample’s resistivity using digital multimeter.

20.2.2.2 Elastic Modulus Measurement

Elastic modulus measurement is done by using ASTM D1708 micro tensile testing
method. Four specimens with a dimension of 2 and 1 mm were prepared. The
deformation rate was set to 0.5 mm/min.

20.3 Results and Discussion

20.3.1 Image Acquisition

Figure 20.1 shows stereomicoscope images of electrode layer of artificial muscle
from various concentration of CNT. Obviously, the more CNT concentration it has,
the higher intensity of the image. Here, a higher intensity of an image represents a
darker colour of image. However, at 2.4 wt%, it can be seen that the CNT
agglomeration is evident. This agglomerate indicates a low dispersion quality of
CNT throughout the polymer electrode. Intuitively, dispersion quality of CNT shall
affect the mechanical and electrical properties of electrode layer.

20.3.2 Mechanical Property Measurement

Stress-strain curve is acquired after the elastic modulus test as shown in Figs. 20.2
and 20.3. Figure 20.2 represents the result from electrolyte layer that mainly is a
mixture of polymer and salts. Here, the control specimen is composed of polymer
PCL-PU layer. The addition of 50 % w/w salts results in lower tensile strength and
later also elastic modulus. It can be seen that at 15 % of elongation, the tensile is
lowered by 50 %. It can be indicated that the salts left more micropores during the
drying process to realize the electrolyte layer. A further addition of salt (66 %)
brings a lower tensile strength as shown in Fig. 20.2. However, a statistical analysis
shows that the difference is not significant.

Figure 20.3 shows the result of mechanical testing from electrode layer speci-
mens. With respect to control specimen, the addition of CNT is not showing any
significant difference of tensile strength property until the 2.4 % CNT
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Fig. 20.1 Stereomicroscope images from electrode layer at various CNT concentration: (1) 0%,
(2) 0.5%, (3) 1.5% and (4) 2.4%

Fig. 20.2 Stress-strain curve
of electrolyte polymer layer at
various salt concentrations
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Fig. 20.3 Stress-strain curve
of electrode layer at various
CNT concentrations

Fig. 20.4 Result of elastic
modulus measurement from
electrolyte layer at various salt
concentrations

Fig. 20.5 Result of elastic
modulus measurement from
electrode layer at various
CNT concentrations
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concentration. Intuitively, this increasing tensile strength is correspondingly with
the amount of carbon nanotube in the electrode layer.

Furthermore, the measurement of elastic modulus is depicted in Figs. 20.4 and
20.5 for electrolyte and electrode layer respectively. Similarly to the strength
property, the stiffness of electrolyte layer is decreasing as the salt was added in
Fig. 20.4. In addition, Fig. 20.5 confirms that the addition of CNT bring a much
higher elastic modulus of polymer membrane.

20.3.3 Conductivity Measurement

The conductivity result of electrolyte and electrode layer is reported in Fig. 20.6.
Here, specimens with 50 % salt were taken into account as control for electrode
layer. Note that the electrode layers are a mixing between electrolyte material and
carbon nanotube as conductive filler. The conductivity results show that the elec-
trical property corresponded positively with mechanical properties. It can be con-
cluded that the micropores by salts and CNT affect the electrical property as much
as mechanical properties.

Furthermore, Fig. 20.6 shows a small improvement of conductivity is shown at
the 1.5 wt%. Later, an abrupt conductivity value at 2.4 wt% is evident. This can be
explained that the percolation threshold of electrode is reached at near 1.5 % w/w
CNT addition. The conductivity measurement at 2.4 wt% is comparable to those of
germanium (2.17 s/m 20 °C). This substance is widely used as a semiconductor
material. Thus, PCL-PU CNT might be used as a flexible electrode in electrical field.

A simple plot line as suggested by below equation was applied.

r / ðp� pcÞt ð20:1Þ

Fig. 20.6 Conductivity
measurement result of
electrolyte and electrode
layers
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The equation is employed to predict the value of conductivity (ρ) at any con-
centration of conductive substance (p) as the conductive threshold concentration
(pc) is known from experimental. Our previous result gives the value of conductive
threshold to be near 1.5 % w/w carbon nanotube. By inputting the power value
(t) of 2.15 at Eq. 20.1, we shall have a prediction line of conductive as plotted in
Fig. 20.6. This result is interesting in that the power constant is similar to that
theoretically predicted for a 3D percolation model. The percolation theory suggests
that a substance has a power constant to be about 2 in order to behave as conducting
material.

20.4 Conclusion

The main material for artificial muscle is realized and characterised completely.
This paper shows the strong relation between mechanical property and electrical
property that driven by the particle contents. The anion salt and carbon nanotube
affect the microstructure of polymer which evident in the electromechanical prop-
erties. The experiment shows that the percolation threshold occurred between 1.9
and 2.4 wt% CNT concentrations for electrode layer. Modulus elastic value at
percolation point has a value of 7 MPa. Conductivity value at percolation point is
around 1.6 S/m.

Acknowledgment This research is funded by Ministry of Research Technology and Higher
Education of Indonesia in year 2014–2015 under scheme of International Collaboration and
Publication grant.
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Chapter 21
A Single-Phase Twin-Buck Inverter

Hanny H. Tumbelaka

Abstract This paper proposes a simple single-phase twin-buck inverter to interface
a DC source such as a renewable energy source to AC loads. It consisted of two
identical buck converters with a sinusoidal duty ratio. The first converter produced a
positive half cycle of a 50 Hz sinusoidal output voltage, and the second converter
produced the negative one. Then, both of them are integrated using transistors Q3
and Q4. By shifting the phase angle of signals for triggering transistor Q3 and Q4
from a sinusoidal reference signal, the distortion around zero crossing was reduced.
The computer simulation results show that the output voltage and current were
sinusoidal with harmonic distortion of 1.12 and 0.49 % respectively.

Keywords Buck converter � Single-phase inverter

21.1 Introduction

An inverter converts a DC voltage source or a DC current source to an AC
voltage/current. It takes power from a DC source and sends the power to AC loads
using power electronic devices. An inverter can be used to interface a renewable
energy source such as PV panels to AC loads or a grid [1, 2]. A solar home system
is one of the single-phase inverter application. Lamps and home appliances are
connected to PV panels as well as to batteries through a single-phase inverter.

There are many types of a single-phase inverter. The most common inverter,
especially a voltage source inverter (VSI) is a single-stage bridge pulse-width-
modulation (PWM) inverter [2–4]. It generally consists of four switches configured
as a bridge with a filter. PWM signals trigger the switches to generate a sinusoidal
AC waveform. Recently, a dual-buck full-bridge inverter [5, 6] as well as a two
identical boost or buck-boost inverter [1] has been proposed. The main idea in
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developing this inverter was to mitigate a shoot-through problem in a bridge voltage
source inverter, which was usually overcome by a dead time to block the upper and
lower transistors of each leg.

A different configuration for a single-phase stand-alone inverter comprising of
two identical but independent step-down DC-DC converters is presented in this
paper to generate a sinusoidal voltage. Basically, a step-down (buck) DC-DC
converter changes a high DC value from a DC source to a low DC value needed by
a DC load. Therefore, this proposed inverter is very simple and easy to implement.
The controller is uncomplicated as well. By varying the duty ratio, it is possible to
create a sinusoidal inverter.

21.2 Circuit Configuration

21.2.1 A Basic Step-Down DC-DC Converter

A Single-phase Twin-Buck inverter basically consists of two step-down DC-DC
converters. A schematic diagram of a single step-down (buck) DC-DC converter is
shown in Fig. 21.1. The working principle of a buck converter has been elaborated
in [3, 4]. The transistor is switched ON (during tON) and OFF (during tOFF).
tON + tOFF = TS = 1/fS, fS is a fixed switching frequency. When the transistor is on
(mode 1), the inductor current (iL) builds up. Energy is transferred to the capacitor
and the load from the DC voltage source (VS). The inductor current for mode 1
(0 ≤ t ≤ tON) is:

VS ¼ VO þ L
diL
dt

ð21:1Þ

iL tð Þ ¼ VS � VO

L
tþ IL1ð0Þ ð21:2Þ

where IL1(0) = initial value of iL for mode 1, and VO = output voltage
When the transistor is switched off (mode 2), the energy stored in the inductor

(L) is released to the capacitor and the load through the free-wheeling diode (DF).
The inductor current decreases. The inductor current for mode 2 (tON ≤ t ≤ TS) is:

Fig. 21.1 A Step-down (buck) DC-DC converter
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0 ¼ VO þ L
diL
dt

ð21:3Þ

iL tð Þ ¼ �VO

L
tþ IL2ð0Þ ð21:4Þ

where IL2(0) = initial condition of iL for mode 2.
In a stable operating cycle, the average inductor voltage is zero, then

ðVS � VOÞtON � VOtOFF ¼ 0 ð21:5Þ

where tON = KTS and tOFF = (1-K) TS. K = duty ratio, constant value in a range 0–1.
Solving the Eq. (21.5), the relationship of the input-output voltage of the

step-down converter is

VO

VS
¼ tON

tON þ tOFF
¼ K ð21:6Þ

The Eq. (21.6) is valid when the inductor current stays in a continues conduction
mode (CCM), which is iL (t) > 0. IL1(0) and IL2(0) never go to zero.

21.2.2 A Single-Phase Twin-Buck Inverter

In order to generate a sinusoidal output voltage using a buck converter, tON and tOFF
can be varied in proportion to the amplitude of a sine wave. In this case, the duty
ratio K is not a constant but has to be controlled according to a sinusoidal
pulse-width-modulation (SPWM) rule [3]. The duty ratio becomes k (t) = ma sin t,
where 0 ≤ ma ≤ 100 %. Then, from Eq. (21.6), the output voltage becomes

VO ¼ VSma sin t ð21:7Þ

However, the converter only produces a positive voltage. Therefore, to generate
a complete 50 Hz sinusoidal output voltage, two identical step-down (buck) DC-DC
converters are needed. The first converter produces a positive half cycle of a sine
wave, while the second converter produces a negative half cycle of a sine wave by
inverting the output voltage. Both of them are independent. Hence, each converter
only operates in a half period (10 ms).

Figure 21.2 shows the two identical (twin) step-down (buck) DC-DC converter
working as an inverter.

From Fig. 21.2, both the upper and the lower buck converter generate a positive
half cycle of a 50 Hz sine wave. To produce a sinusoidal output voltage, transistors
Q3 and Q4 are used to connect both converters to the load. When Q3 is switched
on (Q4 is switched off), the load receives the voltage from the upper converter.
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When Q4 is switched on (Q3 is switched off), the load receives the voltage
(inverting) from the lower converter. The transition happens in zero crossing of a
sine wave. Hence, for a full period (20 ms for 50 Hz), the load receives an AC
sinusoidal voltage.

21.3 Inverter Controller

In order to generate a sinusoidal duty ratio (k(t)), a SPWM controller is used. The
circuit diagram of the controller is shown in Fig. 21.3.

VREF is a sinusoidal reference signal with frequency of 50 Hz and the amplitude
of ma. As carrier signals with a constant high switching frequency, VTRI (1) is a
triangular wave above the t axis, and VTRI (2) is a triangular wave below the t axis.
As a result, during a positive half cycle, the controller produces SPWM signals to
trigger transistors Q1, while signals for Q2 are low. The controller also generates a
50 Hz signal for transistor Q3, which is high. During a negative half cycle, the
controller produce SPWM signals to trigger Q2, while signals for Q1 are low. The
controller also generates a 50 Hz signal for transistor Q4, which is high.

Fig. 21.2 A twin-buck
inverter circuit

Fig. 21.3 Control circuit
diagram
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Figures 21.4 and 21.5 demonstrate the sinusoidal reference signal VREF and the
carrier signals VTRI (1) and VTRI (2). In this case, the VTRI amplitude = 1 and the
frequency is 5 kHz. The amplitude of VREF (ma) = 0.95 and the frequency is 50 Hz.
By using comparators, the controller generates SPWM signals for triggering tran-
sistor Q1 and Q2 as shown in Fig. 21.6.

Fig. 21.4 VREF and VTRI (1)

Fig. 21.5 VREF and VTRI (2)

Fig. 21.6 SPWM signals for triggering transistors Q1 and Q2
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Figure 21.7 shows signals for triggering transistors Q3 and Q4. VREF is
compared to a zero voltage. During a positive half cycle, the comparator output
voltage (Q3) becomes high, and Q4 becomes low. During a negative half cycle, the
comparator output voltage (Q3) becomes low, and Q4 becomes high. TD1 is used
to shift VREF for several degrees. As a result, the phase of the comparator output
voltage Q3 and Q4 will also be shifted compared to the phase of VREF.

21.4 Simulation Results

The circuits in Figs. 21.2 and 21.3 are tested using PSIM simulator to verify the
concepts described in previous sections. Circuit parameter values for simulation:
source voltage VS = 24 V, L = 1.2 mH, C = 47 μF, Rload = 6 Ω and
Lload = 1.4 mH.

Figure 21.8 demonstrates that the output voltage of the twin-buck inverter is
sinusoidal similar to the sinusoidal reference signal VREF. The amplitude equals to a

Fig. 21.7 Square signals for triggering transistors Q3 and Q4

Fig. 21.8 Output voltage and current
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DC input voltage (VS) multiplied by ma. It is proven that the twin-buck inverter is
able to generate an AC sinusoidal voltage. The transition between a positive half
cycle and a negative half cycle is smooth. The total harmonic distortion (THD) of
this output voltage is 1.12 %. Figure 21.8 also shows the load current, which is an
AC sinusoidal current. There is a small phase difference between the output voltage
and current due to an inductive component of the load. The total harmonic dis-
tortion (THD) of this output current is 0.49 %.

The process to create an AC sinusoidal voltage can be seen from inductor
currents iL (Fig. 21.9) and capacitor voltages VC (Fig. 21.10). The inductor currents
is going up and down in high frequency when the transistor is switched on and off.
Because tON and tOFF are varied according to a sinusoidal duty ratio, then the
inductor currents look like a sinusoidal waveform with ripples according to
Eqs. (21.2) and (21.4). Figure 21.9b shows the inductor current in detail. The
inductor currents are in continuous conduction. Figure 21.10 shows the capacitor
voltages. The value of a capacitor determines the ripple of the output voltage. It can
be seen that each step-down DC-DC converter operates in a half period and
generates a positive half cycle of a sinusoidal waveform.

Fig. 21.9 a inductor current b inductor current in details for time period 0.35 s–0.356 s
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21.4.1 VREF Phase Delay

As mention before in Fig. 21.3, there is a function block TD1 that shifts VREF for
several degree. As a result, there is a phase difference between VREF and square
signals to trigger transistors Q3 and Q4. The phase shift is needed to overcome the
problem of zero-crossing distortion [6]. In the simulation results above, the phase
delay is selected to be 3.5o.

Figure 21.11 shows the output voltage and current without phase shift. It can be
seen that there is a distortion around zero crossing of the sinusoidal waveform. The
total harmonic distortion (THD) of the output voltage and current are 2.42 % and
1.43 % respectively. Compare to inductor current in Fig. 21.9b, the inductor current
without phase shift (Fig. 21.12) goes to discontinuous conduction around zero
crossing. Consequently, the capacitor voltage is distorted (Fig. 21.13).

Fig. 21.10 Capacitor (output) voltages

Fig. 21.11 Output voltage and current without phase shift
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21.5 Conclusion

This paper proposes a single-phase twin-buck inverter. The inverter interfaces a DC
source to AC loads. It consists of two identical step-down (buck) DC-DC con-
verters with a sinusoidal duty ratio. The first converter produces a positive half
cycle of a 50 Hz sinusoidal output voltage, and the second converter produces the
negative one. Each converter operates in a half period and generates a positive half
cycle of a sinusoidal waveform. Then, both of them are integrated using 2 transistor
that operate alternately every 10 ms. By shifting the phase angle of signals (3.5o) for
triggering transistor Q3 and Q4 from VREF, the distortion around zero crossing is
reduced. Simulation using PSIM shows that the inverter generates a 50 Hz sine
wave. The output voltage THD becomes 1.12 %.

Fig. 21.12 Inductor current without phase shift

Fig. 21.13 Capacitor voltages without phase shift
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Chapter 22
Performance Comparison of Intelligent
Control of Maximum Power Point
Tracking in Photovoltaic System

Daniel Martomanggolo Wonohadidjojo

Abstract In this study, two models of power generation system are developed.
They consist of the PV module, boost converter and the controller. The models
utilize intelligent controllers, Perturb and Observe algorithm and Fuzzy Logic
Controller. The objective of this study is to compare the performance of each
controller in the system by using the same input which are the varying solar
irradiance and the constant solar temperature. The simulations are undertaken to
compare the PV power, the output power and the output voltage as the performance
indicators. The results show that the FLC performs better in the developed system.
It generates higher PV power, output power and output voltage than the P&O
algorithm.

Keywords Performance comparison � Maximum power point tracking �
Photovoltaic � Fuzzy logic controller � Perturb and observe

22.1 Introduction

Photovoltaics (PV) module generates electricity by converting irradiation of the
sunlight without polluting the environment. The conversion is undertaken by
electronics circuits. Nowadays this power generation system is known as one of the
renewable energy systems. In order to use the electricity from PV modules, a PV
generation system should be developed. In developing such a system, a model that
is developed to simulate the behavior of the system is useful. As a result of the
simulation of the solar PV system one can benefit from this model as a photovoltaic
generator in the field of solar PV power conversion systems. The objective of this
study is to develop a model of PV generation system with Maximum Power Point
Tracking (MPPT) capability controlled by intelligent controller. Two intelligent
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controllers utilized in this model are using Fuzzy Logic Controller and Perturb and
Observe algorithm. The performance of these controllers are simulated, the eval-
uation is based on the power and voltage generated by the system. The model is
developed within MATLAB—Simulink environment. Such model discussed in this
study would provide a tool to predict the behavior of solar PV cell and module.

22.2 Photovoltaic Generation System

There have been a number of studies on MPPT algorithms over the years. The
studies of algorithms were conducted for the MPPT including perturb and observe,
incremental conductance, parasitic capacitance, constant voltage and fuzzy logic
algorithms [1–4]. There are a number of algorithms reported utilized in the recent
studies. They were using GA [5] and Fuzzy Logic [6, 7].

A photovoltaic system is built from several photovoltaic solar cells. A single PV
cell is capable of generating a small amount of power that depends on the type of
material used. PV cells can be connected together to generate higher power modules
that answers the need of higher power output. It is usual in practice that a photo-
voltaic generation system consists of a solar PV and a boost converter. The solar PV
generates electricity from the light dependent diode, the BC amplifies the current
(and voltage) to obtain the desired level of power. The block diagram of the system
is depicted in Fig. 22.1.

22.2.1 Solar Photovoltaic

The electrical circuit equivalent of solar photovoltaic cell is depicted in Fig. 22.1. It
is usually referred to the one diode model of the PV cell. The model consists of a
current source, a diode shunt and series resistor and a resistive load. The equation of
this model is represented as Eq. (22.1) [8].

Fig. 22.1 Block diagram of the power generation system
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IPV ¼ Iph � Ir exp
VPV þ IPV Rse

Vt

� �

� 1
� �

� ðVPV þ IPV RseÞ
Rsh

ð22:1Þ

where IPV and VPV is the solar cell current and voltage, Iph is the light generated
current, Rse is the series resistance, Rsh is the shunt current and Vt is the thermal
voltage.

Only a limited amount of current is produced by a single cell. In order to get the
desired power, the cells are connected in parallel and series. Then the modules are
connected in array to obtain the desired voltage and current.

The current that is generated by the PV cell depends linearly on the solar
irradiation and is influenced by the temperature as well [9] as shown in Eq. (22.2).

IPV ¼ IPV ;n þ KI DT
� � G

Gn
ð22:2Þ

where IPV is the light generated current at nominal condition (25 °C and
1000 W/m2), ΔT = T−Tn, T is the actual temperature [K], Tn is the nominal
temperature [K], KI is the current coefficients, G is the irradiation on the device
surface [W/m2] and Gn is the nominal irradiation.

22.2.2 Boost Converter

To enable the effective flow of desired current to feed the load in a PV generation
system, a power electronics circuit such as DC to DC converter is utilized. The
converter can be implemented in several topologies such as buck converter, boost
converter, buck-boost converter and others converter topology as power condi-
tioning circuitry. The DC–DC converters are electrical circuits that transfer the
energy from a DC voltage source to a load and regulate the output voltage. The
energy is transferred via electronic switches, made with transistors and diodes, to an
output filter and then is transferred to the load. DC–DC converters are used to
convert unregulated DC voltage to regulated or variable DC voltage at the
output [10].

In this proposed system, a DC–DC converter is included to maintain the load
voltage constant. The block diagram of the power generation system is depicted in
Fig. 22.1. The converter is implemented as step up configuration and supplied by
the PV module. In this converter, the input and output relationship is expressed as
Eq. (22.3) [10].

Vout

Vin
¼ 1

1� D
ð22:3Þ

where Vin and Vout are the input and output voltage of the converter respectively
and D is the duty cycle produced by the converter. Since the value of D must be
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between 0 and 1, the magnitude of output voltage should be higher or the same as
the input value. When the DC voltage supply from the PV module varies as a result
of irradiation variation, then the amplitude and frequency of the DC voltage should
be maintained.

22.2.3 Perturb and Observe Algorithm

The principle of this algorithm is to provoke perturbation by decreasing or
increasing the Pulse Width Modulation (PWM) duty cycle, and observing the effect
on the output of PV power. If the power P(k) is greater than the previous computed
power P(k−1), then the direction of perturbation is maintained otherwise it is
reversed [6].

22.2.4 Fuzzy Logic Controller

The use of FLC in MPPT has several advantages. Fuzzy logic controllers are
capable of working with imprecise inputs, handling nonlinearity and without an
accurate mathematical model. Fuzzy logic control generally consists of three stages:
fuzzification, inference system that is implemented in rule base, and defuzzification.
During fuzzification, numerical input variables are converted into linguistic vari-
ables based on a membership function (MF). The MFs of FLC designed in this
study is shown in Figs. 22.2 and 22.3. In this case, seven fuzzy levels are used: NB
(Negative Big), NM (Negative Medium), NS (Negative Small), ZE (Zero), PS
(Positive Small), PM (Positive Medium) and PB (Positive Big).

In those Figures, the range of MF is based on the range of values of the
numerical variable. The inputs to a MPPT using FLC are the error E and change of
error ΔE. The error and change of error are calculated to generate the control signal

Fig. 22.2 Membership function of input (E and ΔE)
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that maintains the output of the system to track the maximum power point. The E
and ΔE are expressed in Eqs. (22.4) and (22.5).

En ¼ PðnÞ � Pðn� 1Þ
VðnÞ � Vðn� 1Þ ð22:4Þ

DEðnÞ ¼ EðnÞ � Eðn� 1Þ ð22:5Þ

Once E and ΔE are calculated and converted to the linguistic variables, the fuzzy
logic controller outputs the change in duty ratio ΔD of the power converter
according to the rules that is composed in a rule base table [11]. The table is shown
in Table 22.1. The rule base to control the ΔD for different combinations of E and
ΔE are based on the power converter being used and also on the knowledge of the
user. The rule base shown in Table 22.1 is designed to track the maximum power
point by controlling the duty cycle that drives the boost converter. If for example,
the operating point is far to the left of the MPP, that is E is PB, and ΔE is NB, then
we want to increase the duty ratio largely, that is ΔD should be PB to reach the
MPP.

In the defuzzification stage, the fuzzy logic controller output is converted from a
linguistic variable to a numerical variable by using the same membership function

Fig. 22.3 Membership function of output

Table 22.1 Rule base of the
fuzzy logic controller

ΔE
NB NM NS ZE PS PM PB

NB ZE ZE ZE NB NB NB NM

NM ZE ZE ZE NS NM NM NM

NS NS ZE ZE ZE NS NS NS

E NM NS ZE ZE ZE PS PM

PS PS PM PM PS ZE ZE ZE

PM PM PM PM ZE ZE ZE ZE

PB PB PB PB ZE ZE ZE ZE
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as shown in Figs. 22.2 and 22.3. This generates a signal that controls the power
converter to the MPP. This means that the effectiveness of FLC depends on how the
error and change of error were chosen, the design of membership functions and the
knowledge to develop the rule base table.

22.3 Design and Model

22.3.1 PV Module

The module is designed as PV module based on the Kyocera KC50T specifications.
It is based on electrical performance under standard test condition that is depicted in
Table 22.2. Using the specifications in Table 22.2, the PV module characteristics is
simulated and depicted in Figs. 22.4 and 22.5.

22.3.2 Simulink Model

The Simulink model of the power generation system is shown in Fig. 22.6. The
model is developed with three subsystems: the PV module, controller and boost
converter.

22.4 Simulations

Simulations were performed by using constant values of irradiation and temperature
that are usually used in standard test condition: Irradiation of 1000 W/m2 and
Temperature of 25 °C. In the first simulation, the P&O algorithm is used in the
MPPT block to track the maximum power point. Then in the second one, the FLC is
utilized under the same STC.

Table 22.2 PV module
specifications [11] electrical
performance under Standard
Test Conditions (STC):
irradiance1000 W/m2, module
temperature 25 °C

(STC)

Maximum Power (Pmax) 54 W (10 %/− 5 %)

Maximum Power Voltage (Vmpp) 17.4 V

Maximum Power Current (Impp) 3.11 A

Open Circuit Voltage (Voc) 21.7 V

Short Circuit Current (Isc) 3.31 A

Max System Voltage 600 V

Temperature Coefficient of Voc −8.21 × 10−2 V/0C

Temperature Coefficient of Isc 1.33 × 10−3 A/0C
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Fig. 22.4 Current–voltage characteristics under 3 different irradiance level

Fig. 22.5 Power–voltage characteristics under 3 different irradiance level
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22.5 Results and Discussion

The generated PV power is simulated under two conditions, first using the FLC and
second using P&O algorithm. The irradiance used as the input of the solar PV is
depicted in Fig. 22.7, and the PV power generated using P&O and FLC is depicted
in Fig. 22.8. The figures show that both controllers are able to track the irradiance
variation. However, the FLC is able to control the system so that it generates power
higher than the P&O after 0.1 s.

The output power and voltage generated by the system is also simulated under
two conditions, first using the FLC and second using P&O algorithm to track the
maximum power point. The results are shown in Figs. 22.9 and 22.10 respectively.
The figures indicate that the FLC performs better in terms of the amount of power
and voltage generated. It generates higher power and voltage after 0.1 s than the
P&O algorithm. The PV power and output power generated by utilizing the FLC

Fig. 22.6 Simulink model of the power generation system
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are 1.55 and 1.47 % higher than the ones generated using P and O algorithm. Using
the FLC, the PV voltage and output voltage are 1.43 and 0.65 % higher than using
the P and O algorithm.

Compared with the result in [6], the power and voltage generated with P&O in
this study are smoother than the ones in that study. The power and voltage signal in
that study that using P&O are generated with chattering. That degrades the quality
of the electricity produced and the performance of the PV system.

Fig. 22.7 Irradiance of the
solar PV

Fig. 22.8 PV power
generated using P&O
and FLC
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22.6 Conclusion

A model of power generation system using photovoltaic has been developed and
presented. It consists of a solar module, a boost converter and a controller. Two
controllers have been utilized in the system, the P&O and FLC. The simulation
results show that FLC outperforms P&O in terms of higher amount of PV power,
generated output power and voltage.

Fig. 22.9 Output power generated using P&O and FLC

Fig. 22.10 Output voltage generated using P&O and FLC
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The power amounts generated between the two controllers are not significantly
different. Further studies need to be considered by utilizing different intelligent
controller that generates significantly higher power while tracking the maximum
power point.
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Chapter 23
Vehicle Security and Management System
on GPS Assisted Vehicle Using Geofence
and Google Map

Lanny Agustine, Egber Pangaliela and Hartono Pranjoto

Abstract Global Positioning System (GPS) receiver installed in motor vehicles
have been used to track vehicles. The position of vehicle is transmitted via a
wireless network using cellular telephone network known as GSM (Global System
for Mobile communication). A vehicle that has GPS receiver installed onboard
connected with GPRS modem and connected to a computer system in the Internet
can be monitored and then provide alert when it travels outside the predefined area.
This area is very important for many situations such as city car rental, trucking
company to send goods from one city to another and logistic company with many
fleets. The system designed here is a module with a GPS and a GPRS already
integrated in one module. The output of the GPS receiver is connected to a
microcontroller. The microcontroller dictates which data is collected via the GPS
receiver and then sends the information to a computer system via GPRS modem.
The microcontroller also receives command from the computer system via the
GPRS connection and then can acct accordingly, such as change the frequency of
geo-coordinate or turn the vehicle engine off if necessary. This device will help the
user to track its vehicle via Google Map with the GPS coordinate data sent to the
database server every 10. This device will enable the operator to turn off the vehicle
engine and one other device onboard the vehicle if necessary. With the feature of
Geofence on the Web server using HTML5, a virtual fence has been built around
the Google Map and when the vehicle moving outside the fence the user can be
alerted either via email or color change on the web page. The device has been tested
and shown to be working with all the conditioned mentioned above. The computer
system that displays the web page together with the geofence has been developed
and shown to be working properly as indicated.

Keywords Vehicle geofence � Google map � Fleet management � GPS assisted
vehicle tracking
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23.1 Introduction

Vehicle tracking system using Global Positioning System (GPS) is a system that
uses the GPS to locate the geographic coordinate of vehicle was developed pre-
viously [1]. The device itself is basically a radio receiver tuned into the frequency of
the transmitting frequency of the GPS satellites in which it enables the receiver to
compute its geographic coordinate. There are several data sets that can be obtained
from the GPS satellites such as the accurate position of the receiver within certain
radius, number of satellites received by the unit, speed of the GPS receiver moving,
and accurate date/time based on the Universal Time Coordinated). Distance
between the transmitting satellites and the GPS receiver is determined by using
accurate time lapse between the satellites—which uses very accurate atomic
clock—and the receiver using less accurate quartz crystal. Although the crystal
clock is less accurate, but the result of the distance is still very accurate up to one
meter resolution or less. The signal sent by the satellites includes the timestamp of
the signal send and the receiver will determine the distance by measuring the time
to travel to the receiver.

Using a triangulation method based on the distance from the GPS satellites, the
position of the GPS receiver will be known precisely within a few meters as
describe in [1–5]. This can be achieved because the precise position of the GPS
satellites is excellent and reliable. Uncertainties of the distance can arise because of
several physical phenomena such as temperature gradient on the atmosphere, signal
bounce due to objects, and strength of satellites signals received by the GPS
receiver. Other data is also obtained from the GPS receiver such as speed of the
vehicle moving, heading of the movement of the GPS receiver, accuracy of posi-
tion, number of satellite signal received, and strength of the signal received.

Data send from the GPS receiver is generally already in digital format and send
to a computer or microcontroller using serial connection with signal amplitude of
0–5 V. Format of the data is already standardized using format of NMEA-0183 with
the latest standard being version 4.10. Based on the NMEA-0183 standard, the
serial data rate of the GPS receiver is 4800 bits per second with 8 bits of data and
one stop bit (4800 bps 8N1).Other than sending data via this serial connection,
setting of the GPS receiver can be performed via this serial connection. Setting
includes the data format, unit of measurement, and time information.

The GPS data obtained from a moving vehicle is transmitted using wireless data
network from part of the GSM (Global System for Mobile Communication) also
known as cellular telephone. The data component part of the GSM is called General
Packet Radio Service (GPRS) can connect to the host computer with speed up to
128 kbit/s which is fast enough for this application. In order to use the GPRS part of
the GSM network, a GPRS modem is needed to connect the data portion of the
wireless network. The GPRS modem connects to the microcontroller via a serial
connection similar to the connection to the GPS mentioned previously.

Figure 23.1 illustrates the system used for Vehicle security and management
system on GPS assisted vehicle using geofence and Google map system. There are
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GPS satellites to assist the GPS receiver mounted on vehicles to be monitored to
find their geographical coordinates. The coordinates of the vehicles are send via
GPRS modem using GSM network to the Internet to a computer system—usually in
a data center—with database server and web server already installed on the system.
An operator—also connected to the Internet—access the server via web browser to
access the coordinate data of the vehicles to be monitored. The web server of the
computer system with HTML5 capability can provide the geolocation of the vehicle
to be monitored on the web page overlaid with the map of the location using
Google Map.

The operator has several monitoring privileges and control of the vehicle.
Operator can track the vehicle and place a geo-fence around the vehicle and some
other features discussed later. With this feature, a vehicle that is going beyond the
geo-fence or virtual fence can be displayed on the screen and operator can be
visually alerted and then can take action accordingly.

23.2 System Design and Constructions

The system design of the vehicle security and management system in block diagram
is shown in Fig. 23.2. There is a GPS module and a GPRS module integrated in one
larger module in SIMCOM 908. This system also has a power management module
to control the charging of a backup lithium battery which will be used to power the
system in case there is a power failure of the main power system. Each of the
modules (GPS and GPRS) has serial input/output UART (Universal Asynchronous

GPS Satellites

GSM & GPRS network

Operator

Data center

Vehicles to be monitored

Fig. 23.1 Vehicle monitoring/management system using GPS via GPRS network
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Receiver Transmitter) in which the devices will send or receive the data. The serial
input/output is connected to a microcontroller ATMEGA 164PA which has two
serial input/output. All of the modules are powered using the same power supply
which is 3.3 V which can be obtained from the external power or from the internal
lithium battery.

23.2.1 Global Positioning System (GPS)

Global Positioning System (GPS) is a satellite based positioning, in which there is
a need for at least three visible satellites to determine the position—including
altitude—of a GPS receiver. The basic method of position determination is trilat-
eration which has been described elsewhere [6–8]. In reality with more than three
visible satellites, the accuracy of the position will increase and accuracy can be
within 2 m in many situations where there is not much obstruction to the satellite
signals. In many situations the signal strength received from the satellites will also
improve the accuracy the calculation of the position. On the average without any
special antenna a GPS receiver can detect 7–11 satellites at the same time with
signal strength between 11 and 25 dB with accuracy of less than 5 m.

Most GPS systems have serial output similar to RS-232 or UART (Universal
Asynchronous Receiver Transmitter) and the output format usually comply with the
NMEA-0183 output. Serial output of NMEA-0183 compliance device will have
character ‘$’ as the first character followed by two characters talker identification
such as ‘GP’ for GPS device. The next identifier after the $GP are three letter-
identifier related to the GPS data such as GGA (constant GPS data), GLL
(Geographic Position Latitude/Longitude), GSA (GNSS/Global Navigation
Satellite Systems Dilution of Accuracy), ZDA (GPS time and date Information),
VTG (Course Over Ground and Ground Speed), RMB (Recommended Minimum
Navigation Information), and RMC (Recommended Minimum Specific GNSS

External power 
from vehicle

Power 
Management

Internal GPS 
system battery 

GPS 
Module

GPRS 
Module 

SIMCOM908

ATMEL 
ATMEGA 

164PA

Digital output

power

data
Digital display 

output

Digital input

Digital output

Fig. 23.2 Block diagram of vehicle monitoring/management system using GPS via GPRS
network
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Data). The data followed after the three-letter-identifier is data related to the
identifier. For example, after ZDA identifier, the time and date data will follow,
each data are separated by comma and then the last data is character ‘*’ followed by
the checksum data of two characters ended by < CR > <LF > [9, 10].

23.2.2 General Packet Radio Service (GPRS)

General packet radio service (GPRS) is a packet oriented mobile data service
available to users of the 2nd generation cellular communication systems global
system for mobile communications (GSM). This system developed here uses the
2nd generation instead of the 3G system. In 2G systems, GPRS provides data rates
of 56–114 kbit/s [1, 2, 11, 12]. The purpose of this system is to communicate data
from the GPS to the computer which is attached to the Internet. Detail connection of
a GPRS modem to the Internet is described in details in [1].

Connection establishment from the device to the GPRS network is conducted via
a GPRS modem with connection which has a serial connection to computer/
microprocessor. Command to connect to the GPRS network is via Hayes command
which is also known as AT+ command (Attention Command) [13–15].

23.2.3 SIMCOM908 (GPS and GPRS Modules in One Unit)

One of the most important modules used in this device is SIMCOM908. It is a
module which comprise of a GPS module which is described above combined with
a GPRS and GSM modules integrated into one larger module with its function
blocks shown in Fig. 23.3a.

As shown in Fig. 23.3a, this module also has a power management module
which is utilized to manage internal rechargeable battery. This battery is a backup
power in case the external power from the car battery is unplugged and the backup
in embedded inside the unit. Charge management unit include the full power
recharge if the backup battery is low in power, trickle charge the backup battery for
a period of time when it is full, and then stop the charging when the backup battery
is completely full. Figure 23.3a also shows that the module has module has com-
plete GPS receiver, complete GPRS packet data connection along with GSM
telephone with external SIM card connection for the GSM with ‘Mini SIM (2FF)’
form factor. The GPS, GSM and GPRS unit are controlled by two different UART
port, one UART for the GPS and the other UART for the GSM/GPRS unit.
The GSM module is Quad-band with power to the SIM card (1.8–3 V) compatible
with providers in Indonesia. Serial port connection support data rate from 4800 to
115,200 bit/second (bps). Figure 23.3b is the photograph of the top side of the
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module and Fig. 23.3c is the bottom part. Antennas for the GSM and GPS module
are connected via two different I-Pex connectors on the component side as shown in
Fig. 23.3b. The same module is used in previous work [1].
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GSM Audio
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Real Time
Clock

Power
Suppy
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SIM Card
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Keypad/
GPIO
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Radio
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(a)
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Fig. 23.3 a SIMCOM908nfunction block with power management. b Top view of SIMCOM908
module with I-Pex antenna connector. c Bottom view of SIMCOM908 module with the pin
connection to PCB
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23.2.4 Microcontroller ATMEL ATMEGA164PA

The SIMCOM908 module used for this device has two serial UART connections to
control the GPS and GPRS modules. Controlling the sub-system requires two
different UART connections that can be active at the same time, therefore a
microprocessor with two serial ports will be used. The choice of this system is the
ATMEGA164PA. This microcontroller has two independent serial ports that can be
programmed for different types of data requirements.

23.2.5 Data Connection to the Server in Internet

Before sending the data, GPRS modem must establish data connection via APN
(Access Point Name) which is the gateway to the public Internet. A user needs to
know the APN the provider in order to connect, and the information is usually
available in the Internet. Connection to the APN will involve sending the user name
and the password. Usually the provider will inform the username and password, but
it must be programmed first in the microcontroller.

After the establishment of data connection, the system onboard the vehicle will
start sending information of its location, speed, heading and other information to the
computer system in the Internet which already has MySQL database application
software installed. MySQL is a Relational Database Management System
(REBMS) capable of handling large amount of data arranged as tables with rows
and columns.

Google Maps is a web mapping service application and technology provided by
Google free of charge—for non-commercial use—that provides information about
geographical region such as road and places. Google Maps uses JavaScript very
extensively together with the API key to display the map. Google user account is
needed via ‘https://developers.google.com/maps/licensing’ to obtain the key. After
the connection to the Internet, this system has to connect to the proper website to
display the location of the vehicle using Google Map. The website is coded into the
system is ‘www.gpsfence.web.id’.

23.3 Implementation of the GPS/GPRS System
and Geo-Fence Web Interface

The vehicle tracking system using GPS and GPRS for data connection has been
designed and constructed using all the subsystem mentioned above. The system
uses double sided board to conserve space with the SIM908 on one side together
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with several external parts such as output driver and regulator. The top part of the
system with the SIM908 module is shown in Fig. 23.4a. Shown also in this figure
the pigtail for the antennas, the top part is the GPS antenna connector while the
bottom connection is for the GPRS antenna. Figure 23.4b is the reverse side of the
circuit board. On this side there is the microprocessor in the form of SMT quad
pack together with the crystal and the SIM card holder, and two regulators and on
the left-hand side of the board there is an 8-pin header for the programming of the
microprocessor via the ISP port of the microcontroller.

The vehicle location information obtained from the GPS is stored in a database
file (MySQL) with the data shown in Table 23.1. Other than geographic data, the
time, battery condition and vehicle status are also stored in the database and can be

Fig. 23.4 a Top side of the
GPS vehicle tracking with the
SIM908 module shown on top
of it. b Bottom side of the
GPS vehicle tracking with
microprocessor and SIM card
shown
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recalled from the web by clicking on the marker of the vehicle. The database and
also the web interface can be accessed via http://www.gpsfence.web.id.

Data transmission from the GPS to the database is done via GPRS wireless
connection which has been discussed previously. Data connection has been tested
with all the prepaid GSM network in Indonesia and it has been shown to work
properly. For this work, the data connection uses Telkomsel GSM provider with the
Access Point Name (APN) coded internally to the microcontroller. The code for the
work has been discussed elsewhere [1].

The web page stated on the address above is HTML5 capable and therefore can
accommodate geofence and the first page shown is similar to Fig. 23.5. When the
location of the vehicle is within the geofence (made with gray color of a
quad-angle) the marker is shown red and when the location is outside the fence,
then the marker is shown as blue color. Clocking on the market will show that the
location is inside or outside the geofence. In this figure the vehicle is monitored
using the GPS and shown to be inside the geo fence (four locations) and two
locations are outside the fence. The page will also show that the vehicle is outside
the fence when the mouse is clicked. When the vehicle inside the fence is clicked,
then a window will show that the vehicle is inside the fence as shown in Fig. 23.6.

A vehicle equipped with GPS receiver can obtain its geographical coordinate
easily and accurately and the data can be sent to a server in the Internet via GPRS
wireless network. The data can then be displayed/overlaid using map to indicate the
location of the vehicle and then can be enhanced further by displaying a virtual
fence called geofence. With this geofence, the vehicle can be enclosed to be at
certain area of operation and when it moved outside the specified enclosed position

Table 23.1 Parameters saved on the database for the information of the vehicle

Field Parameter saved

UTC Time data are taken based on the Universal Time Coordinated time zone

Longitude Longitude coordinate of the vehicle in signed degree format (DDD.dddd) from
−180 East to +180 West

Latitude Latitude coordinate of the vehicle in signed degree (DD.dddd) from −90 North
to +90 South

GPSU Number of satellites visible to the GPS receiver and used to calculate the
position

Speed Speed of the vehicle in kilometer per hour

Internal
battery

Internal battery capacity in percent

External
power

Indicator of external battery connection

Relay 1 ON/OFF condition (usually for engine, normally open)

Relay 2 On/OFF condition usually for external alarm or others (normally closed)

Emergency On/OFF condition of emergency button, normally off/open
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an operator can be alerted. With this alert system, the vehicle can be more secured
against any wrong doing or any other bad intention and thus the security of the
vehicle is enhanced even further (Fig. 23.7).

Fig. 23.6 First page of the vehicle tracked inside and inside the geo-fence

Fig. 23.5 First page of the vehicle tracked inside and outside the geo-fence
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23.4 Conclusion

This work has shown the work of tracking the vehicle using GPS and GPRS is
successful. From the end result of data, they show that the vehicle can be tracked
properly using GPS and GPRS. When the emergency button is pressed for more
than 3 s the status will be displayed on the web page. Control of vehicle can be
carried out by the operator in charge of the vehicle to turn on and turn of the vehicle
or part of the vehicle when necessary.

Fig. 23.7 a Vehicle is outside the fence after reshaping the geo-fence. b Vehicle is inside the
fence after reshaping the geo-fence
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Chapter 24
Security and Stability Improvement
of Power System Due to Interconnection
of DG to the Grid

Ni Putu Agustini, Lauhil Mahfudz Hayusman, Taufik Hidayat
and I. Made Wartana

Abstract This paper developed a novel method to improve the performance of
power network based on system stability, namely voltage stability index and line
stability factor, as well as system security that is a bus voltage vocation factor and
thermal limits of the transmission line. This method has been analyzed and eval-
uated in a standard test system due to the interconnection of a distributed generation
(DG) into a grid as an anticipation to an increase in load demand. To ensure the
stability and security of the system as a result of the interconnection of the DG, an
optimal placement of one type of shunt Flexible AC Transmission Systems
(FACTS) controller, namely Static Var Compensator (SVC), is conducted. The
device which is proficient for injecting and absorbing reactive power is modeled
and subsequently combined in Newton Raphson power flow analysis. The effec-
tiveness of the methodology developed has been successfully tested on IEEE
14-bus standard test system with integration of the DG into the test system.

Keywords DG � FACTS � SVC � System stability � System security

24.1 Introduction

In recent decades, the electric power system faces new challenges as a result of the
impact of deregulation and restructuring of the electricity market [1]. Along with
the deregulation of the electrical load continues to increase so that the need for the
addition of new power plants into the electric power system network (grid) in
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anticipation of an increase in load demand of consumers. This condition has forced
the transmission lines to distribute power loads approaching its thermal limits.

This condition would attract electric power system to find the right way that
enables the distribution of electric power to consumers in a more efficient way to
control the flow of electrical power [2]. A lot of the latest technology developed in
the electric power system, which makes the utility is able to control the flow of
power in anticipation of an increase in electric power loadability, thermal limit of
the line, the stability of the transmission system, and improve the security of the
transmission system [3]. In addition, a variety of modern control devices have been
developed and used to maximize the power transfer capability while minimizing
power loss transmission system, which leads to efficient utilization and improved
performance of existing power systems [4].

When compared with the corrective control strategy, such as scheduling and
termination load generation, the utilization of modern control systems such as
FACTS devices in the future is a more economical alternative because it reduces the
operating costs and the investment in developing a new network system, although
the cost of the device is still relatively expensive and it is a quite complicated
operation [5, 6].

To anticipate the increasing demand for electricity, and the gradually reduced
dependence on electricity supplies from outside the island, the operation of a dis-
tributed generation (DG) are absolutely necessary. Operation of this plant can
provide influence on grid’s system performance which is represented in the
reduction of the voltage profile and power losses of the grid system. In order to
anticipate the increase in electrical load that occurs for several years into the future
with continuity and reliability, the stability and security of the grid system needs to
be analyzed and evaluated.

This research proposes a novel method based on evolutionary optimization
techniques known as Particle Swarm Optimization (PSO) in analyzing and evalu-
ating the stability and security of the power system at a maximum system load-
ability by operating a distributed generation (DG). This is done by optimal
placement of a shunt FACTS controller i.e. SVC on a IEEE 14-bus standard test
system [7]. With interconnecting DG into the grid, it still ensures the stability of the
system at its margins, which are fast voltage stability index (FVSI) and line stability
factor (LQP); and maintain the security of the system i.e. bus violation factor and
thermal limit. Furthermore, to avoid an excessive increase in line losses due to
increased system loadability, a technique is developed simultaneously to minimize
active power losses as a result of DG interconnection to the grid with the aim to
improve the performance of the system.
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24.2 Problem Formulation

24.2.1 DG Modeling

A precise dynamic modeling of DG unit, to study the dynamic behavior, is the key
issue in obtaining an idea of the impact on the network resulting from the presence
of the generating units that follows a few distractions. Synchronous machines must
be modeled through conventional state equation that describes the electrical
machine, automatic voltage regulator, equations swing, speed regulator and the
main engine [8]. However, this modeling depends on the type of plant. In some
industrial plants which have cogeneration facilities, speed regulator became active
only in an isolated mode of operation. Generator with the power electronic con-
verter can be modeled as a controlled current source or sources of active and
reactive power [9] since the fast transients in this converter, associated with the
operation of electronic switches and controls, which are not the interest of analysis.

24.2.2 Shunt FACTS Modeling

Static Var Compensator (SVC) is one type of shunt FACTS controllers which are
widely used in modern electrical systems in some parts of the world. The SVC is
connected in parallel (shunt) with the load bus to compensate the inductive reac-
tance on the bus. In this study SVC is modeled as an ideal reactive power injection
at bus i [10].

DQi ¼ QSVC ð24:1Þ

The model is completed by the algebraic equation expressing the reactive power
injected at the SVC node [11, 12]:

QSVC ¼ bSVCV
2 ð24:2Þ

where, V and bSVC are the voltage magnitude of a bus at which the component are
connected, and total reactance of the controller, respectively.

24.2.3 System Loadability

To ensure the security of the system due to DG interconnection to the grid, the
system loadability is increased without exceeding their thermal and bus violation
limit factor.
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Maximize F1 x; uð Þ ¼ k1f g ð24:3Þ

Subject to VL ¼
X

N1

i¼1

OLLi x
X

Nb

j¼1

BVVj ð24:4Þ

where VL is the thermal and bus violation limit factor, OLLi and BVVj represent
the overloaded line factor and branch the bus voltage violation factor, respectively;
Nl and Nb are the total numbers of transmission lines and buses, respectively.
In addition λ1 is a load parameter of the system, which intends to locate the
maximum sum of power that the network is able to supply within the system
security margin [4].

24.2.4 Total Power Losses

An exact loss equation in (24.5) represents the total real power loss in a power
system [13].

Ploss x; uð Þ ¼
X

N

i¼1

X

N

j¼1

aij PiPj þQiQj
� �þ bij QiPj þPiQj

� �� � ð24:5Þ

where

aij ¼ rij
ViVj

cos di � dj
� �

; bij ¼
rij
ViVj

sin di � dj
� �

Vi∠δi complex voltage at the bus ith;
rij + jxij = Zij ijth element of [Zbus] impedance matrix;
Pi and Pj active power injections at the ith and jth buses, respectively;
Qi and Qj reactive power injections at the ith and jth buses, respectively;
N number of buses

24.2.5 Stability Constraints

24.2.5.1 Fast Voltage Stability Index

Fast Voltage Stability Index (FVSI) proposed by Musirin [14] is utilized in this
paper to assure the safe bus loading. The FVSI is the device used to indicate the
voltage stability condition formulated based on a line or a bus as defined by
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FVSIij ¼ 4Z2Qj

V2
1X

ð24:6Þ

where, Z is the line impedance, X is the line reactance, Qj is the reactive power at
the receiving end, and Vi is the sending end voltage. FVSI index incorporation in the
controller assures that no bus will collapse due to overloading.

24.2.5.2 Line Stability Factor

System stability index is also assured by Line Stability Factor (LQP) proposed by
Mohamed et al. [15]. The formulation begins with the power equation in a power
system and is expressed as

LQP ¼ 4
X
V2
i

� �

X
V2
i
P2
i þQj

� �

ð24:7Þ

where, X is the line reactance, Vi is the sending end voltage, Pi is the sending end
real power, and Qj is the receiving end reactive power. The LQP must be kept less
than 1.00 to maintain a stable system. LQP assures the controller that no line is
overloaded under any grid condition.

24.3 Methodology Development

24.3.1 Overview of PSO

In a PSO system [16], each particle in search space is defined by the following
elements: xi

k is the value of particle i at generation k. The update of particle i in the
search space is defined by (24.11); pbest is the best value found by the particle i until
generation k; vi

k+1 is the velocity of particle i at generation k. The update of velocity
during the search procedure is presented by (12); gbest is the best particle found in
the group until generation k.

xkþ 1
i ¼ xki þ vkþ 1

i ð24:8Þ

vkþ 1
i ¼ w� vki þ c1 � rand1 � pbesti � xki

� �þ c2 � rand2 � gbest � xki
� � ð24:9Þ

where, ω is weighting function, cj is weighting factor, randi is random number
between 0 and 1, pbest and gbest are “pbest of particle i” and “gbest of the group”,
respectively.
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The following weighting function is usually utilized [17]:

x ¼ xmax � xmax � xmin

itermax
� iter ð24:10Þ

where: ωmax, ωmin, itermax are the initial weight, the final weight, and the maximum
iteration number, respectively.

24.3.2 Calculation of Fitness Function

The optimization problem for the best promising placement of the SVC controller is
changed into an unconstrained optimization problem using a penalty factor (PF) as
given in (14). This becomes the fitness function (FF) in the PSO technique.

FF ¼ l1F1 � l2F2 þPF � VL� 1j j ð24:11Þ

Equation (14) is composed of three parts equation. The first term is a function of
the goal to maximize the loading system as shown Eq. (24.3), the second term is a
second objective function to minimize power loss transmission line as shown in
Eq. (24.5). While the last term, a constraint violation of system security according
to the Eq. (24.4) which is multiplied by the PF to calculate the fitness function given
by (14) for each particle. μi is the weighting coefficient used to adjust the tilt PSO.
For each particle, the data bus line is updated according to the increase in the
system load. NR power flow method run to get on any bus voltage and line power
flow. With this result, the value VL for each particle obtained by using (4) and the
fitness function of each particle is calculated by using (14). Particles that provide
maximum value to the fitness function in a population regarded as gbest particles.

Speed and new position of each particle are calculated respectively using
Eqs. (12) and (13). This procedure is repeated until the maximum number of
iterations is reached so that the value of VL and all obstacles stability as shown in
(9) and (10) for particles gbest are examined. If the value is equal to 1, then by using
a particle gbest, the current value of the loading system can be met without a breach
in the flow line power, bus voltage limit constraints and all the constraints of
stability are within the allowable limits. The gbest particles are stored together with
the loading system and lines power losses. Then the system load increases again
when PSO algorithm is executed. If the value VL for gbest particles is not equal to 1
then the particle gbest cannot meet the current system loading and particle gbest with
VL = 1 obtained in the previous step. This is considered as the best optimal setting.
Imposition of a particle system in accordance to gbest is regarded as maximum
system loading.
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24.4 Result and Discussion

To investigate and validate the method in solving the optimization problems
developed in this study, the simulation have been implemented on IEEE 14-bus
standard test system [7] using the PSO technique. The simulation has also been
carried out to resolve the two objective functions simultaneously i.e. maximizing
the system loadability (Max SL) whereas minimizing the active power losses (Min
Ploss) of transmission line by considering the security and stability margins. This is
done on the three cases: base case, without DG interconnection to the grid, and by
optimal placement of SVC device in both cases viz.: to the base case (Case-1) and
after a specified amount DG of 10 MVA, 13.8 Volt is interconnected to the grid
(Case-2). The SVC device used in this study, modeled using power system analysis
toolbox (PSAT) [7]. PSO parameters are presented in Table 24.1.

The load is modeled as a constant PQ load with constant power and load factor
increased by using the PSO technique according to the Eqs. (24.10) and (24.11).
Each additional system load that occurs in this study is assumed to be borne by the
slack generator.

The location and setting of SVC set as a decision variable, while all bus load of
test systems IEEE 14-bus chosen as candidate locations for the placement of the
SVC. Based on these data [7] the IEEE 14-bus is fed by two generators on the bus 1
and 2, three synchronous condensers are located on bus 3, 6 and 8, with 20 lines
and 11 bus loads. From the simulation results carried out in both cases, we found
that the optimal placement and setting of SVC equipment on the IEEE 14-bus
network to maximize SL and minimizePloss of the transmission line are presented in
Table 24.2.

From Table 24.2 it can be observed that in Case-1, the SVC installation on
14-bus with a maximum setting of 0.98 pu resulted a maximum system loadability
(Max SL) and the minimum active power losses line (Min Ploss) are 166.46 % and
0.474 pu, respectively. Moreover in Case-2, after the DG interconnection to the grid
on one bus load, where the chosen bus is the bus 14, the optimal placement and
setting the SVC on the bus 4 have been able to increase of the loading system up to

Table 24.1 PSO parameters

c1,c2 ωmax ωmin Iteration number Population number

2.0 0.9 0.4 50 50

Table 24.2 Optimal location of the SVC for bi-objective optimization

Cases Location (bus) Setting (pu.) Max SL (%) Min Ploss (pu.)

Base case – – 100 0.761

Case-1 14 0.98 166.46 0.474

Case-2 4 0.97 183.47 0.482
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183.47 %. The increase in load is spread proportionally almost in all of the load
bus. In this condition, despite an increase in SL, Ploss is not much different from the
Case-1 is 0.482 pu.

This result suggests that the optimal placement and setting SVC to the grid
which is interconnected to the DG is not only improve the loading system (SL) but
also at the same time it able to minimizing Ploss of the transmission line with all the
security and stability system constraints are guaranteed at the limit of the allowable
margin.

Figure 24.1 shows the voltage profile of the Case-2 which proves that the
optimal placement of SVC at bus 4 ensure the security of the system which is at
their limit allowable voltage. While Fig. 24.2 shows the stability of the system
which is represented by FVSI and LQP factor are less than one.

The results obtained in the IEEE 14-bus system compared to those reported in
[4] as shown in Table 24.3. In Case-1, Max SL obtained in this study compares
favorably with results reported in [4], although with the number of controllers
required is the same but different types of devices. In this study, Min Ploss are
considered, but the reference concerned with the cost of the controller because the
cost of UPFC is more expensive than the cost of SVC. In addition, stability con-
straints applied in both studies is different. Case-2 of the standard IEEE 14-bus test
system has not been reported in the reference.

0.90
0.92
0.94
0.96
0.98
1.00
1.02
1.04
1.06
1.08
1.10

1 2 3 4 5 6 7 8 9 10 11 12 13 14

B
us

 V
ol

ta
ge

 (p
.u

)

# Bus

Base Case
Case-1 
Case-2

Fig. 24.1 Voltage profile for Case-1 and Case-2 on IEEE 14-bus standard test system

-0.30

-0.20

-0.10

0.00

0.10

0.20

0.30

-0.80
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 L
Q

P
 (

p
u)

F
V

SI
 (

p.
u)

# Lines

FVSI
LQP

Fig. 24.2 FVSI dan LQP for Case-2 on IEEE 14-bus standard test system

234 N.P. Agustini et al.



T
ab

le
24

.3
M
ax
im

um
sy
st
em

lo
ad
ab
ili
ty

(M
ax

SL
),
M
in
im

um
P l

os
s
(M

in
P l

os
s)
,
an
d
M
in
m
um

co
st
of

FA
C
T
S
(M

in
co
st
)
ne
ed
ed

in
IE
E
E
14

-b
us

sy
st
em

C
as
es

T
yp

e
of

FA
C
T
S

R
es
ul
t
ob

ta
in
ed

in
th
is
st
ud

y
T
yp

e
of

FA
C
T
S

R
es
ul
t
re
po

rt
ed

in
[4
]

M
ax

SL
M
in

P l
os
s

M
in

C
os
t

(×
10

6 U
S$

)
St
ab
ili
ty

co
ns
tr
ai
nt

M
ax

SL
M
in

P l
os
s

M
in

C
os
t

(×
10

6 U
S$

)
St
ab
ili
ty

co
ns
tr
ai
nt

C
as
e-
1

SV
C

16
6.
46

0.
47

4
–

FV
SI

&
L
Q
P

U
PF

C
15

0.
29

–
0.
28

78
Sm

al
l
si
gn

al

C
as
e-
2

18
3.
47

0.
48

2
–

–
–

–

24 Security and Stability Improvement of Power … 235



24.5 Conclusion

This study has successfully implemented one type of the advanced evolutionary
optimization techniques, namely PSO which is used to solve a bi-objective opti-
mization problem, viz.: increasing the system loadability due to DG interconnection
to the grid whereas reducing active power losses of transmission line. The opti-
mization problem involving simultaneous bi-objective was solved with optimal
placement of one type of shunt FACTS device namely SVC at the best location
whereas ensuring the security and stability of the system, and they are expressed as
FVSI and LQP. The simulation results performed on the IEEE 14-bus standard test
system show that system loadability can be increased up to 83.4 % of the base case
using the PSO technique with an index of performance in achieving accurate and
fast convergence.

In addition, the algorithm developed in this study is not only able to solve the
bi-objective optimization problem, but also has superior features that include
high-quality solutions, stable convergence characteristics and good calculation
efficiency. Thus the proposed optimization technique can be developed further to
cover more than two objectives and applied on a practical power system for vali-
dation and supporting the superiority of the proposed technique.

Acknowledgements Authors are grateful to the Director General of Higher Education that have
assisted in funding this research through the Institute for Research and Community Service ITN
Malang.
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Chapter 25
Solar Simulator Using Halogen Lamp
for PV Research

Aryuanto Soetedjo, Yusuf Ismail Nakhoda, Abraham Lomi
and Teguh Adi Suryanto

Abstract This paper presents the development of solar simulator using the halogen
lamp for PV research. The proposed simulator simulates both the irradiation level
and the movement of the sun. The sun irradiation was simulated by varying the
brightness of halogen lamp using a lamp dimmer controlled by the microcontroller.
While the sun’s movement was simulated by rotating the lamp on a frame actuated
by a DC motor. A computer was employed to control the simulator in the manual
mode where the user could input the desired position and irradiation level of the
sun, or in the automatic mode where the desired position and irradiation level were
calculated automatically based on the predefined data. The experimental results
show that the proposed simulator works appropriately in simulating the sun’s
movement while varying the irradiation level. The average error of irradiation
measurement between the sun and the solar simulator was 7.196 %.

Keywords Halogen lamp � Irradiation level � Solar simulator � PV

25.1 Introduction

Nowadays, the renewable energy resources, such as the PV system is widely used.
The research and development of the PV system increase significantly. Naturally,
the experiments on PV system require the sun light. Therefore, to provide the
flexibility of testing and validating the PV system, the solar simulator was utilized
[1–6]. The solar simulator uses the different kind of light sources such as carbon arc
lamp, metal oxide arc lamp, quartz halogen lamp, xenon arc lamp, mercury xenon
lamp, argon arc lamp, and LED (Light Emitting Diode) to simulate the solar
lighting [6]. The halogen lamp is widely used due to inexpensive and the excellent

A. Soetedjo (&) � Y.I. Nakhoda � A. Lomi � T.A. Suryanto
Department of Electrical Engineering, ITN Malang, Malan, Indonesia
e-mail: aryuanto@gmail.com

© Springer Science+Business Media Singapore 2016
F. Pasila et al. (eds.), Proceedings of Second International Conference
on Electrical Systems, Technology and Information 2015 (ICESTI 2015),
Lecture Notes in Electrical Engineering 365, DOI 10.1007/978-981-287-988-2_25

239



light output [4]. However it radiates the weak output in the blue and ultraviolet
spectrum and strong output in infrared spectrum as illustrated in Fig. 25.1.

A simple solar simulator using the halogen lamp was developed in [5]. The
developed solar simulator was used to measure the I-V characteristic of the PV
module. In the experiments they changed the distance between the lamp and the PV
module to vary the irradiation level. The irradiation level of 1 Sun (1000 Watt/m2)
was achieved when the distance is 80 cm with the 4000 W halogen lamp.

The LED based solar simulator was developed in [2]. The objective of their
research is to match the spectrum of solar simulator according to the ASTM E927-05
Standard Specification for Solar Simulation for Terrestrial Photovoltaic Testing.
They used five types of high power LEDs having the wavelengths of 470, 505, 530
and 655 nm, and white color. The spectral matching was carried out by controlling
the intensity of LEDs using the PWM signal controlled by a microcontroller.

The combination of halogen lamp and LED for solar simulator was proposed in
[1, 3]. The advantages of LED are the high efficiency and low cost. But for NIR
(Near Infra Red) spectrum, the emission band is narrow and very expensive.
Therefore, they used the halogen lamp to replace the LED in the NIR spectrum.

In this paper, we propose a simple solar simulator using the halogen lamp. Our
proposed solar simulator has two main contributions, i.e.: (a) It provides the varying
irradiation by changing the lamp intensity; (b) It simulates the movement angle of the
sun from rising time in the morning until sunset time in the afternoon. The computer
software is utilized to operate such system in the automatic mode and manual mode.

The rest of paper is organized as follows. Section 25.2 presents the proposed
system. Section 25.3 presents the experimental results. Conclusion is covered in
Sect. 25.4.

25.2 Proposed System

The block diagram of proposed system is illustrated in Fig. 25.2. It consists of a
computer, a microcontroller unit, a servo motor, a dimmer unit, a DC motor, a
halogen lamp, and the mechanical parts. The computer is used by the user to control

Fig. 25.1 Halogen lamp
spectrum distribution [4]
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the solar simulator. The microcontroller unit is employed for interfacing between
the computer and the motors. It receives the command for rotating the DC motor
and servo motor from the computer. The DC motor is used to rotate the lamp frame
for simulating the sun rotation. The motor is equipped with the gear reduction and is
driven by the driver that provides the high current.

The dimmer unit is a device used to control the light intensity of the
lamp. Commercially, the dimmer is equipped with a potentiometer for adjusting the
lamp intensity. In the research, we adopt the existing dimmer by modifying it with a
servo motor coupled with the potentiometer. Using this arrangement, the rotation of
potentiometer could be controlled by the microcontroller.

The halogen lamp is installed on a rotating frame that moves 1800 from the left
to right, vice versa. The rotating frame is installed above the base where the PV
module is placed. Using this construction, we could simulate the movement of sun
rising and sunset by moving the rotating frame controlled with the DC motor.

In the research, the solar simulator is designed to simulate the sun rotation from
07:00 until 17:00. In this experiment, the start position of halogen lamp is set to
150, and the final position is set to 1650. Therefore the position of 900 is achieved
when the lamp is located in the above middle of the PV module. This position
represents the position of the sun at noon (12:00).

The computer software is designed to control both the lamp position and
brightness. Two modes are available, i.e. manual mode and automatic mode. In the
manual mode, the user enters the lamp position and the required irradiation level. In
the automatic mode, the system will run automatically by reading the predefined
values of lamp position and the corresponding irradiation level.

25.3 Experimental Results

The hardware of proposed solar simulator is illustrated in Fig. 25.3. Several
experiments are conducted to validate the proposed system. In the first experiment,
the relationship between the potentiometer position (i.e. the servo position) and the

Mechanical of

Solar simulator

Microcontroller 

unit

Computer

Servo motor 

+ Dimmer 

DC motor 

driver

Servo motor 

driver

DC motor

Halogen 

lamp

Lamp holder

Fig. 25.2 Block diagram of solar simulator
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brightness level represents the irradiation level is observed. To measure the irra-
diation level, the Solar Power Meter (Tenmars TM-206) is employed. The mea-
surement result is given in Table 25.1 and Fig. 25.4. From the figure, it is clearly
shown that the relationship is almost linear. Thus the irradiance level for a certain
value could be determined easily based on the position of servo motor.

From the table, the relationship between servo position and irradiation level
could be expressed using the following equation

y ¼ 8:204x� 334:6 ð25:1Þ

where, y is the irradiation level in Watt/m2 and x is the servo position in degree.
In the second experiment, we compare the irradiation level of the sun and the

solar simulator. At first, the sun irradiation level is measured from 07:00 until 17:00
with 15 min interval. This measurement is conducted during the sunny day. The
measurement result is listed in Table 25.2. Then the solar simulator is run in the

Fig. 25.3 Hardware of solar
simulator

Table 25.1 Relationship between servo position and irradiation level

Servo position
(degree)

Irradiation level
(Watt/m2)

Servo position
(degree)

Irradiation level
(Watt/m2)

Servo position
(degree)

Irradiation level
(Watt/m2)

45 60 90 340 135 812

50 92 95 442 140 804

55 120 100 490 145 885

60 155 105 502 150 875

65 200 110 563 155 940

70 245 115 625 160 973

75 282 120 646 165 1005

80 315 125 713 – –

85 335 130 750 – –
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y = 8.2043x - 334.69
R  = 0.9951
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Fig. 25.4 Linearity between servo position and irradiation level

Table 25.2 Measurement of irradiation level of the sun and solar simulator

Time Lamp position
(degree)

Irradiation level
(Watt/m2)

Time Lamp position
(degree)

Irradiation level
(Watt/m2)

Sun Solar
simulator

Sun Solar
simulator

7:00 15 375 340 12:00 90 935 1005

7:15 18.75 395 442 12:15 93.75 917 885

7:30 22.5 519 502 12:30 97.5 943 885

7:45 26.25 527 502 12:45 101.25 922 885

8:00 30 678 646 13:00 105 924 885

8:15 33.75 893 804 13:15 108.75 917 885

8:30 37.5 901 890 13:30 112.5 899 804

8:45 41.25 911 890 13:45 116.25 873 804

9:00 45 921 900 14:00 120 892 792

9:15 48.75 929 896 14:15 123.75 827 785

9:30 52.5 947 896 14:30 127.5 818 771

9:45 56.25 893 858 14:45 131.25 854 746

10:00 60 904 930 15:00 135 790 772

10:15 63.75 841 791 15:15 138.75 603 565

10:30 67.5 874 793 15:30 142.5 655 565

10:45 71.25 862 804 15:45 146.25 645 565

11:00 75 964 875 16:00 150 613 565

11:15 78.75 923 880 16:15 153.75 498 440

11:30 82.5 1134 973 16:30 157.5 404 400

11:45 86.25 1016 1005 16:45 161.25 238 205

12:00 90 935 1005 17:00 165 212 145
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automatic mode. Thus it will rotate and vary the brightness of halogen lamp
automatically. During this movement, the irradiation level of the simulator is
measured and listed in Table 25.2.

Figure 25.5 illustrates the measurement results of the irradiation level of the sun
and the solar simulator. From the figure, it is obtained that the result of the solar
simulator is almost the same with the sun. The error between the real measurement
of the sun irradiation and the solar simulator is calculated as

Lamp irradiation� Sun irradiationj j
Sun irradiation

x100% ð25:2Þ

From the table, the average error for the data given in Table 25.2 is obtained as
7.196 %.

Two important results are achieved by our proposed system. The first is a
method to change the lamp intensity by utilizing the the simple lamp dimmer
coupled with the servo motor. This simple arrangement offers the linear relationship
between the servo position and the irradiation level produced by the halogen
lamp. The second is the capability of the proposed system to simulate the irradiation
level generated by the sun during the sunny day. It is validated by the experiment
that the proposed solar simulator is able to move while varying the lamp intensity
closely to the real sun.

25.4 Conclusion

The simple and low cost solar simulator is developed. The main objective of the
proposed simulator is to simulate the sun irradiation and the sun movement. The
solar simulator could be used to examine and test the research on PV system. The
irradiation of solar simulator could be controlled using the computer and almost the
same as the real measurement of the real sun irradiation.

Fig. 25.5 Comparison of Sun
irradiation versus solar
simulator irradiation
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In future, the simulator will be extended in the size which is used by the larger
PV module. Further the software simulation will be improved and integrated with
the PV system.
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Chapter 26
Artificial Bee Colony Algorithm
for Optimal Power Flow on Transient
Stability of Java-Bali 500 KV

Irrine Budi Sulistiawati and M. Ibrahim Ashari

Abstract Power flow optimization is a growing issue today. The system does not
grow or develop, in contrast to the electricity power demand from consumers.
Therefore, smart efforts have to be done to overcome this increasing electricity
power demand. Power flow optimization is one of the efforts that can be done to
optimize the current system. The use of Artificial Bee Colony algorithm can give an
optimal result without being disturbed by mathematical problems that need much
computation time. From the simulation result on Java-Bali 500 kV System, an
optimal result has been achieved, in which this method can reduce system power
losses from active power losses of 297.607 MVA and reactive power losses of
2926.825 MVAR to become 71.292 MVA and 530.241 MVAR, respectively.

Keywords Artificial bee colony � Optimal power flow � Transient stability

26.1 Introduction

Electricity power system cannot be separated from the effort to optimize its oper-
ation, which means that the control variable has to be arranged to produce a system
operation that is safe and cheap. To gain this desired system operation process,
Optimal Power Flow (OPF), a method that uses mathematical calculation to gain a
cheap fuel cost result, is often used as the prescribed limit. According to [1–5], Non
Linear Programming and Linear Programming are widely used to solve several
problems in the optimal power flow.

Like another conventional method, this method is considered a classic method
due to its limitation in solving mathematic equations that represent dynamic system
characteristics; that is, an optimization problem in a transient condition.
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If we observe the operation condition in field, system operations of electricity
power all this time are operated at a condition far from their safety limit. Systems
operate at a maximum operating condition, because the increasing electricity energy
demand is not followed by the addition of new power plants for the reasons of cost
efficiency; thus, the systems are always fully operational. This condition certainly
makes the system operation prone to collapse if there is a small interference or
change in the system. Based on this condition, a preventive action has to be done
for planning and operating electricity power system. This is accomplished by
performing system optimization while observing the system transient condition.

However, transient stability analysis cannot be separated from the use of
mathematic equations with their non-linear patterns that need time and accuracy to
get the results. This is the challenge because those are differential equations that
describe dynamic behavior of the system [1–5].

Past research [6, 7] involved sensitivity in rescheduling to obtain solution in
power plant cost, while other research with discretization scheme [8] converted
differential equations to algebra equations as inequality constraints produce low
accuracy solution.

In some advanced research [9, 10], since the system being used was increasingly
big and the variables were increasingly complex, the calculation convergence
would be a problem by itself. The use of a method with transformation technique
[11] can change an infinite-dimensional problem of Transient Stability Control
Optimal Power Flow (TSCOPF) to become a finite-dimensional programming
problem. Yet, like the other classical optimization methods, this method has a
weakness, that is, it experiences convergence at local optima, thus transient stability
limit is not included in the constraints of optimization problem. A solution to
address those problems is to use Artificial Intelligence to solve the transient stability
calculation problem [1–3]. The use of AI eases the burden to solve the Transient
Stability Control Optimal Power Flow (TSCOPF) problem and can find global
optimum or good solution without being restricted by the model employed. Several
applications that use AI like Genetic Algorithm (GA), Particle Swarm Optimization
(PSO), and Differential Evolution (DE) can give satisfied results in TSCOPF
problem.

Research in this paper tries to propose a solution for the Transient Stability
Control Optimal Power Flow (TSCOPF) problem using a modern heuristic opti-
mization technique—i.e., Artificial Bee Colony Algorithm (ABC), which is an
algorithm that simulates the behavior of honey bee—for solving the problem of
electricity power system optimization.
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26.2 Methodology

26.2.1 Transient Stability Control Optimal Power Flow
Formula

Transient Stability Control Optimal Power Flow (TSCOPF) problems basically are
formulated from system fuel cost, that is expressed as a quadratic equation function:

fi ¼ ai þ biPGi þ ciP
2
Gi ð26:1Þ

where ai, bi, are ci are the cost coefficients from each power plant unit.
By incorporating various constraints, like fuel losses due to valve opening

process at turbine and generator effect due to valve point effect, the objective
function becomes non linear, non convex with several minima. So, the equation
becomes:

F ¼
X

N

i¼1

ai þ biPGi þ ciP
2
Gi

� �þKp PG1 � Plim
G1

� �2

þKv

X

NL

i¼1

Vi � V lim
i

� �2 þKq

X

N

i¼1

QGi � Qlim
Gi

� �2

þKs

X

nl

i¼1

abs Si � Slimi
� �2 þKl

X

NL

j¼1

Lj � Llimj
� �2

ð26:2Þ

where Kp, Kv, Kq, Ks, and Kl are penalty factors, NL is the number of load buses, nl
is the number of transmissions and xlim is the margin limit. Incorporating valve
point loading effect to power plant cost curve, the equation becomes [1]

fi ¼ ai þ biPGi þ ciP
2
Gi þ di sinðeiðPlim

Gi � PGiÞÞ
�

�

�

� ð26:3Þ

Combining the objective function and the constraints, the complete equation
becomes:

F ¼
X

N

i¼1

ai þ biPGi þ ciP2
Gi þ di sin ei Plim

Gi � PGi
� �� �

�

�

�

�

� �þKpðPG1 � Plim
G1 Þ2þKv

X

NL

i¼1

Vi � V lim
i

� �2

þKq

X

N

i¼1

QGi � Qlim
Gi

� �2 þKs

X

nl

i¼1

abs Si � Slimi
� �2þKl

X

NL

j¼1

Lj � Llimj
� �2

ð26:4Þ

where ai, bi, ci, and ei are cost coefficient from each power plant unit, Kp, Kv, Kq, Ks,
and Kl are penalty factors, NL represents the number of load buses, nl and xlim are
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respectively the number of transmissions and the margin limit. So, the non linear
equations of power flow are:

PGi � PDi�Vi

X

N

j¼1

Vj Gij cos aij þBij sin aij
� � ¼ 0

QGi � QDi�Vi

X

N

j¼1

Vj Gij sin aij � Bij cos aij
� � ¼ 0

ð26:5Þ

where N is the total number of buses, PGi and QGi are active and reactive power of
ith power plant bus, PDi and QDi are active power for ith load bus, Vi is the
magnitude of voltage bus, aij is the voltage angle difference between ith bus and jth
bus, Gij and Bij are the transfer conductance and susceptance between ith bus and jth
bus.

26.2.2 Transient Stability

In transient condition, the power system generator is described with equation:

Mi
d2di
dt2

¼ Pmi � Pei

_di ¼ xi ð26:6Þ

where _di and xi are rotor angle and velocity angle of ith generator, Pmi and Pei are
mechanic power input and electricity power output from ith generator, and Mi is
inertia moment from ith generator.

Center of inertia (COI) of the electricity power system can be represented by
linear combination of every generator’s rotor angles such as follows:

dCOI ¼ 1
MT

X

NG

i¼1

Midi ð26:7Þ

where MT ¼ P

NG

i¼1
Mi is the center of inertia. Rotor angle and velocity in COI frame

are shown by Eqs. (26.8) and (26.9).

hi ¼ di � dCOI ð26:8Þ
_hi ¼ ~xi ð26:9Þ
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Therefore, the equations in COI frame become:

Mi
_~xi ¼ Pmi � Pei � Mi

MT
PCOI � PACi ð26:10Þ

PCOI ¼
X

NG

i¼1

ðPmi � PeiÞ ð26:11Þ

where PACi is accelerating power from ith generator.
Transient Energy Function (TEF) from the model of electricity power system

above is defined as follows:

TEF ¼ KEþPE ð26:12Þ

KE ¼ 1
2

X

NG

i¼1

Mi ~x
2
i ð26:13Þ

PE ¼ �
X

NG

i¼1

Z

hi

hSEPi

PACP
i dhi ð26:14Þ

where KE is kinetic energy, PE is potential energy, hSEPi is rotor angle of the
post-fault system at the stable equilibrium point, and PACP

i is accelerating power of
the post-fault system.

26.2.3 Artificial Bee Colony Algorithm (ABC)

Artificial Bee Colony is an algorithm that adopts the behavior of bee colony in
search of food. When bees are searching for food, they divide their duty in three
groups, which are labor, onlooker, and scout bees. The food searching process is
started with bees gathering in a hall called dance area, where they make a decision
to determine food sources that they have known before. The decision maker are
bees group called onlooker bees. Meanwhile, labor bees are bees group that will
visit those food sources. Bees that have to find food sources randomly are called
scout bees.

Based on [12], to solve the problem, the control variable can be expressed as

uT ¼ Pg2; . . .PgN2;Vg1; . . .VgN2
� � ð26:15Þ
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This equation does not consider slack bus. To measure the quality of the artificial
bee colony algorithm, the calculation of fitness Fi can be expressed as:

Fi ¼ 1=ðfiþKvFvi þKqFqi þKpsFpsÞ ð26:16Þ

where fi is the generating fuel cost, while Fvi and Fqi are the sums of normalized PQ
bus voltage and reactive power from output generator i, respectively.

26.3 Implementation

To see the effectiveness of the proposed method, a test was performed at Java Bali
500 kV system, as shown in Fig. 26.1. The electricity system of Java Bali 500 kV
consists of 8 generators and 25 buses that are interconnected together. Some power
plants are water power plant, but most of them are steam power plant. Their
specifications can be seen in Table 26.1.

The generators are Suralaya, Muaratawar, Cirata, Saguling, Tanjungjati, Gresik,
Paiton, and Grati. Among these eight plants, power plants Saguling and Cirata are
water power plants, while others are steam power plants. In this study, Suralaya
power plant acted as a slack generator.

The load data were obtained from PT PLN (Persero). The kV base is 500 kV,
MVA base is 1000 MVA, and the system frequency is 50 Hz. Generator data used
are shown in Table 26.1.

Simulation was run on the system for as many as 50 cycles to achieve the best
result. From the test that had been performed, that number of cycles could give us
the desired result. The number of bees in the colony that was employed is 50.

26.4 Result and Analysis

From the performed simulation, the initial result was obtained, and it can be seen in
Table 26.2. In the table, losses at every bus can be seen. The total losses of the
system are 297.607 MVA for active power and 2926.825 MVAR for reactive
power.

The next step is to perform load flow optimization using the method that had
been proposed, which is the artificial bee colony algorithm. From the performed
simulation, the obtained results are as follows (Table 26.3):

To further determine the effectivity of the proposed method, calculation simu-
lation was performed as many as 125 times to validate its reliability and accuracy.
Figure 26.2 depicts the results for as many as 125 iteration. Figure 26.2 shows the
total losses of the system. It can be seen that the proposed method gives the same
losses values at various iteration and this means that statistically the proposed
method can prove its reliability.
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Table 26.1 Generator data

Generator
Number

Generator
Name

Xd’
(pu)

H Generator
Number

Generator
Name

Xd’
(pu)

H

1 Suralaya 0.297 5.19 5 Tanjung
Jati

0.258 3.2

2 Muaratawar 0.297 1.82 6 Gresik 0.297 2.54

3 Cirata 0.274 2.86 7 Paiton 0.297 4.42

4 Saguling 0.302 1.64 8 Grati 0.297 3.5

Table 26.2 Initial condition

No bus Voltage Losses No bus Voltage Losses

P Q P Q

10 0.980 0.003 0.033 15 1.000 5.075 49.663

11 0.970 0.510 5.705 16 0.963 0.818 27.875

12 0.948 0.053 11.623 17 0.970 0.228 2.193

13 0.911 1.928 4.987 18 0.960 0.080 0.772

14 0.907 2.086 5.975 19 0.875 0.342 24.145

Table 26.3 Final condition

No bus Voltage Losses No bus Voltage Losses

P Q P Q

10 0.980 0.003 0.033 15 1.000 5.075 49.663

11 0.980 0.51 5.705 16 0.971 3.223 27.875

12 0.973 1.928 4.987 17 0.970 0.228 2.193

13 0.970 1.928 4.987 18 0.974 0.08 0.772

14 0.977 2.086 5.975 19 0.950 0.343 24.145

Total Looses System

Active Power

Reactif Power

Fig. 26.2 Total looses system
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26.5 Conclusion

From evaluating the proposed method, it can be concluded that the proposed ant
bee colony algorithm can give satisfied results for reducing losses, particularly for
optimizing the system’s power flow. The proposed method can statistically be
proven to be capable, reliable, and accurate.
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Chapter 27
Sizing and Costs Implications
of Long-Term Electricity Planning: A Case
of Kupang City, Indonesia

Daniel Rohi and Yusak Tanoto

Abstract This paper presents long-term electricity supply-demand scenarios for
Kupang City, Indonesia. The objective of the analysis is to reveal the alternatives
sizing of power plants along with the power generation costs that is potentially
incurred during the study period. The study is conducted using bottom-up energy
model. Electricity energy in terms of supply-demand variation is taking into
account both fossil fueled and renewable energy potential in the supply side, and
the scheme of high as well as average electricity growth rate in the demand side.
Four variations of supply-demand conditions is presented as the study result. The
results has shown total energy supplied which is required in order to satisfy
the usual demand growth and the total saving potential under the demand scheme.
The variation in terms of costs also shown depending upon the renewable energy
penetration. The study is expected to contribute towards the utilization of more
renewable energy potential, particularly the possible implementation of
Photovoltaic plants and the campaign of energy efficiency and conservation within
the observed area.

Keywords Kupang City � Renewable energy � Sizing � Generation costs

27.1 Introduction

Energy system model, particularly in the area of electricity supply-demand can be
constructed using several approaches. As part of the energy system model, the
long-term electricity planning is dealing with some scenarios of supply and demand
which reflect potential utilization of supply as well as demand management in a
certain economy boundary, such as in a nation wide or within smaller boundary.
Commonly, two approaches are used to deal with the problem of constructing
appropriate model, i.e. the top-down method and the bottom-up method. The first
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method uses aggregated economic data and suffers many drawbacks when applied
in the area of energy planning. In addition, it is not well suited for examining
technology-specific policies. Types of top-down approaches include macroeco-
nomic assessment, input-output method, and general equilibrium method [1]. The
second approach comprises three broad methods to matching with the study
objectives. The accounting frameworks based model is a type of method used in the
bottom-up energy model. One advantage of the bottom-up model over the previous
one is the ability to capture interactions among projects and policies, as the analysis
is assessing costs, resources allocation, and benefits of the projects. One example of
accounting framework based model is the long-term forecast of Taiwan’s energy
supply and demand [2]. Another bottom-up approach is the utilization of either
linear programming model or goal programming model for solving decentralized
energy planning [2].

This paper uses the accounting framework based model similar in [2], to con-
struct long-term electricity supply-demand model for Kupang City, Indonesia.
However, the analysis is focusing in the sizing and essential generation costs
implications from the potential electric power mix and aggregated long-term
electricity demand of the city. The methodology is described in the next section
followed by the simulation results and discussion.

27.2 Methodology

Kupang City is the capital of East Nusa Tenggara. Geographically located between
10° 39’ South Latitude and 123° 37’ East Longitude, the city has 180.27 km2 land
area. Kupang City often been called the rock city due to its dry area and crisis of
fresh water that is happened in the dry season. The condition in fact offering other
benefit in terms of solar energy potential. The monthly percentage of sunshine in
Kupang City is quite good. During April to November, the percentage of sunshine
can achieve roughly 79–100 % [3].

Up to now, Kupang City is the only city or regency in East Nusa Tenggara
which has 100 % electrification rate. It is reflected from the data of the percentage
of fuel used for lighting. Kupang City uses 100 % electricity for household lighting.
In 2013, the population of Kupang City was 378,425 people. Aggregately, total
number of PLN (state electricity company) customer along with the number of
consumption in 2009–2013 is shown in Table 27.1.

Table 27.1 Number of PLN
customer and electricity
consumption in Kupang City
during 2009–2013 [3]

Year Number of customer Electricity consumption
(MWh)

2009 55,480 134,594

2010 59,311 156,097

2011 74,040 172,070

2012 79,354 203,471

2013 89,564 253,940
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The current power generation has been relied on diesel power plants as well as
the relatively new coal fired power plant. The installed power capacity as well as the
available capacity of both types of plant is presented in Table 27.2, including the
rental based plant.

The simulation is conducted using LEAP (Long range Energy Alternatives
Planning System), a tool developed by Stockholm Environment Institute (SEI) [5].
The tool is classified as bottom-up method and worked based on the accounting
framework. The tool itself has been utilized in many studies, reports, and journal
papers [6]. Focusing in the end-use driven scenario-based analysis, the advantages
of the tool include flexibility in processing the amount of available data. Despite the
data limitation, the tool can be used to evaluate impacts that is potentially occurred
due to scenarios selection. The tool is equipped with several modules to enable
analysis of energy flow from the supply side into demand side. In the context of the
study, data of electricity consumption of Kupang City is aggregated from all cus-
tomer sectors.

The objective of the study is to match the long-term demand of the city through
appropriate generation mix up to 2025 by possibly reducing the role of diesel power
plant and increasing the penetration of renewable energy, particularly solar energy,
in parallel with the contribution of coal fired power plant as the backbone of the
system. By conducting the simulation under several scenarios, the energy mix and
the associated costs will be revealed. In this study, two scenarios are taken into
account. The first scenario deals with fully non-renewable power plants whereas the
second scenario includes Photovoltaic plants. Please be noted, the contribution of
diesel power plants in terms of its capacity will be reduced in both scenarios.
Meanwhile, the demand side considers high growth rate and average growth rate of
electricity consumption over the simulation period. Some important key parameters
imposed into the simulation are as follows: the high and average growth rate of
electricity consumption are taken 20 and 15 %, respectively, the high and average
growth rate of users are taken 15 and 10 %, respectively, the capital cost of coal
fired power plant, Photovoltaic, and diesel power plant per MW are USD 1.26
million, USD 2 million, and USD 200 thousand, respectively, the variable operation
and maintenance costs per MWh include the fuel cost are USD 8, USD 20, and
USD 20, respectively, the plant efficiency are taken 35, 15 and 30 % for coal,
Photovoltaic, and diesel, respectively, the starting year of operation is 2013 for coal
and diesel plant, and in 2018 onwards for Photovoltaic, the transmission and dis-
tribution losses is set 8.6 % in 2013 and interpolated to 6 % in 2025, and the
discount rate is taken 5 %.

Table 27.2 Current installed
and available capacity of
power plant in Kupang
Area [4]

Power Plant Type Installed (kW) Available (kW)

Kuanino Diesel 5,000 2,300

Tenau Diesel 46,122 11,550

Rental Diesel 23,000 18,930

Bolok Coal 33,000 33,000

Gudang Diesel 1,220 372
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27.3 Results and Discussion

The electricity demand projection up to 2025 is shown in Table 27.3. The pro-
jection is based on the high and average growth as indicated in earlier section.

As seen in Table 27.3, the anticipated electricity consumption growth would be
in the range of 5–8 times higher compared to 2013. According to the LEAP
simulation, existing available power plant capacity would only meet the demand
within the Kupang City system up to 2018 and 2019, for the case of average growth
and high growth, respectively. Additional supply would be needed up to
865.9 MWh in 2025 for the average growth scenario, and around 1,829 MWh in the
same year for the high growth scenario.

To meet both demand scenarios, more capacity of coal fired power plants is
required, considering no more additional capacity of diesel power plant. Figure 27.1
shows the graph of required energy supply in the case of high growth demand as
well as average growth demand.

Initially in 2013, both power plant types’ share were roughly equal.
Nevertheless, in 2025, the share of coal fired power plant would be around 88 % for
scenario-1, and around 80.3 % for scenario-2. In this case, the required demand
would potentially be meet by increasing the coal fired power plant capacity up to
120,000 MW in 2018 and 245,000 MW in 2025, for the case of high growth.
Meanwhile, the capacity should be increased up to 70,000 Mw in 2018 and
135,000 MW in 2022, for the case of average growth.

Additional capacity of coal fired power plants that is required to meet both
demand scenarios would slightly lower compared to scenario-1. Table 27.4 shows
the required capacity in the case of high growth demand as well as average growth
demand, under scenario-2, so that energy import from outside Kupang City system
would be unnecessary.

Table 27.3 Electricity
consumption of Kupang City
up to 2025 (in MWh)

Scenario 2017 2019 2021 2023 2025

High growth 526.5 758.3 1,091.9 1,572.3 2,264.2

Average
growth

444.1 587.4 776.8 1,027.3 1,358.6

Fig. 27.1 a Required energy supply for high growth, b required energy supply for average growth
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The electricity generation costs for scenario-2 is shown in Fig. 27.2. The cost
component are capital cost, fuel cost, and operation and maintenance cost over the
simulation years. The cost comparison between scenario-1 and scenario-2 is given
in Table 27.5.

From Table 27.5, we can see that the implementation of renewable energy
resources while reducing the share of diesel power plant capacity would result the
competitive generation cost compared to the condition without Photovoltaic.
Moreover, the total sizing of coal fired power plant could be significantly reduced

Table 27.4 Required additional power plant capacity for scenario-2

Demand scenario Power plant Sizing (MW) Year

High growth Coal fired 33 Existing

60 2018

158 2022

Diesel 33.15 Existing—2025

PV 10 2018

15 2022

Average growth Coal fired 33 Existing

27 2018

50 2022

Diesel 33.15 Existing—2025

PV 10 2018

15 2022

Fig. 27.2 Electricity generation cost for scenario-2. a High demand growth, b average demand
growth

Table 27.5 Cost comparison between scenario-1 and scenario-2 (in USD million)

Year Scenario-1 Scenario-2

High demand
growth

Average demand
growth

High demand
growth

Average demand
growth

2018 15.7 10.9 14.3 10.7

2021 20.9 14.2 20.1 14.4

2025 43.3 26.6 45.8 27.1
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by introducing Photovoltaic plant. In this study, however, the sizing of Photovoltaic
plant is used as indication to help find the possible contribution of the renewable
energy resources.

27.4 Conclusion

This paper presents the study of three possible options. One of feasible option to
meet the ever growing electricity demand in Kupang City is by having higher share
of coal fired power plants, in addition to the possible implementation of centrally
located Photovoltaic plants. To reduce the generation costs originating from
non-renewables, no additional capacity of diesel power plants is considered. The
study also captures the potential benefit of involving Photovoltaic plant so that the
generation cost can be competitive with that achieved by the scenario without
energy supplied from renewables.

Acknowledgements Authors are grateful for financial support given by the Institute of Research
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Chapter 28
Dynamic Simulation of Wheel Drive
and Suspension System
in a Through-the-Road Parallel Hybrid
Electric Vehicle

Mohamad Yamin, Cokorda P. Mahandari and Rasyid H. Sudono

Abstract In this paper the dynamics of a through-the-road parallel hybrid are
presented in term of suspension selection and stability. Characteristics and
dynamics of the suspension are investigated using Adams/Car software. Double
Wishbone and MacPherson front suspension system and Torsion Bar Coil, Multi
Link and Double Wishbone rear suspension are compared and selected based on
camber, toe and caster parameter. The dynamic simulation of the front and rear
wheel drive system is analyzed and compared. The results show that the Double
Wishbone in the front and rear suspension met the criteria of selection. The
dynamic of front and rear wheel drive system yields neutral steer and stable in
cornering. It can be considered as guidance for converting an internal combustion
engine vehicle into a parallel hybrid.

Keywords Suspension selection � Dynamic simulation � Parallel hybrid �
Adams/car

28.1 Introduction

Hybrid Electric Vehicle (HEV) offers improvements over conventional vehicle in
terms of fuel efficiency and environmental issue. This is the main reason why
hybridization program takes placed. The development of HEV in this paper is based
on the electrification from existing conventional vehicle powering by internal
combustion engine (ICE). A parallel hybrid architecture, known as
through-the-road hybrid is chosen for converting a sedan Toyota Soluna XLi 2003.
This configuration enables an existing conventional vehicle driven by an ICE to be
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converted into a hybrid electric vehicle within minimal modification, i.e. by
replacing the rear axle with the in-wheel-motor (IWM) and powering with a battery
bank located in the vehicle’s trunk.

The dynamic characteristic of a through-the-road parallel hybrid and the original
conventional vehicle must be the same or better. This is important, in order to make
sure the behavior of the converted vehicle could be handled when facing any
difference or irregularities, especially the two power trains are not directly con-
nected to each other and coupled mainly through road-tire force interaction. Recent
studies on this new powertrain configuration has focused on control strategies for
torque vectoring [1], the dynamics and the drivability using linearized mathematical
models, considering the effect of gear ratio [2], and energy management strategies
via dynamic programming [3]. To determine the optimal operation, simulation tests
are necessary to investigate the effect of certain parameters for examples the effect
of delaying the motor start time, for different rates of vehicle acceleration [4, 5]. In
this paper, dynamic simulation of front wheel drive (FWD) and rear wheel drive
(RWD) were investigated after selecting the best suspension system. This was done
using commercial Adams/Car software, in order to increase performance and
driving stability.

28.2 Research Methods

This research was conducted following the step as in the flowchart that shown in
Fig. 28.1.

Two different type of suspension, i.e. MacPherson and Double Wishbone, on the
FWD and three type on RWD, i.e. Torsion Bar Coil, Multi Link and Double
Wishbone, were compared and analyzed. Parallel wheel travel simulation for all
type of suspension is done by using Adams/Car Test Rig. A drive ratio of 100 %
and brake ratio of 70 % are assigned for analysis of bump travel of 100 mm and
rebound travel of −100 mm.

The best suspension system is properly selected based on criteria neutral camber
and toe at neutral wheel travel, toe in at positive camber with a maximum camber
2,5o, toe out at negative camber with a maximum negative camber −3,5o, and have
positive caster 1.5o up to 13.5o. Dynamics simulation of FWD and RWD systems
are evaluated on the condition of ISO lane change, acceleration and cornering with
the same speed i.e. 60 km/h.

28.3 Result and Discussion

Suspension characteristics, i.e. camber, toe and caster of existing MacPherson front
suspension is compared to a Double Wishbone, as shown in Table 28.1.
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Fig. 28.1 Flowchart of
research methods
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For rear suspension, the existing Torsion Bar Coil is compared to Multi Link and
Double Wishbone. The simulation results are presented in Table 28.2.

From above result, the best suspension system for both front and rear suspension
system was the Double Wishbone. This type of suspension met the criteria of the
analysis on parallel wheel travel simulation for both bump and rebound travel. With
this suspension, the dynamic analysis is performed using ISO lane change, accel-
eration and cornering.

On ISO lane change, longitudinal velocity, roll, pitch, yaw rate and side slip
angle were analyzed for both FWD and RWD. Figure 28.2 shows side slip angle
response as one of sample of the simulation results. Results of all simulation are
compared in Table 28.3.

Table 28.3 illustrated that longitudinal velocity on the FWD slightly higher than
on the RWD. This shows that the FWD system is more stable when driving on
velocity fluctuation in longitudinal direction compared to the RWD system. The
value of roll rate, pitch rate, and yaw rate also showed the same characteristic. This
mean that vehicle body oscillation reduced, as delivery of power and steering
allows the driving force to act in the same direction as the wheel track. This made
the car good in road holding [6]. The maximum side slip angle in this simulation

Table 28.1 Comparison result of front suspension

Macpherson Bump travel Rebound travel

Camber angle 100 mm, 0.4861o −43.6476 mm, 0.8064o

Toe angle 100 mm, −2.2968o −43.6476 mm, 0.7164o

Caster angle 100 mm, 10.5935o −43.6476 mm, 6.9387o

Double wishbond Bump travel Rebound travel

Camber angle 100 mm, −.6825o −75.6323 mm, 1.0705o

Toe angle 100 mm, −1.8393o −75.6323 mm, 3.8377o

Caster angle 100 mm, 5.8646o −75.6323 mm, 5.5942o

Table 28.2 Comparison result of parallel wheel travel rear suspension

Torsion bar coil Bump travel Rebound travel

Camber angle 100 mm, −3.5898o −55.0393 mm, 0.0829o

Toe angle 100 mm, 0.405o −55.0393 mm, 0.0106o

Caster angle 100 mm, −1.4963o −55.0393 mm, −4.0172o

Double wishbond Bump travel Rebound travel

Camber angle 100 mm, −2.689o −75.078 mm, 1.0659o

Toe angle 100 mm, −1.8325o −75.078 mm, 3.7995o

Caster angle 100 mm, 5.8622o −75.078 mm, 5.5906o

Multi link Bump travel Rebound travel

Camber angle 100 mm, −7.4518o −42.2894 mm, 0.9304o

Toe angle 100 mm, −0.1018o −42.2894 mm, 0.0731o

Caster angle 100 mm, −11.695o −42.2894 mm, −18.176o
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shows a lower value in case of FWD system. It is acceptable because side slip
angles partially diminish steering angle accuracy [6].

Figure 28.3 shows an acceleration for both front and rear wheel drive as sample
of simulation. Comparison of all acceleration simulation are presented in
Table 28.4.

Table 28.4 reveals that FWD system has higher acceleration and velocity, lower
longitudinal slip than RWD system because on FWD system the vehicle was pulled.
There is equilibrium between the driving forces and the inertia force on FWD
system so that the vehicle runs very stable in straight direction [6].

Fig. 28.2 Side slip angle response of FWD and RWD on ISO lane change

Table 28.3 Comparison
result wheel drive system of
ISO lane change simulation

Parameters FWD RWD

Longitudinal min 57.1329 km/h 56.8676 km/h

Longutudinal max 61.4576 km/h 61.5887 km/h

Longitudinal average 60.0008 km/h 59.9962 km/h

Roll min −10.2403 deg/s −12.1984 deg/s

Roll max 13.3031 deg/s 13.2267 deg/s

Roll average −0.0003 deg/s −0.0021 deg/s

Pitch min −0.8666 deg/s −1.4324 deg/s

Pitch max 1.4502 deg/s 1.434 deg/s

Pitch average −0.0591 deg/s −0.0663 deg/s

Yaw min −37.6113 deg/s −38.7894 deg/s

Yaw max 47.6996 deg/s 45.9841 deg/s

Yaw average −0.0026 deg/s −0.0099 deg/s

Side slip angle min −13.2428o −15.7552o

Side slip angle max 7.2009o 7.8491o

Side slip angle average −0.1603o −0.3172o
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Figure 28.4 shows chassis longitudinal velocity for FWD and RWD system as
sample of cornering simulation. Comparison of all simulation are shown in
Table 28.5.

In cornering simulation, longitudinal velocity and yaw rate for both front and
rear wheel drive system had similar linear characteristics resulting in neutral steer
that made the vehicle stable in cornering [7].

Fig. 28.3 Acceleration of FWD and RWD

Table 28.4 Comparison
result of wheel drive system
on acceleration simulation

Parameters FWD RWD

Acceleration max 0.0322 g 0.0201 g

Acceleration average 0.0083 g 0.0062 g

Velocity min 59.9994 km/h 59.9993 km/h

Velocity max 89.4601 km/h 81.8423 km/h

Velocity average 78.7886 km/h 73.6814 km/h

Longitudinal slip front min 0.5282 % 0.0913 %

Longitudinal slip front max 0.918 % 0.0962 %

Longitudinal slip front
average

0.6987 % 0.0945 %

Longitudinal slip rear min 0.0847 % 0.6488 %

Longitudinal slip rear max 0.095 % 0.9695 %

Longitudinal slip rear
average

0.0921 % 0.8052 %
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28.4 Conclusion

Dynamic simulation of wheel drive and suspension system in a through the road
parallel hybrid electric vehicle was done successfully. The methods presented in
this paper could be used to select the best suspension system and to investigate the
dynamic behavior of the car after converting from conventional vehicle either
powered by petrol or diesel into a through the road parallel hybrid vehicles.
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Chapter 29
A Reliable, Low-Cost, and Low-Power
Base Platform for Energy Management
System

Henry Hermawan, Edward Oesnawi and Albert Darmaliputra

Abstract In this project, a prototype of low-cost, low-power energy management
system that can control lights and AC has been developed. This system has
multi-master, multi-slave controller module that use wireless communication link
for ease of installation on building. This system can be accessed remotely by user in
intranet and/or internet network by implementing an embedded web server that
letting users to control the devices and showing the status of the controlled devices.
This system has been tested at home and office buildings. As results, the system can
work well at home buildings less than 180 m2 area and less than 350 m2 area of
three-floor office building. The best installation for office building of this system is
the slave controllers should be installed at one upper and one lower floor relatively
to master controller position. To extend the range of communication between
controllers, multi-master wireless communication system can be implemented. This
implementation has been tested as well and it works without problems.

Keywords Energy management system � Wireless communication �
Multi-master � Multi-slave

29.1 Introduction

The background of this project is our observations in energy usage at home, office,
and campus building. Energy is waste in daily life due to incorrect planning and
implementation of electrical devices. This finding inspired us to develop a reliable,
low-cost, and low-power base platform to monitor and control building resources,
such as lights and ACs, in proper usage.

Our focus on this project is helping people to have awareness and manage the
energy usage in their daily life at home and office. We designed the platform for
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energy management system that can be operated easily by young people and
elderly. We also consider the installation the platform without huge renovation to
old buildings. At last, we also tried to put at low cost and low power in installation,
operation, and maintenance, as well. This project will lead people to manage their
energy usage without spending much additional cost. By this project, we make
following contributions in technology innovation. We propose a base platform for a
low-cost, low-power system for monitoring and controlling lights and ACs usage.
Although this system is low cost and low power, it has a reliable, simple com-
munication protocol.

29.2 Related Works

Today, there are some energy management systems that are commercially used in
worldwide. To assist people in managing the energy usage, particularly in managing
the use of electric energy, several consulting firms that engaged in the field of electric
energy have developed some energy management systems that have been ready for
commercial use. Those systems can be configured or designed according to user
needs. Savant Systems LLC [1] has a system that allows users to control the use of
lighting, audio-visual equipment, room temperature, security cameras, and security
system for home and business remotely from mobile gadgets such as tablet PCs and
smartphones. Encelium [2] offers energy management system for smart building that
is claimed to be able to reduce energy usage for lighting by up to 50–75 %. As a
well-known company in the field of light bulbs production, Koninklijke Philips [3]
also provides a system that can manage the use of electric energy efficiently both
indoors and outdoors for home and industrial-scale buildings. Those systems are
inarguable that they are reliable, many-feature, great systems for energy manage-
ment, however, they are very expensive, more suitable for new building, and
sometimes need slightly more power for the system itself.

Some researchers have tried to reduce the cost in maintenance and operation by
developing the low-cost energy management systems. Ramlee et al. [4] and
Chindujaa et al. [5] have developed the bluetooth home automation systems. These
systems have a limitation in user’s connectivity since they used a short-range
wireless technology. Baraka et al. [6] and Delgado et al. [7] use the IP client-server
application, such as web-based application, for remote-controlling the energy
management system. The use of IP-based technology can encounter the limitation
of the use of short-range wireless technology.

Our project offers a reliable, low-cost, and low-power energy management
system. This system has been designed so that it can be installed with minor
modification on building structure. We propose simple communication protocol in
order to simplify the system so that we can reduce production cost and daily
operational cost, as well. We also use client-server application so that user can
control this system remotely using web access.
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29.3 Implementation and Testing

In this project, we developed a preliminary prototype of the system [8, 9]. For
developing this prototype, we focused on:

• designing a reliable, two-way communication protocol between master-slave
controllers and server (this is a closed-loop communication), and

• creating a base platform for a low cost, low power energy management system
that is ease in installation for new and old building construction and ease in
operation for most users.

The initial target for this system is managing lights and ACs usages in home and
office building to saving energy and daily cost. This system, as shown in Fig. 29.1,
relies on embedded systems platform that have low power consumption so that the
system needs small energy to operate. The use of embedded systems will lead us to
small footprint and inexpensive system. We also did not remove the capability to
control and monitor lights and AC remotely. It uses web-based access system so
that any gadgets and computers that have intranet or internet connection can access
the system. In order to reduce complexity on installation, we decided to use less
cabling systems by maximizing the usage of wireless network between
multi-master, multi-slave controllers.

Master controller has two main tasks. The workflow of these tasks is shown in
Fig. 29.2. First, it sends a request to the embedded web server for grabbing user’s
command or response. This command or response has been inputted by clicking the
menu that can be accessed through web browser on PC or mobile gadget. Every time
user gives response to the system through web browser, the system will write the
given response to stat.php file. The saved data in this file will be sent to master
controller when it requests this data. The second task, after executing user’s

Fig. 29.1 Design concept of the energy management system project
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command or response (see the Fig. 29.3 for communication protocol of the system),
master controller sends the acknowledge data to server. This data is grabbed by
insert.php then stored it into database. The webpage routine will check the database
then show the corresponding data on webpage to user. The communication protocol
of this system is a closed-loop communication between web server and multi-master,
multi-slave controllers (Fig. 29.3).

We have tested this prototype both in outdoor and indoor environment. For
indoor environment, we tested at one-floor home building, two-floor home building,
and seven-floor office building. The installation of this prototype can be shown at
Fig. 29.4. We just put the slave controllers near controlled devices without or with
some minor modification of building structure. The reliable wireless communica-
tion range in outdoor environment without barrier is a proximally of 60 meters and
about 29 meters when tested in indoor environment with barrier (thickness = 20 cm,
floor height = 4.25 m). These results are shown at Fig. 29.5. For building that have
more than two floors, this prototype worked well at three-level floor building. For
more than three floors, we have to use multi-master controllers to overcome the
reliability issue. We also tested the user interface of web application (Fig. 29.6) for
this prototype to some users. Mostly, they were satisfied with the user interface;
however, it needs improvements on the legends of controlled devices (Table 29.1).

Fig. 29.2 Workflow of communication protocol between server and master controller

Fig. 29.3 Proposed
communication sequence
protocol that is simple and
reliable
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In prototype testing, we found that this system can work well at not more than
180 m2 area of home building and less than 350 m2 area of three-floor office
building. The total cost of this prototype was not more than four million rupiah (less
than USD 400), including the installation fees and labor cost. We have noted that
for office buildings, which have more than three floors, the best option for instal-
lation of this system is the slave controllers should be installed at one upper and one
lower floor relatively to master controller position.

Fig. 29.4 Installation of slave controllers

Fig. 29.5 Testing result in outdoor environment (left) and indoor environment (right)

Fig. 29.6 The user interface of web application
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29.4 Conclusion

As summary of the implementation and testing result of this prototype, we can
conclude:

• This system is low in cost and power by fostering the use of embedded systems.
For greater impact in low-cost and low-power, we should select the right
components and single board computer (SBC).

• Our proposal of the use of wireless connection between controllers and sensors
can reduce the complexity of installation for new and old building construction.

• By implementing simple user interface and leveraging web-based system, this
system has led us to ease in operation.

• At last, the closed system and simple communication protocol can help us to
build a reliable system although it only uses low resources for its daily
operation.
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Female 53 Good user interface, easy to understand. If there are controlled devices ID,
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Chapter 30
Android Application for Distribution
Switchboard Design

Julius Sentosa Setiadji, Kevin Budihargono and Petrus Santoso

Abstract Mobile applications for distribution switchboard design are very rare.
Currently, existing program is a program on a PC that can be used to perform
complex electrical switchboard design but is not considered practical. An Android
application is proposed to be used design a distribution switchboard in a practical
way. The application is designed for 10.1” tablet platform with API 16 android
operating system. This application was developed by using “Eclipse” software.
Distribution switchboard designed follows the standard PUIL, SPLN, IEC, and
IEEE. Distribution switchboard that has been designed by this application can be
compared to the result of “MyEcodial L 3.4” software.

Keywords Distribution switchboard � Electrical switchboard design � Mobile
application

30.1 Introduction

Mobile Application has the potential to grow very rapidly. This is because mobile
phones (smart phones) have a crucial role, namely in the fields of communication,
information, mobility, and entertainment. On the other hand, the use of mobile
applications to support hobby and engineering application are still very underde-
veloped [1]. It is very possible to use mobile applications to support the work in the
field of engineering.

The development of mobile applications in the electrical power engineering sector
is still very minimal. In the other hand, there is PC version program that can be used
to perform complex electrical switchboard design but it is considered as not practical.
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With the need to design electrical switchboards rapidly and mobile in the
workplace, it is become necessary to develop mobile applications in the field of
electricity, especially in the electrical switchboard design that is simple yet compact
so that the electrical switchboard design can be done easily and flexibly.

This application is designed the tablet platform size of 10.1” with android
operating system API 16. This application is developed by using “Eclipse” soft-
ware. Electrical switchboard that can be designed Distribution Switchboards fol-
lows the standard PUIL, SPLN, IEC, and IEEE. Electrical switchboard that has
been designed by this application will be compared or “MyEcodial L 3.4” software.

30.2 Electrical Switchboard

Electrical switchboard is an arrangement of electrical components arranged in a
control board so those components interrelated and form functions as needed [2].

Distribution switchboard is an electrical switchboard which serves to maintain
the availability of electrical power by performing the function of insulating elec-
trical faults [2]. Distribution switchboard design covers the placement of the fol-
lowing components: circuit breaker, busbar and cable. Nominal current rating of
circuit breaker can be determined by using formula [3]:

P3U ¼
ffiffiffi

3
p

� VU�U � I � cosu ð30:1Þ

where, I is current (A), P3U is 3-phase active power (W), VU�U is line to line
voltage (V), cosu is load power factor.

Breaking capacity of circuit breaker can be determined by using formula [4]:

Isc ¼ VU�U=
ffiffiffi

3
p

Zsc
ð30:2Þ

where, Isc is short circuit current (A), VU�U is line to line voltage (V), Zsc is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

Rð Þ2 þ P

Xð Þ2
q

mXð Þ, PR is sum of resistance (series) (mΩ),
P

X is sum of

reactance (series) (mΩ).

30.3 System Design and Implementation

The developed application has a function to perform calculation to design a dis-
tribution switchboard. Distribution switchboard that has been designed by this
application can be saved. That has been done so that data can be loaded and used as
guidelines for the manufacturing of electrical switchboard as well as bidding
references.
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30.3.1 Database Design

In this application, the usage of database has two functions, namely to call com-
ponent availability and to save the electrical switchboard design process.
Component availability database include the availability of the following compo-
nents: transformers, circuit breakers, cables, and busbars.

30.3.2 Interface Design

This application interface design consists multiple pages as follows:

• Electrical switchboard selection page
This page accomodate user to select which electrical switchboard will be
designed. This page contains ImageViews to inform the user which distribution
switchboard they will design and buttons to accommodate the user to choose an
electrical switchboard to design (Fig. 30.1).

• Distribution switchboard section
This section will be split into 3 input pages (see Fig. 30.2a, b and c) to acco-
modate the user to enter the data and 1 result page (see Fig. 30.2d).

The input pages contain ImageViews and TextViews to inform the user what
data they should enter, EditTexts and Spinners to accomodate the user to enter the
data, and buttons to accomodate user to go to the next page.

The result page contains ImageViews to display single line diagram of the
designed distribution switchboard and TextViews to display the specification of the
components that construct the distribution switchboard.

30.3.3 System Implementation

Implementation of the system can be summarized in a few process as follows:

• Electrical Switchboard Selection: when application is opened, user will be asked
to choose which electrical switchboard to design.

• Distribution switchboard design: if user choose to design a distribution
switchboard, user will be asked to input data as follow:

(a) Transformer data that includes transformer apparent power, transformer
impedance, load losses and transformer secondary voltage.

(b) Cable between transformer and LV-MDP (Low Voltage—Main
Distribution Panel) data that includes cable length, cable safety factor and
cable placing.
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(c) LV-MDP data that includes LV-MDP busbar safety factor, LV-MDP
busbar type, system power factor and number of SDP.

(d) SDP data that include cable length between LV-MDP and SDP, SDP
busbar safety factor, SDP busbar type and number of grouping each SDP.

(e) Grouping data that include load phase and load active power.

Based on formula, application will calculate the specification of the following
components: cable between transformer and LV-MDP, LV-MDP circuit breaker,
LV-MDP busbar, circuit breaker outgoing LV-MDP to SDP, cable between
LV-MDP and SDP, SDP circuit breaker, SDP busbar, grouping circuit breaker.
Standards used in this application are:

(a) Short circuit current calculation using IEC 60909
(b) Transformer database using SPLN 50/82
(c) Cable database using SNI 04-0225-2000—Persyaratan Umum Instalasi listrik

2000 (PUIL 2000, in Bahasa Indonesia)

Fig. 30.1 The design of the
electrical switchboard
selection page interface

282 J.S. Setiadji et al.



(d) Calculation of circuit breaker with breaking capacity 4.5 kA using IEC
60898-1

(e) Calculation of circuit breaker with breaking capacity over 4.5 kA using IEC
60947-2

Fig. 30.2 The design of the distribution switchboard, a to input transformer, cable and busbar
data, b to input SDP (Sub Distribution Panel) and load data, c to input grouping data, d to display
result page
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(f) Capacitor database using IEC 60831-1/-2
(g) Capacitor bank’s per step circuit breaker calculation using IEC 60831-1 and

IEC 60931-1

30.4 System Testing

30.4.1 Database Testing

Database testing is performed by pulling the database from android and open the
database using “SQLiteBrowser” application. Database testing is performed to
ensure all component availability table has been successfully created entirely. The
test result can be seen in the following figure (Figs. 30.3 and 30.4).

Fig. 30.3 Database
transformer availability
(in Bahasa Indonesia)
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30.4.2 Interface Testing

Interface testing is performed by displaying the interface that has been created using
Samsung Galaxy Table 30.1 (10.1”). Interface testing is performed to determine
whether the interface runs well on Android or not.

Fig. 30.4 Electrical
switchboard selection page

Table 30.1 Examples of calculation results table

Discription Calculated with this
application

Calculated with
“MyEcodial L 3.4”

Rating circuit breaker LV-MDP 160A 160A

Breaking capacity circuit breaker
LV-MDP

36 kA 25 kA

Arus short circuit LV-MDP 3; 286 kA 3; 31 kA

Main Busbar LV-MDP 4� 1� 25� 3mm 4� 1� 15� 5mm

Rating circuit breaker outgoing
SDP

100A 125A

Breaking capacity circuit breaker
outgoing SDP

36 kA 36 kA
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30.4.3 Design Result Testing

Design result testing is performed by comparing the design result by application
with “MyEcodial L 3.4” software. Design result testing is performed to verify
distribution switchboard designed by this application.

The difference in form of circuit breaker specification occurred because of dif-
ferences in the usage of circuit breaker database between this application and
“MyEcodial L 3.4” software, different ways of calculating the requisite of circuit
breaker nominal current rating and the application does not perform design with
cascading system. These differences can be tolerated because they both meet the
applicable standards.

30.5 Conclusion

The conclusion that can be drawn is as follows:

• The user is able to perform computerized process of designing distribution
switchboards with this application.

• There were some differences in the design result using this application with the
design result by “MyEcodial L 3.4” software. The differences are in the form of
the short circuit current calculation and circuit breaker specifications.
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Chapter 31
Adaptive Bilateral Filter for Infrared
Small Target Enhancement

Tae Wuk Bae and Hwi Gang Kim

Abstract When applying a basic bilateral filter for an infrared small-target
detection, it’s traditional structure and implementation should be changed in order
to recover the background that is covered by small target. This paper presents an
adaptive bilateral filter incorporating a surrounding block-variance analysis and an
adaptive standard deviation based on this variance, which is able to obtains and
analyzes more information from the vicinity of both the target and the background.
This concept enables a bilateral filter to predict a background image excluding a
small target because the surrounding block variance is adaptively mapped to the
standard deviations of bilateral filter according to the target and background.
Finally, a small target can be detected by subtracting the predicted background from
the original image. In order to compare existing target detection methods against the
proposed adaptive bilateral filter, the signal-to-clutter ratio gain and background
suppression factor are employed. Experimental results show that the proposed
adaptive bilateral filter method has a superior target enhancement performance
compared to existing methods.

Keywords Bilateral filter � Clutters � Infrared � Sensor � Small target

31.1 Introduction

Among IR imaging systems, an infrared search and tracking system is an important
IR defense technique against attacks by cruise missiles or infiltration by low-flying
objects [1]. The targets can be observed, detected, and recognized based on their
radiant features, which differ from the background. However, in general, an IR
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image has a very low signal-to-noise ratio from various optical factors such as target
sources, background radiation, transmission properties in the atmosphere, and
limitations of the IR sensor. Since these factors bring significant amount of clutter
and false targets in an IR image, it is a difficult task to detect dim, small, and
moving targets. Moreover, small targets appear as a dim point embedded in a
heavily cluttered background owing to the long distances between the IR sensor and
the targets. Because these factors bring about a large amount of clutter and false
target detections, it is very challenging to detect and track dim, small, and moving
targets. Nevertheless, a target-detection algorithm is an essential technique for IR
countermeasures (IRCM) and directed IRCM, which protect friendly aircraft or
ground vehicles from enemy missiles or aircraft [2]. For the development of these
IRCM or DIRCM systems, small target detection techniques must come first. Over
the past few decades, many spatial target detection techniques have been presented.

Many researchers have developed several spatial-based small-target detection
methods for detecting moving targets in IR images [3–5]. Deshpande et al. sug-
gested the use of max-mean and max-median filters for preserving structural
backgrounds, such as clouds in an IR image [3]. Zhang et al. presented a target
detection method using top-hat for tracking dim moving-point targets in IR
sequences [4]. Cao et al. proposed a target detection method using a 2D least mean
square based on a neighborhood analysis for a local filter [5]. The mentioned
methods assumed that a small target has a brighter intensity from higher temper-
atures compared to the background region. However, it is difficult to identify the
real target region precisely when many non-target objects have bright gray levels in
the IR images. In these spatial-based methods, background prediction when covered
by targets is the key of small target detection, since small targets can be detected by
subtracting the predicted image from the original [6]. To efficiently perform this
procedure, this paper presents an adaptive bilateral filter (ABF) incorporating a
surrounding block variance analysis and an adaptive nonlinear standard deviation
based on this variance.

31.2 Bilateral Filter and Its Application

Bilateral filter (BF) was proposed as a nonlinear filter that smoothest the noise while
preserving the edges [6]. A predicted pixel from the BF is given by

Y m; nð Þ ¼
Xp

l¼�p

Xp

k¼�p

Hðm; n; l; kÞXðl; kÞ ð31:1Þ

where Y(m, n) is the output image, H(m, n; l, k) is the nonlinear combination
between pixels (l, k) and the center pixel (m, n) in the filter window with
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(2p + 1) × (2p + 1), and X(l, k) is a degraded image (the original image). The
nonlinear combination in the filter window is given by

H m; n; l; kð Þ ¼ w�1
m;nexp � l� mð Þ2 þ k � nð Þ2

2r2d

 !
exp � X l; kð Þ � X m; nð Þð Þ2

2r2r

 !
; ðl; kÞ 2 Dm;n

0; otherwise

8
>><

>>:

ð31:2Þ

where Dm;n ¼ l; kð Þ : ðl; kÞ 2 ðm� p;mþ pÞ � ðn� p; nþ pÞf g represents pixels in
the filter window, rd and rr are standard deviations of the domain and range filters,
and wm;n is a normalization factor given by,

wm;n ¼
Xmþ p

l¼m�p

Xnþ p

k¼n�p

exp � l� mð Þ2 þ k � nð Þ2
2r2d

 !
exp � X l; kð Þ � X m; nð Þð Þ2

2r2r

 !

ð31:3Þ

To apply a basic BF to the small target detection, the most important consideration
is the image variation by rd and rr. First, rd controls the Gaussian weighting rate
based on distance for all pixels in filter window. Generally, the more rd increases for
a fixed rr, the greater the smoothing-effect is for filter window. Meanwhile, rr
controls the Gaussian weighting rate based on the pixel range for all pixels in filter
window. If rr is larger than the pixel range in filter window, it means that the range
low-pass Gaussian filter assigns a similar weight and causes a smoothing effect for
every pixel in the filter window. We can induce that a smaller rd and rr keeps the
original shape of the small target owing to the edge-preserving feature; on the other
hand, larger values make the small target blur owing to the smoothing feature.

To predict the background covered by small targets, the BF should have a
relatively smaller rd and rr for the background or object regions (such as a cloud)
for its preservation, but on the other hand, should have a larger rd and rr for the
small target region for smoothing or blurring.

31.3 Proposed Adaptive Bilateral Filter Based
on Surrounding Block Variance

The proposed ABF is a novel BF with an adaptive standard deviation mapping
function based on a surrounding block variance analysis by means of the basic BF
features explained in section II. The procedure of the proposed ABF is as follows.
First, we analyze the surrounding block variances for small targets, various objects,
and background regions. The block variance is mapped to the two
standard-deviations of the BF. The background region covered by the small targets
is then predicted. By subtracting the predicted image from the original, small targets
can be detected.
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31.3.1 Surrounding Block Variance Analysis

To apply the BF features to IR small target detection, we need a mechanism that can
tell the filter how likely it is that the image covered by the filter window is going to
be a small target or a background, allowing the filter to adjust its two standard
deviations accordingly. Figure 31.1a shows a novel input structure for the proposed
ABF, which is capable of acquiring and analyzing more information from the
vicinity of the target and from the background region. For input IR image X with a
size of M × N, the proposed ABF uses surrounding blocks with 5 × 5 sizes centered
at Pm;n ¼ f1�m�M; 1� n�NjP1

m;n; P
2
m;n; . . .; P

3
m;ng, as the input blocks. The

input block variance, the variance of mean values of the respective input blocks at
(m, n) is given by Vðm; nÞ ¼ varðPm;nÞ.

Figure 31.1b shows the position of the input blocks on a small target, a cloud
edge, and the background of an original IR image. Since input blocks surrounding
the small target and background have very similar statistical properties, the
respective mean values corresponding to input blocks will be very similar. In other
words, variances in these two regions will be similar. However, around the cloud
edge, respective mean values corresponding to the input blocks can vary, as shown
in the cloud edge region, since the cloud (or object) neighborhood is complicated.
Thus, when the mean values of the input blocks cluster tightly, it means that the
filter window is moving on a flat background or a small target, and the BF needs to
increase the standard deviations to smooth these regions.

Even if larger standard deviations cause a smoothing effect, it does not affect the
background region, but smooths a small target region; on the other hand, if the
mean values of input blocks are widely separated, it means that the filter window is
moving over a chaotic region, like the edge of a background object, and the
standard-deviations need to be reduced for an edge-preserving effect on the region.
Therefore, a mapping function of the input-block variance and two standard
deviations are needed for this purpose.

Fig. 31.1 a Input structure
and b its position for various
objects and background
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31.3.2 Mapping Function of Standard Deviations Based
on Surrounding Block Variance

We should consider a mapping function for the surrounding variance of input
blocks to the standard-deviations of the BF. Based on the relation between the input
block variance and standard deviations, we can easily use a linear mapping of
inverse proportion to predict a background that does not include a small target.
However, to map this efficiently, this paper employs a nonlinear mapping function.
The nonlinear mapping functions for rd and rr are

rd ¼ ðrd max � rd minÞð1�
ffiffiffiffiffiffi
nV

p
Þ ð31:4Þ

rr ¼ ðrr max � rr minÞð1�
ffiffiffiffiffiffi
nV

p
Þ ð31:5Þ

where nV is the normalization of input block variance at any coordinate, in the
range of nVmin ¼ 0 to nVmax ¼ 1. And rd minð¼ 0Þ, and rd maxð¼ 127Þ,
rr minð¼ 0Þ, and rr maxð¼ 255Þ are the min and max of the standard deviations for
the domain and range filters in the BF. The normalized input block variance at any
coordinate is calculated by max and min input block variances at all the coordinates
in entire input image.

Figure 31.2 represents two kinds of mapping functions (straight line [Linear] and
curve [Nonlinear]) for surrounding variances to standard deviations of the BF. It
shows smoothing and edge-preserving regions determined from standard-deviations
of the domain or range filters in the BF. Compared to a linear straight line, the
nonlinear curve has a narrow surrounding variance range for a smoothing region (a
smaller smoothing effect) and a wide surrounding variance range for an

Fig. 31.2 Non-linear
mapping function for
surrounding variance and
standard deviations
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edge-preserving region (a bigger edge-preserving effect). This means that this
mapping function can smooth only small targets while making other objects (such
as clouds) visible on the predicted background since it tends to make an IR image
edge-preserved. As a result, small targets can be more efficiently detected by dif-
ferences between the original image and a predicted image. Now, the proposed
ABF can predict a background that does not include a small target from the
adaptive rd and rr mapping mechanism based on the surrounding variances, which
distinguishes small targets, the back-ground region, and object regions such as
cloud edges in an IR image.

31.3.3 Post-Processing Using Min and Max Filter

After subtracting a predicted background Y(m, n) by the proposed ABF from an
original image X(m, n), a min-max filter is applied for the subtracted image S(m, n).
Among the subtracted image, pixels with a negative sign are mapped to zero. We
regard pixels larger than threshold Th = 0.8 × Smax as the candidate target region,
where Smax is the maximum gray scale in the subtracted image S(m, n), as follows:

Candidate target region; if Sðm; nÞ� Th
Non� target region; otherwise

�
ð31:6Þ

To detect the target well and reduce the clutter, the candidate target region is
processed using a 3 × 3 mean filter, and the residual region is processed using a
3 × 3 min filter. The detection results are then acquired. This post-processing is
useful to the background suppression with the target enhancement.

31.4 Experimental Results

Three IR images (A, B, and C) were used for an objective performance assessment.
Image A includes a flying target with low contrast and a size of 320 × 240.

Image B and C include a flying target against a cloudy background and a
uniform background, respectively, each sized 360 × 240. Figure 31.3 shows the
detection results from the proposed ABF. Figure 31.3a shows the original images
containing a small target in various backgrounds, and Fig. 31.3b shows the pre-
dicted background images from the proposed ABF. We can see that background
images of the original images are predicted on the whole, while the targets are
largely ignored, or almost disappear in the predicted background images.
Figure 31.3c represents the surrounding block variance over the image. Red cor-
responds to larger values, and blue corresponds to smaller values. We can see that
the dim cloud and cloud edge are high, while variance in the target and uniform
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background is low. Figure 31.3d shows a subtracted image, obtained by subtracting
the predicted background image from the original image.

Figure 31.4 shows the target detection results between the existing methods and
the proposed ABF. The proposed ABF suppresses the cloud edges and background
clutter better than the existing methods. We confirmed that the proposed BF is more
effective on IR images with various backgrounds, compared to the other existing
methods. To evaluate the performance of the existing methods and the proposed
ABF quantitatively and objectively, two metrics, that is, the signal-to-clutter ratio

Fig. 31.3 Detection results on three IR images with small targets: a original IR images,
b predicted background images, c surrounding block variance over the image, where red
corresponds to larger values and blue corresponds to smaller values, and d the detection results

Fig. 31.4 Comparison of the results between the conventional methods and proposed BF:
a max-mean, b max-median, c Zhang’s method, d Cao’s method, and e proposed ABF
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gain (SCRG) and background suppression factor (BSF) [7], are employed and
defined as follows:

SCRG ¼ ðS=CÞout=ðS=CÞin ð31:7Þ

BSF ¼ Cin=Cout ð31:8Þ

where S is the signal amplitude and C is the clutter standard deviation in a nor-
malized subtraction image. The subscripts in and out indicate the input and output
images. We confirmed that the proposed ABF offers a superior performance, that is,
1.85–4.69, 0.62–1.32, and 7.54–9.72 in SCRG and 3.51–4.95, 1.20–1.87, and
1.24–2.86 in BSF for A, B, and C image, compared to the existing methods, as
shown in Table 31.1.

31.5 Conclusions

This paper presents a novel image based IR small target detection method as
applying basic BF. With development of camera technology, image based target
detection is becoming very important requisite for IRCM or DIRCM. In the small
target detection, rapid and precise detection is an essential problem for coping with
upcoming enemy aircrafts or missiles. Therefore, computation time reduction
should be accompanied with precision enhancement in target detection, as the
future work.
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Chapter 32
Innovative Tester for Underwater Locator
Beacon Used in Flight/Voyage Recorder
(Black Box)

Hartono Pranjoto and Sutoyo

Abstract All commercial airplanes that carry more than 20 passengers and all sea
merchant vessels with sizes above 3000 gross tonnage must be equipped with
flight/voyage data recorders or more popularly known as black box. All black boxes
aboard those vessels must be equipped with a completely independent ultrasonic
sonar finder device called Underwater Locator Beacon (ULB). In case the device is
immersed in water due to an accident, this device will emit ultrasonic signal at
37.5 kHz of a certain pattern for 30 days. The chance of finding the vessel (an
airplane or a ship) sinking in the ocean is almost solely depend on the working
order of this device. The work presented here is about testing the ULB for its
performance using simple system by the use of a microprocessor. The tester will
check the voltage of the battery inside the ULB, the expected length of usage of the
battery, the generation of the ultrasonic signal at 37.5 kHz, and also about the
pattern of the signal. The device designed and built will be small and easy to use
with good visual and audio feedback to indicate the result of the UTB test. At the
termination of this work, a working system to test a ULB on the voltage and also
detection of the ultrasonic signal has been built which is small and intelligent. The
usage of the system is very simple, just by inserting the ULB into the system and
pressing the unit for 5 s, a thorough result of the ULB test is presented on an LCD
screen together with a blinking color light emitting diode (LED) and audible sound
via buzzer to prove that the ULB under test is in good working order.

Keywords Flight recorder tester � Under water locator beacon � Flight black-box
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32.1 Introduction

All commercial airplanes that carry more than 20 passengers and all sea merchant
vessels with sizes above 3000 gross tonnage must be equipped with flight/voyage
data recorders or more popularly known as black box. The actual color of the
recording unit is actually bright orange color with marking that the device is a flight
or voyage data recorder. For an airplane there are two different and independent unit
of data recorder, one data recorder is for the cockpit voice data recorder which
record all conversation taking place inside the cockpit and a flight data recorder
which record all the parameters of the flight such as heading, altitude, position of
rudder, position of elevator and many other parameters All black boxes aboard
those vessels must be equipped with a completely independent ultrasonic sonar
finder device called Underwater Locator Beacon (ULB). In case the device is
immersed in water due to accident, this device will emit ultrasonic signal of a
certain pattern for 30 days [1–3].

Figure 32.1 shows the recording unit for an airplane. Figure 32.1a is a typical
photograph of a cockpit audio voice data recorder (CAVR) while Fig. 32.1b is a
photograph of a flight data recorder. There no significant difference between those
two devices. Figure 32.1c is a typical photograph of voyage data recorder usually
found above the bridge of a sea vessel.

In all figures above (Fig. 32.1a, b, c) although they are built by different man-
ufacturers there is one common unit—the ULB—shown as white cylinder on the
right hand side of the recorder (Fig. 32.1a) on the left hand side of the recording
unit (Fig. 32.1b) and above the recording unit (Fig. 32.1c). The length of a ULB is
10 cm and the diameter is 3.3 cm. A detailed view of the beacon and example of
mounting on FDR is shown in Fig. 32.2a, b.

A ULB by itself when stored anywhere—such as mounted next to a data
recorder—will not transmit any ultrasonic signals because the positive pole and the
body of the ULB is not connected or it is an open circuit. Upon completion of the
circuit such as shorting the positive pole to the body or by immersing the ULB
underwater—thus create a short circuit, then the ULB will emit ultrasonic signal.
The ultrasonic signal will have a frequency of 37.5 kHz ± 1 kHz. The frequency
will be transmitted for a period of 10 ms (0.01 s) with a silent period of 99 ms
(0.99 s) to provide a period of 1 s modulation. Figure 32.3 shows the timing and the
ultrasonic pulses emitted by the ULB. Figure 32.3a shows in illustration of how to
short the positive pole to the body of the ULB using simple wire and Fig. 32.3b
shows the ultrasonic output of the ULB. From Fig. 32.3b, it shows clearly that the
frequency output of the ultrasonic is 37.5 kHz and the active period of 10 ms.
During the remaining 990 ms, the ULB does not transmit any ultrasonic signal thus
giving a period of 1 s of modulation period [1–6].
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Fig. 32.1 a Cockpit audio
voice recorder unit of an
airplane. b Flight data
recorder of an airplane.
c Voyage data recorder for sea
vessel
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32.2 Annual Performance Test of ULB

By regulation, the CAVDR, FDR, or VDR must be tested at least once a year by a
qualified personnel endorsed by the maker of the corresponding maker. After the
test is performed, temporary certificate is given by the personnel when he/she thinks
the unit is working in satisfactory condition. Later on, the data must be sent to the
maker and the maker will review the result, and if the maker is satisfied, then a
1-year certificate for the unit is issued.

During the test, most of the work is on the recording unit, the ULB is only
checked for the battery expiration and the voltage of the battery. No test is usually
performed to check for the performance of the ultrasonic transmitter, although this
is the only chance of finding the data of the recording unit if the vehicle is immersed
underwater.

There are manufacturer that provide ultrasonic test, but the test is cumbersome. It
involves taking the battery out of the mounting unit, short the pole and the body
similar to Fig. 32.3a, and then place an ultrasonic transducer near the ULB to listen
to the signal. This task is not easy because the location of the unit is not easy to
reach and also to work with and therefore performing the task of testing the ULB
becomes more demanding.

Fig. 32.2 a Detailed view of a ULB on with the positive node shown on the vertical unit. b ULB
mounted on the side of an FDR shown together with the expiration date (June, 2007)

Fig. 32.3 a Activation of ULB by shorting the positive pole to the body of the beacon. b Timing
of the ultrasonic pulses emitted by the ULB
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32.2.1 Testing the Underwater Locator Beacon (ULB)

The most important parameter of testing the Underwater Locator Beacon (ULB) is
(1) to check the expiry date of the lithium battery of the beacon, (2) testing the
voltage of the lithium battery to be within certain value (above 2.97 V) and (3) test
if the ULB transmit ultrasonic signal with the predetermined pattern. The first two
tasks have been performed traditionally by the surveyor, but to test the actual
transmission is not performed because the device currently used is cumbersome. In
this tester, the last two tasks will be performed very easily just by pushing the ULB
into the socket inside the tester. The tester will perform a self test itself, then check
the battery voltage of the ULB and then test the presence of ultrasonic signal from
the ULB.

Testing the ULB can be performed by using one simple task b inserting the ULB
inside the opening of the testing unit. Upon pressing the ULB into the test unit,
there is a small switch that turns on the entire system and start the sequence of ULB
testing will be as follows:

(1) Do a power on self test on the ULB tester to ensure that the tester is in good
working order such as the battery voltage supply, the buzzer, LCD and LED
indicator

(2) Do a voltage measurement of the lithium battery of the ULB and predict based
on the voltage the length of time the battery will last for storage. If the
prediction of the lifespan of the battery is less than 1 year, the system will
show a warning.

(3) Short the positive probe and the body of the ULB and then the ultrasound
microphone will listen for the ultrasonic tone of the ULB at certain voltage
level. The microprocessor will count the number of pulses to ensure that there
are between 365 and 385 pulses within the 10 ms of the transmission windows

After all sequence described above is passed, then the unit will show a satis-
factory condition which is shown on the LCD, blink of the green LED and also
single beep of the buzzer.

32.3 Description of the ULB Tester

The main unit of the ULB tester is a microcontroller ATMEGA88PA SMD—to
make the entire device small in size—and a ultrasonic transducer as shown in
Fig. 32.4. When the ULB is inserted and then pressed, the start button will turn on
the microprocessor, do a self test within 300 ms, and then measures the voltage of
the lithium battery to a specific voltage (3 V) several times. The unit will then
shorted the body of the ULB with the positive probe to start the transmission of the
ultrasonic signal at 37.5 kHz. The signal is then picked up by an ultrasonic
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transducer and then amplified/compared with an op-amp. The output is fed to the
microcontroller that measures the number of pulses to be between 375 pul-
ses ± 10 %—a 37.5 kHz signal will generate 375 pulses within 10 ms. This
detection is performed three times. After all measurements are finished, a single
audible beep is generated together with the lighting of the green LED (light emitting
diode) and the word “PASSED” and Volt = 2.98 to indicate the voltage of the
lithium battery on a 2 × 8 character text LCD.

The first ULB tester is quite compact measuring only 13 cm in length as shown
in Fig. 32.5 along with a measuring ruler on the bottom side. The casing is made of
acrylic to show all the components. On the left side is the opening to insert the ULB
under test and then push the ULB to start the entire sequence of testing from
measuring the battery voltage and then check the presence of ultrasonic signal when
the ULB is shorted. Shown on top of the tester is the 2 × 8 character text LCD.
Underneath the LCD is the microcontroller with all the connection to the other
peripherals. On the bottom part of the microcontroller board is the power supply
board and the ultrasonic transducer circuitry.

Fig. 32.4 Block diagram of
the innovative ULB tester

Fig. 32.5 a ULB tester unit
from the top view
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Figure 32.6a shows the top circuit board of the tester with marking (1, 2, 3) of
the microcontroller, connector to the LCD module, and buzzer. Figure 32.6b shows
marking (4, 5) the ultrasonic amplifier and the ultrasonic transducer itself.

32.4 ULB Tester Performance Test

Performance of the tester is conducted in two different prerequisite. The first is the
performance of the voltage of the tester as compared to the voltage of the ULB
itself. Measurement of the ULB battery voltage uses the internal Analog to Digital
Converter of the microcontroller. The resolution of the ADC is 10 bit resulting in
voltage differentiation of 0.005 V for a span of 5 V reference which is good enough.

Fig. 32.6 a Top circuit board
with microcontroller.
b Bottom circuit board with
transducer
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Testing is conducted using different supply voltage with different values and then
compared with calibrated voltmeters. Performance of the analog to digital converter
of the microcontroller is very similar to that of calibrated voltmeters and therefore
simple in comparison. Comparison of voltage between ADC and calibrated volt-
meter is very negligible and still within the 0.005 V resolution and the result of the
test is displayed on the LCD display to indicate the voltage measured.

Testing the ultrasonic signal is a time domain process instead of frequency
domain. First the signal must be captured by the ultrasonic transducer and the result
of ultrasonic signal emission by the ULB is shown in Fig. 32.7 which illustrates that
the signal will emit for 10 ms every 1 s. Testing of the ULB tester involves
changing/sweeping the frequency of the ultrasonic signal from 32.5 kHz up top
42.5 kHz. The result of the ULB tester can indicate that it can detect the signal from
36.5 kHz up to 38.5 kHz and provide message that the signal is good. When the
signal is outside the range, then the ULB tester must indicate that the ULB is not in
good condition because emitted ultrasonic signal is outside the range. During the
ULB test period, the number of pulses within 10 ms is counted and the number
must be between 365 and 385 counts.

After the conclusion of the test (battery voltage test and ultrasonic generation
test), a test result will be displayed on the LCD, color LED indicator and audio beep
as indicated in Table 32.1.

Before the ULB test is conducted by the tester, the tester will perform a rigorous
self-test (internal battery test, ultrasonic detection and visual/audio test. When one
of the test fails, than the tester will lit a red LED and sound three beeps.

Fig. 32.7 Ultrasonic signal emitted by the ULB captured by the ultrasonic transducer
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32.5 Conclusion

A ULB tester with more comprehensive result has been designed and built. The
tester will test the voltage of the lithium battery and also the emission of the
ultrasonic signal with frequency ranging between 36.5 and 38.5 kHz. More
important the device designed and built is very compact and also the very easy to
use—by pressing the ULB into the slot of the tester—and the result will be dis-
played on the LCD, LED indicator and also audio beep.
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Table 32.1 Audio and visual feedback of the ULB test

Battery voltage Ultrasonic signal count LCD row 1 LCD row 2 LED Audio beep

2.80–2.97 365–385 Voltage GOOD Green LED 1 beep

2.80–2.97 <365, > 385 Voltage Bad Yellow LED 2 beeps

<2.80 X Voltage Bad Yellow LED 2 beeps
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Chapter 33
2D CFD Model of Blunt NACA 0018
at High Reynolds Number for Improving
Vertical Axis Turbine Performance

Nu Rhahida Arini, Stephen R. Turnock and Mingyi Tan

Abstract A 2D CFD modelof a modified turbine blade was investigated numeri-
cally in this work. The turbine utilized NACA 0018 which had airfoil chord length
of 0.75 m and operated at Reynolds number (Re) of 1.07 × 106. The model was
simulated using OpenFoam with steady solver named simpleFoam. The aim of
airfoil modification was to gain more power by increasing turbine lift force. The
increase of lift force was obtained by truncating the trailing edge at 15 % chord
length. The investigation of single normal and blunt were conducted prior to
evaluation of turbine power. Some CFD simulation parameters were evaluated in
the normal single NACA 0018 model and the best parameter combination were
decided to resolve the physical turbulence phenomena and the fluid airfoil inter-
action. The best parameters was chosen by validating the simulation result to some
reference data and then assigned to a CFD model of blunt NACA 0018. From the
simulation result, it was found that the blunt NACA 0018 had 15.83 % higher lift
coefficient than the normal and the turbine power was increase significantly when
use blunt airfoil.

Keywords 2D CFD model � Blunt airfoil � NACA 0018 � Truncatedturbine
blade � Renewable energy

33.1 Introduction

A preliminary 2D CFD model of single NACA 0018 was investigated in this
research. Some CFD parameters were utilized and combined in the simulations to
perform turbulence condition in the steady fluid flow. The goal of the research was
to provide 2D CFD simulation set-up to model blunt NACA 0018 and compare
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normal and blunt airfoil simulation result when both were applied in vertical axis
turbine design in terms of the power generation. The normal NACA 0018 model
had airfoil chord length of 0.75 m, in the fluid flow of 1.4 m/s and associated Re of
1.07 × 106. The investigation was performed by constructing a 2D model in
OpenFOAM and simulated using steady state solver, simpleFoam, at 6° angle of
attack.

Single airfoil evaluation reveals the interaction between the fluid and structure
and establishes the pressure and velocity field in the entire domain. The evaluation
can also estimate other fluid dynamic parameter such as force and drag coefficient
for predicting airfoil performance. It is hardly possible to evaluate fluid flow ana-
lytically because the complex physical fluid flow. However with the helping of
major advance in computer technology currently, the fluid flow is possibly
resolved, yielding accurate output using CFD method approach. The investigation
of NACA 0018 began few decades ago when Sheldahl and Klimas [1] had their
experiment. Srivastav [2] used CFD to describe the aerodynamics characteristic of
NACA 0018 by applying surface modification using k − ω turbulence model. The
strong capability of CFD to calculate the physical turbulence phenomena was also
implemented in unsteady condition for predicting stall and acoustic area of an
airfoil [3, 4].

CFD solves the fluid dynamic formula which was derived from Newton’s second
law for Newtonian fluids. This formula is one of the basic equations for fluid flow
alongside the conservation of mass equation and the energy equation. By calcu-
lating the equation in the airfoil vicinity and whole domain, CFD solves pressure
and velocity field and force coefficients. Sahin [5] used CFD for observing force
coefficient in NACA airfoil and the numerical result gave a good agreement with
his experiment. Razak [6] carried out numerical calculations which were in
agreement with his experimental data for studying the behavior of airfoil
NACA0018 stall flutter which occured in the condition of separated and reattached
flow. The fluid speed and angle of attack were the variables of his study and
investigated with the respect to its influence on airfoil cycle oscillation, amplitude
and force coefficients.

33.2 Computational Fluid Dynamics

In this present work, the CFD model was simulated using openFoam [7] which was
based on the finite volume method. Finite volume method discretises a domain into
numerous cells and for each cell the Navier-stokes and the mass integral equation
are applied. An integral equation calculates flux of a variable in the control volume
with an approximation of two levels [8]. The first level approximation calculates
variable value from one or more points from the cell face in the boundary surface.
Cell values can be approximated in terms of value of the nodal centre thus it needs
interpolation to get the values at the cell face.

310 N.R. Arini et al.



The interpolation for finding the value on the cell face can be determined using
an interpolation scheme such as upwind, linear or other higher order schemes such
as QUICK and cubic. Numerical methods for solving the problem of fluid dynamics
are complex and consume lots of time because of the number of equations and
iterations. The requirement for a high specification and advanced computer
becomes a must to acquire accurate and time efficient calculations. The success of a
numerical method depends on discretized (meshing), choosing the scheme of
interpolation and how the iteration solves the equation. The mesh which had been
generated was then simulated using simpleFoam for turbulent, steady state and
incompressible cases which was based on the SIMPLE (Semi-Implicit Method for
Pressure-Linked Equations) algorithm.

SIMPLE algorithm procedure begins with setting the boundary condition of the
problem such as initial condition in the domain including velocity, turbulent kinetic
energy and inlet pressure. Other parameter such as density and dynamic viscosity
remain constant during the calculation. Next step the solver solves velocity field
from the momentum equation for all cell and calculate the mass flux. The result is
inputted to find the pressure in the equation. The resulted pressure then is fed back
to the mass equation and used to find the velocity value. All parameters from the
first calculation are applied in the boundary condition and start the second equation
and goes on the iteration until the result become converged. The converged criteria
depends on the difference value of the initial value of all the parameter and the
value from the previous result (residual factor). All residual factors need to meet
convergence criteria simultaneously to provide converged simulation.

In the fluid flow point of view, above certain Re, fluid flow appears to be
unsteady and irregular which is caused by fluctuating and mixing of all three
velocity components. However the fluid dynamics equations have to be able to
capture the physical phenomena of all cases of which it represents including the
turbulence condition. Some turbulence models had been developed based on
Reynolds Averaged Navier Stokes (RANS) theory and classified according to
additional number of equations being solved in the numerical process. The turbu-
lence models without any additional equation are zero equation model.
Spalart-Almaras is the example of one equation turbulence model as it takes one
more equation into account. For two equations models, k − ε and k − ω are in the
common use. Advance models have been developed following the invention of the
super computer such as Large Eddy Simulation (LES) and Direct Numerical
Simulation (DNS). LES calculates time dependent flux energy of small eddies and
allow the model to capture more detailed phenomena in turbulent flow. DNS
provides an exact solution of Navier stokes equation without developing a model
for the turbulent fluid flow. In this work, two equations turbulence models were
applied (k − ω and k − ε).
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33.2.1 2D CFD Model of NACA 0018

In this work, symmetric NACA airfoil was drawn in a 2D model approach using
openFoam. 2D airfoil model approach arises as knowing the fact that spanwise
velocity is much lower than the streamwise velocity component, hence the z
component could be negligible. From 2D CFD analysis, force components in terms
of their coefficients can be calculated. The two force components work on an airfoil
are illustrated in Fig. 33.1. The resultant force (F) of lift (L) and drag (D) force is
essential parameter as it predominantly affect turbine performance.

33.2.2 Airfoil Force and Turbine Power

From the illustration of flow in Fig. 33.1, the flowpasses leading edge of an airfoil is
brought into rest at the stagnation point and breaks up towards the upper and lower
airfoil surface path. Different distance paths at non-zero angle of attacks generates
different velocity magnitude for upper and lower surfaces thus producing different
total pressures along those surfaces. The upper surface experiences higher velocity
therefore the total pressure is smaller (negative pressure) than the lower one.
Combining the total pressure force for upper and lower surface creates a lift force of
an airfoil. The lift force is accompanied by drag force to build up the force resultant
which is adopted for harnessing renewable energy in a turbine operation.

A turbine fundamentally is a device which extracts energy from renewable
resources by converting its kinetic energy to electricity. A tidal turbine works with
the same mechanism as a wind turbine except to operate in about nine hundreds
denser fluid. It needs a large amount of driven force to start rotating and maintain
the rotation stable. The tides motion rotates the turbine blade which is coupled to an
electricity generator. The rotation of tidal turbine mainly is driven by lift force
therefore the more lift force can be generated on the blade the more power is
obtained by the turbine. The amount of power generated by the turbine is pro-
portional to lift force times the tangential turbine velocity.

Fig. 33.1 Force components
work on an airfoil [9]
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Darrieus vertical axis tidal turbine was designed based on previous research [10]
and its power associated with normal and blunt trailing edge was evaluated. The
turbine utilized three NACA 0018 blades which ware arranged symmetrically as
illustrated in Fig. 33.2. The blades were geometrically attached at centre of turbine
hub, normal to the chord length at which tangential velocity vector exerts All blades
were assumed to produce the same amount of power thus the evaluation was
conducted only in one airfoil at the same single airfoil simulation angle of attack.
Turbine power was induced by turbine rotation which was driven by lift force. It is
an indicator of how much renewable energy could be harnessed from a tidal turbine
and mathematically expressed by a dot product of resultant force vector and turbine
velocity vector. The tip speed ratio and solidity of turbine were 6 and 0.19
respectively [11] which gave turbine radius and angular velocity of 2 m and
4.2 rad/s. The span of a turbine blade was 1 m long.

33.2.3 Numerical Parameters

Twelve different models were developed and simulated from the combination of
two different mesh topologies, two turbulence models, and two types of interpo-
lation scheme and eventually validated using Weller [12] data.

The parameter used in seven different cases were C-grid structured and
snappyHexMesh for mesh topology, k − ω and k − ε for turbulence model, and
upwind, QUICK, and cubic for interpolation schemes. The topology of C-grid and
snappyHexMesh on the airfoil vicinity and whole domain are drawn in Figs. 33.3
and 33.4 respectively.

Eleni et al. [13] simulated models of an airfoil with C-structured grid which
showed that independent mesh simulation was performed when number of cell

Fig. 33.2 Vertical axis tidal
turbine design
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reached 80,000. In C structured grid topology, airfoil mesh was generated with 10
boundary layers in 0.01 m height. The inlet radius curvature of the domain where
the flow came in was 17c which was also the same length as the outlet height. There
were 100 points in the lower and upper part of the airfoil with equal distribution.
For far region from boundary layer and downstream direction behind the trailing
edge region, 200 and 800 nodes were developed with the growth rate of 0.01 for
vertical direction (far region) and 0.25 for horizontal direction (downstream behind
the trailing edge). The front angle was 65o with the equal distribution along the
curvature line. In the snappyHexMesh topology, number of boundary layers was 6
with the expansion ratio of 1.3.

33.3 Result and Discussion

The investigation of simulation parameters for normal NACA 0018 model is dis-
cussed first followed by the simulation of blunt NACA 0018 using the chosen
parameter from normal airfoil simulation and eventually the model of vertical axis
will be observed.

Fig. 33.3 Mesh topology of C structured grid, a whole domain, b around airfoil

Fig. 33.4 Mesh topology of snappyhexmesh, a whole domain, b around airfoil
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33.3.1 Normal NACA 0018

Simulation result of lift coefficient (Cl) is presented in the Table 33.1. Each grid
was simulated with two different turbulence models which were k − ω and k − ε
and for the each variation the model took three different interpolation schemes
(upwind, QUICK and cubic). The lift coefficient then was validated with experi-
mental data [12] and the best combination parameters which had least error were
chosen to model blunt airfoil.

The lift coefficients for all simulations are listed in Table 33.1 except for sim-
ulations using QUICK interpolation schemes as those were crashed with the chosen
generated mesh. The failure was likely because of QUICK sensitivity to interpolate
the diffusion term although it was accurate for convective term of the fluid
momentum equation. In general lift coefficient which was simulated from C
structured grid topology showed less error than snappyHexMesh because the better
ability of cell arrangement in structured than unstructured grid (snappyHexMesh).
In structured grid cells which were generated from hexahedral shape, were well
organized thus suitable for regular object. Total number of cells in the model was
781,121 which exceeded the required number for independent mesh [13].

From Table 33.1, it can be found that all simulations which run with k − ε
turbulence model showed less error as k − ε gave better prediction in far region
while k − ω resolved accurately in boundary layer field. For large boundary layer
thickness (y + >30) the simulation took wall function into account, and for that
condition k − ω was less accurate to predict the turbulence condition near the wall.
Cubic interpolation schemes gave more precise result than upwind but had less
residual value which made all the simulation not converged after 5000 iterations.
On the other hand, upwind interpolation brought the simulation to converged
condition which was specified by 10−5 residual of p, v, k, ω.

On the airfoil surface the highest pressure took place in the stagnation point
which laid in the lower surface at leading edge. The upper pressure profile appeared
to have negative pressure while on the other hand it occured to be positive in the
lower part of an airfoil. The total pressure distribution of the lower and upper part of

Table 33.1 Lift coefficient from simulation

Grid Turbulence model Interpolation scheme Cl Error (%)

C-structured k − ε upwind 0.585 3

cubic 0.593 1

k − ω upwind 0.561 6

cubic 0.569 5

snappyHexMesh k − ε upwind 0.574 4

cubic 0.548 9

k − ω upwind 0.570 5

cubic 0.561 6

Weller 0.600
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the airfoil developed a lift force. If more negative pressure occured in the upper part
or more positive pressure occured in the lower part, higher lift was created. In the
stagnation point of the velocity, the velocity magnitude reached zero because the
fluid hit the airfoil surface. As it went along further downstream, the velocity
magnitude increased both in the upper and the lower surface however the upper had
a higher velocity than the lower surface.

33.3.2 CFD Model for Blunt Airfoil

The blunt NACA 0018 model was designed with 15 % of chord length truncation
[14] and operated in Re of 1.07 × 106. The truncated airfoil were simulated using
best combination from the preliminary investigation which took C-structured grid,
k − ε turbulence model and upwind interpolation scheme. The mesh around blunt
airfoil is shown in Fig. 33.5a.

Total number of cells in the model was 827,579 which exceeded the required
number for independent mesh [13]. The diameter of the front side where the
incoming fluid passed, was 17c to avoid blockage effect during simulation. The
mesh was occupied by ten subdomains composed from hexahedral cells. The mesh
adjustment can be set up from the number of points in the leading edge angle, upper
and lower surface of the arifoil, streamwise connector behind the trailing edge and
vertical direction for all over the domain. Behind the trailing edge, mesh was
refined to resolve the turbulence fluid flow condition which was apparently crucial
region as the effect of truncation. That mesh was arranged from 30 layers with the
same distribution in vertical direction and growth ratio of 0.01 at streamwise points
which was denser toward the trailing edge.

Pressure coefficient for both airfoil are depicted in Fig. 33.5b. From that picture,
it can be seen that blunt airfoil had higher pressure coefficient magnitude than
normal one which created higher lift. From the pressure coefficient, the velocity
profile can also be deduced which are proportional to the Cp magnitude. The Cp

Fig. 33.5 a Blunt airfoilmesh, b Pressure coefficient of blunt and normal airfoil
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magnitude of blunt airfoil in general along the upper and lower surface was higher
than normal which indicate the velocity profile on the blunt airfoil surface increase.
The velocity increase was the influence of the sudden profile change in the trailing
edge as the effect of truncation. The flow was accelerated and affected to all surface
velocity. The lower minimum pressure in upper surface of blunt airfoil contributed
to higher lift force comparing to normal NACA 0018 thus resulting higher lift
coefficient. From the simulation the Cl value reached 0.678 which was 15.83 %
increase from the normal NACA0018. The fluid behind the trailing edge was
regular, smooth and no vorticity was found as the airfoil was immersed at very low
angle of attack.

33.3.3 Turbine Power

From normal and blunt simulation, drag force was also calculated which gave 0.045
for normal and 0.044 for blunt NACA 0018. The power extracted from the normal
and blunt airfoil which was designed as explained above, were 234.23 W and
320.89 W. From the calculation it can be found that blunt airfoil produce higher lift
and drag force than normal NACA 0018. However the use of blunt airfoil was still
advantageously as the power extracted was increase to 37 %.

33.4 Conclusion

From the simulation result, it can be concluded that the best combination for
modelling the normal NACA 0018 in steady flow was using C-structured grid
mesh, k − ω turbulence model and cubic interpolation scheme. The best combi-
nation gave least error as the mesh was more organized in space and the turbulence
model was better to resolve the turbulence phenomena particularly in the trailing
edge region where generally the vorticity appears. The result was implemented to
predict blunt airfoil performance and found 15.83 % of Cl increase than the normal
airfoil.
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Chapter 34
Recycling of the Ash Waste by Electric
Plasma Treatment to Produce Fibrous
Materials

S.L. Buyantuev, A.S. Kondratenko, E.T. Bazarsadaev
and A.B. Khmelev

Abstract The article presents the results of processing of technogenic waste ash
and slag in arc plasma. It performs calculations of the reactor core power generation
capacity of the current density and voltage gradient. When calculating the diameter
of the reactor chamber is adopted for determining the size and all the basic laws of
the electric band are expressed through it. Research performed by methods of X-ray
energy dispersive spectral analysis and electron microscopy. Experiments without
additional charging melting ash show high refractoriness (above 2000 °C) and
viscosity during processing, so to reduce the melting temperature and reducing
energy required additional charging dolomite (CaCO3) to obtain homogenous melts
for subsequent production of the melt and fiber materials its basis. Melting addi-
tional charging wastes conducted with 10–30 % CaCO3 were investigated, thereby
reducing melting time and thereby reduce energy costs in the future to receive fibers
from the melt. When additional charging melting ash with 10 % CaCO3 was
observed a small gassing, approximate energy consumption for production of 1 kg
of the melt was 4 kWh/kg. Melting additional charging with 20 % CaCO3 further
reduce the melting time by 25 % and reduce energy consumption to 2.8 kWh/kg,
the process was easy to moderate gassing. Additional charging 30 % CaCO3 and
increased melting time respectively (compared with 20 % additional charging)
energy to 3.4 kWh/kg, the melting took place violently with strong gas formation.
Thus, the experimentally found optimum concentration additional charging make
20 % CaCO3. There is present the principle possibility of melting the wastes with
additional charging dolomite (CaCO3) to produce a melt thereof and generation of
thin mineral wool as a component of composite materials, and insulating materials
for the fibrous structure.
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Keywords Arc plasma � Plasma reactor � Slag waste with additional charging �
Dolomite � Mineral melt � Fiber melt � X-ray spectral analysis � Surface
microscopy

34.1 Introduction

The need for a variety of industries in mineral fiber materials is constantly
increasing. For the production of mineral fibers is appropriate to use technological
wastes resulting from the combustion of solid fuel, in connection with the fact that
the formation of technogenic waste has been increasing significantly in the future,
which contributes to a steady accumulation of [1, 2]. Recycling of solid waste in
technogenic fiber materials is an important scientific and technical challenge, as
these types of wastes have high melting point, so it can not be used for the pro-
duction of mineral wool by known melting units (cupola furnaces, tank furnaces,
etc.) [3].

Throughout the world, researchers are working to obtain mineral fiber materials
with high physical-chemical and mechanical properties. In addition to the
requirements of GOST to produce the quality of fibrous materials, it has always
been a problem of reducing the energy consumption and the cost of production of
these materials. The solution to these complex and sometimes controversial issues
requires a preliminary experimental and theoretical studies of raw materials in order
to develop practical recommendations for the production of fibrous materials using
modern achievements of science and new technical solutions [4].

One promising direction in this area is the use of a plasma arc to melt the raw
material to produce heat-insulating fiber materials. When it is used as a thermal
energy source of the electric arc due to the high temperature, it sharply decreases
during melt preparation due to the elimination of the induction period melting
point [5].

34.2 The Experimental Setup and Methods of Research

Our research on the production of the melt and fibers from industrial waste used an
experimental setup as shown schematically in Fig. 34.1 [1, 5]. The advantage of this
reactor is that the combination of zones of allocation of thermal energy and its
absorption during the flow of the process, provides an intensification of heat and
mass transfer arc plasma heated material in the reaction chamber through the cre-
ation of a solid in the reactor chamber area—plasma volume, filling her cross
section. All this is accompanied by the presence of a reaction volume in a suffi-
ciently high concentration level of power and temperature, which reduces the time
of melting the treated material [6].
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In the chamber of the plasma reactor core 1 between the cathode 2 and the
housing 3 is burning electric arc. Electromagnetic coil 8 creates a magnetic field.
Under the action of the arc Lorentsa move in the electrode gap, overlapping section
of the chamber high temperature region. When moving arc column due to the
difference in aerodynamic drag and the wall of the arc electrodes extend and in
which there are high-speed plasma flows toward the wall of the chamber 3.

The arc of the reactor type described in the camera administered electric arc
power is converted into heat. Thus, the arc zone is a zone for generating thermal
energy, its absorption, it covers the entire section of the chamber, allows adjustment
of the melting time of the processed material, the concentration of power, and hence
temperature. This area is limited in height planes perpendicular to the chamber axis
and passing through the electrode end (top), and through the middle of an
electromagnetic-solenoid coil (lower) [7, 8]. Thermal energy generated in the
vicinity of the rotating arc while stirring the melt and thereby distributed throughout
its volume.

The power generation area is calculated based on the terms of its distribution
uniform. When calculating the diameter of the reactor chamber accepted for
determining the size and all the basic laws of the electric band are expressed
through it. This makes it possible to extend the experiment results obtained in small

Fig. 34.1 Experimental setup for melting raw materials. 1—plasma reactor; 2—core graphite
cathode; 3—graphite anode; 4—melt; 5—a tray for transporting the melt; 6—rotating disk;
7—fiber deposition chamber; 8—electromagnetic coil
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reactors, geometrically similar to the reactors of high power and hence a large
diameter chamber [9, 10].

Reactor current Ip is expressed by current density, referred to the cross-sectional
area chamber. The calculated values were as follows: diameter of the chamber
Дк = 15 cm; arc current Ip = 200 A, respectively:

ð34:1Þ

Accordingly, the current density Δip = 4 Iр/πДк
2 = 1,132 А/sm2. Power of reactor

Up = 200 Vis a voltage gradient across the electrode gap:

ð34:2Þ

Here Дк/2—interelectrode gap, which include arc voltage, to determine the
voltage gradient (in the reactor core at the cathode). Accordingly, the voltage
gradient Ep = 2 Uр/Дк = 26,7 V/sm.

As a result, taking into account the expressions for Ipand Up derive the formula
for the power reactor:

ð34:3Þ

Which is equal to: Pр ≈ 0,39EpΔipДк
3 = 0,39 * 26,7 V/sm * 1,132

А/sm2 * (15)3cm3 = 40 kw.
As a result of reforms concluded that the amount allocated in the area of gen-

erating thermal power equal to input electrical power is proportional to the cube of
the diameter of the chamber, it is also proportional to the current density of Δip and
a voltage gradient of Ep or different volume capacity Pp, allocated in the area. The
value of Pp determines the temperature level is, obviously, a constant for the
production of geometrically similar to the reactors:

Pp ¼ const ð34:4Þ

Consequently, it is possible to adopt constants ΔipиEp:

Dip � const ð34:5Þ

Ep � const ð34:6Þ

A value of Δip ≡ Iд/Дк
2 is determined using models [11]. The conditions of

process parameters at a high plant capacity. Then, for a given diameter of the
reactor provides a selection of its current value.
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34.3 Results and Discussion

The work was carried out to study the material composition of the resulting ash
waste melt and mineral fibers using electric arc plasma reactor of the combined
type. The study was conducted by the method of energy dispersive X-ray spectral
analysis followed by identification of the spectra.

For the processing to obtain the melt and fibers, we used technological slag
waste following elemental composition (Table 34.1) derived from the combustion
of coal.

The experiments of melting ash showed its high refractoriness (above 2000 °C)
which is measured by a high-temperature optical pyrometer neighbor (˃1 micron)
IR and viscosity. To reduce the melting temperature and energy, it demands
additional charging (CaCO3) to obtaining homogenous melt for subsequent gen-
eration of the melt and the fibrous materials based on it.

The purpose of the task is to solve for the maximum use of technogenic slag
waste. Originally studied showed that the possibility of melts with a mass content of
ash components: additional charging 50:50 Principal possibility of melting these
compositions. Table 34.2 shows the material composition of the resulting melt.
Elevated levels of calcium, indicating a low acidity module, as well as the presence
of the crystalline compound—calcium metasilicate CaSiO3, the carbon content of
the melt in the melting explained arc gap graphite reactor followed by diffusion
electrode erosion products.

Get the fiber at these concentrations the composition failed to haunt the high
content of calcium in the melt leads to the formation metasilicate CaSiO3.
Therefore, guided by tasks and obtained preliminary data, the melting of waste
carried out in the range of mass concentrations of 10–30 %, thereby reducing the
melting time and energy costs will avoid the formation of metasilicate,due to it
continue to receive the fibers from the melt.

The melting ash with additional charging 10 % of dolomite melt was obtained
with the following material composition (Table 34.3). Figure 34.2 shows the

Table 34.1 Elemental composition of ash waste

O Na Mg Al Si K Ca Ti Fe Result

52.1 0.37 0.44 7.3 34 0.87 1.63 0.31 3.07 100.00

Table 34.2 Elemental composition of ash composition: dolomite 50:50

C O Na Mg Al Si K Ca Ti Fe Result

5.83 44.57 0.39 0.68 9.23 17.61 0.74 17.62 0.65 2.70 100.00

Table 34.3 The elemental composition of ash composition: dolomite 90:10

O Na Mg Al Si K Ca Ti Fe Result

50.39 3.36 0.96 12.96 23.73 1.11 2.65 0.93 3.91 100.00
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spectral lines of the elements and their content by weight. Melting passed quietly
with a small gassing, approximate energy consumption for production of 1 kg. Melt
was 4 kWh/kg. When pumping the melt was held stretch fibers, the fine fibers
obtained having compositions shown in Table 34.4.

Subsequently additional charging was increased by 10 % (to 20 %). This will
further reduce the melting time by 25 % and reduce power consumption up to
2.8 kWh/kg. Melting also carried out calmly with moderate gassing. Figure 34.3
shows the spectral lines of the elements and their weight content, and Table 34.5 the
material composition of the melt. When pumping the melt extrusion was carried out
fibers and their characteristics are given in Table 34.6.
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Fig. 34.2 Spectral distribution line elements in the melt and mass concentration

Table 34.4 The elemental composition of fibers with a mass concentration of ash dolomite 90:10

O Na Mg Al Si K Ca Ti Fe Result

61.01 0.72 0.99 11.25 19.84 0.56 3.14 0.53 1.95 100.00
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Fig. 34.3 The spectral distribution line elements in the melt and mass concentration
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At the final stage additional charging concentration was 30 %. Here, however,
the melting time and increase, respectively (compared to 20 % additional charging)
energy to 3.4 kWh/kg. Melting held violently with strong outgassing. Figure 34.4
shows the spectral lines of the elements and their weight content, and Table 34.7
material composition of the melt. When pumping the melt extrusion of fibers are
also carried out, their characteristics are shown in Table 34.8.

As can be seen from the tables, the change in the concentration of additional
charging melts will yield significant impact on the process of melting and energy
indicators.

Table 34.5 The elemental composition of ash composition: dolomite 80:20

O Na Mg Al Si K Ca Ti Fe Result

52.03 2.46 0.98 9.96 20.7 1.34 7.65 0.67 4.21 100.00

Table 34.6 The elemental composition of fibers with a mass concentration of ash dolomite 80:20

O Na Mg Al Si K Ca Ti Fe Result

57.62 0.71 0.78 10.60 19.32 0.82 7.74 0.50 1.92 100.00

0

10

20

30

40

50

C O Na Mg Al Si P K Ca Ti Fe

Fig. 34.4 Spectral distribution line elements in the melt and mass concentration

Table 34.7 The elemental composition of ash composition: dolomite 70:30

C O Na Mg Al Si K Ca Ti Fe Result

8.66 43.12 1.06 0.74 9.28 20.28 1.72 10.58 0.83 3.75 100.00

Table 34.8 The elemental composition of fibers with a mass concentration of ash dolomite 70:30

C O Na Mg Al Si K Ca Ti Fe Result

6.32 50.92 0.35 0.71 9.41 19.10 0.58 9.69 0.58 2.36 100.00
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34.4 Conclusion

We have presented arc melting reactor, which is a type of plasma reactors allowed
to smoothly adjust the temperature of the melt and maintain the output stream from
the tap hole, which made it possible to reduce the viscosity and increase the melt
flow rate. It can be recommended that ash waste process electric arc plasma method
in the melt with mass content of the waste components/dolomite is 90:10 or 80:20.
It will provide the mineral casting and fine fiber as a component of composite
materials, as well as for thermal insulation materials fibrillation [12–15].
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Chapter 35
Performance Evaluation of Welded
Knitted E-Fabrics for Electrical Resistance
Heating

Senem Kursun Bahadir, Ozgur Atalay, Fatma Kalaoglu,
Savvas Vassiliadis and Stelios Potirakis

Abstract This paper presents a study conducted on electrical resistance heating of
knitted e-fabric structures including silver plated conductive yarns. The study
further investigates the application of ultrasonic welding technology on these
knitted e-fabrics in order to see their effect on heating performance. Thermal
analysis was carried out under different voltage values to observe temperature
variations over the knitted e-fabrics. It was found that the linear resistance of
conductive yarns and its interaction with voltage values considerably affect the
temperature as well as heating performance of the e-fabrics. In addition, ultrasonic
welding parameters also need to be carefully controlled in order to obtain sufficient
heating performance.

Keywords Conductive yarns � Electrical resistance heating � E-textiles � Knitted
fabrics � Ultrasonic welding

35.1 Introduction

Electrical resistance heating is any process in which electrical energy is transferred
to heat. When electric current passed through a conductive material, the resistance it
encounters leads the material to heat up. The current depending on the resistance of
material flows from one electrode to another causing conversion of electrical energy
into heat and directs that heat into the space to be warmed. If the current is passing
through the fabric structure, in that case fabric becomes heated. Depending on
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the fabric structure and the used materials as well as power source and system
configuration, the heating capacity of the fabric changes. Uniform distribution and
dissipation of heat are unique characteristics for performance of the heating
structures that should be well controlled by the location of heating elements in a
close proximity to the heated area. As a fabric heating element, one possible option
is to use conductive yarns inside the fabric structure in order to develop electrical
circuit in the fabric.

Electrical circuits in the textile structures for different applications have been
obtained through several methods such as direct insertion of conductive yarns,
while weaving or knitting processes; depositions of electro-conductive thin layers
on flat textile surfaces; overprinting or coating of conductive materials/polymers
like polypyrrole, polyaniline, polythiophene, etc., as well as metal particles, carbon
nanotubes and carbon black particles on flat textile surfaces, and direct insertions of
conductive yarns through sewing or embroidery methods [1–5]. The conductive
materials inside the fabric structure have electrical resistance. Thus, they can be
used as electrical resistance for heating applications. However, the selection of the
appropriate conductive yarn with a base yarn is a crucial issue since the voltage
applied on the conductive yarn causes fabric to be heated and in case of excessive
current, heat may lead to damage or burning of the fabric. In order to increase the
durability of the structure as well as prevention of probable short circuits inside the
fabric, welding techniques can be used.

Fabric welding is a kind of process to join the fabric pieces using heat, pressure
and/or ultrasound. Thermoplastic fabrics with a higher synthetic composition ratio
are generally used to obtain welded fabrics. In general, polyvinylchloride (PVC),
polyurethane (PU), polyethylene fabric (PE) and polypropylene (PP) are used for
heat sealing. Welding of fabrics can present highly functional effects such as water
resistant, abrasion resistant at the seam, resistant to thread decay and fine appear-
ance which are the most challenging issues in the area of e-textiles. The conductive
yarns placed in the fabric structure should be protected from the environmental
effects in order to increase their durability and reliability. In addition, in case of
water contact they should not cause short circuit since in the presence of water or
even moisture in electrical applications, leakage current may appear. In fact, water
conducts electricity and when there is a wet area, a current will flow between the
contacts. Therefore, this is extremely important to protect the e-textile circuit from
water contact. This problem can be avoided using welding tapes over the e-textile
circuits.

The literature review concerning weld-line formation on textiles mainly focus on
the quality of the welded seams. For instance; in their study, Kakubcionien et al.
examined the quality of hot welded seams using the thermoplastic tape and reported
that the quality of fabric bonding depends on the proper selection of the welding
parameters [6, 7]. There are also some studies focusing on ultrasonic welded seams
[8]. One of the studies indicated that due to the thicknesses of the layers, some of the
ultrasonic welded seams are of insufficient quality in terms of bonding strength [9].
Further, the effects of vibration welding parameters have also been studied regarding
the qualities of those joins made of polyamide 6.6 [10]. In the literature, a handful of
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attempts can be observed regarding the issue of using welding technologies within
the textile area and their effective parameters on textile joining. However, less
attention has been paid to use of welding techniques in e-textile researches.
Moreover, with regard to fabric based electrical resistance heating, a few studies
showed the implementation of conductive yarns inside the fabric structures for
heating applications. Hamdani et al. [11] studied the thermo-mechanical properties
of knitted structures designed by using silver-coated Nylon 6.6 filaments. Similarly,
Sezgin et al. investigated the heating behavior of silver conductive threads through
woven structures [12]. Apart from these studies, Kayacan et al. used stainless steel
yarns in a knitting structure in order to obtain heating panels [13].

In this study, electrical resistance heating performances of knitted fabrics con-
taining silver plated conductive yarns have been studied. As a contribution to the
literature, this research work offers the application of ultrasonic welding technology
on these knitted fabric structures for the formation of heating panels. In the study,
the silver plated yarns were connected to power supply and the resulting temper-
ature rise of the fabric heating panels was measured with a temperature sensing
device. Moreover, the welded samples are compared and discussed for heating
performance with the knitted samples regarding the various aspects of conductive
yarns.

35.2 Experimental Work

35.2.1 Materials

In this study, to test the electrical resistance heating of e-fabrics, two silver con-
ductive yarns with different electrical linear resistances were used to form electrical
circuits in knitted fabric samples. The linear resistance of the conductive yarns was
measured in ohm per meter (ohm/m) using a TTi 1906 computing multimeter.
Meta-aramid/lycra and polyamide covered lycra yarns were used to form an insu-
lating area in the structure. The samples were produced by Shima Seiki SES124-S
12GG flat knitting machine. Details of these materials are listed in Table 35.1.

Table 35.1 Materials used in the study

Role of yarn in the
fabric

Material type Yarn count Linear resistance
(ohm/m)

Conductive Silver coated PA 235 dtex 235

Conductive Silver coated PA 235 dtex × 4 50

Non conductive PA covered lycra 576 dtex –

Non conductive PA covered lycra 800 dtex –

Non conductive Meta-aramid
(100 %)+lycra

166 dtex + 70 denier –

35 Performance Evaluation of Welded Knitted … 329



Figure 35.1 shows the model image of the knitted e-fabric structure. As seen
from the figure that conductive yarns are seen over the fabric surface, however they
are positioned as they are not visible from the backside of the fabric. In Fig. 35.2,
the whole samples used in the study are presented. Application of ultrasonic
welding has also been investigated for these samples in order to investigate their
heating performance.

Two different welding tapes were used. The welding tape WT1 is made from
three layers (P/PU/Nylon tricot), grey in color, with thickness 0.014 in. and width of
22 mm, while tape WT2 is made from two layers (PU/PU), transparent with
thickness 0.004 in. and width 22 mm. Both tapes are breathable, waterproof and
windproof. The tapes were chosen in order to prevent probable short circuits during
electric operation as well as for obtaining a water-resistant fabric structure when
considering the usage issues of e-textiles. The welded samples are shown in
Fig. 35.2.

Fig. 35.1 Model image of
knitted e-fabric structure

Fig. 35.2 Knitted e-fabric samples and welded samples using welding tapes
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35.2.2 Method for Electrical Resistance Heating
Measurement

In order to test the thermal properties of samples, all the fabrics first were placed on
a flat surface for at least 24 h prior to testing under standard atmospheric conditions
(65 % ± 2 % RH, 20 °C ± 2 °C). To carry out thermal analysis, temperature
measuring device with temperature sensor and DC power supply were used. The
required energy to e-fabric samples was provided from DC power supply.

At the beginning of the experiments, e-fabric samples were placed on a plate to
satisfy stable measurement. After that, positive and negative poles of DC power
supply were clamped to the ends of two parallel conductive yarns as shown in
Fig. 35.3.

Voltage supplied from DC power supply was increased starting from 5 to 10 V
and 15 V. The amount of current passing through the conductive yarns was
recorded via DC power supply. To let the temperature stabilized, a delay of 30 s
after setting the voltage value has been introduced. After stabilization, instant
temperature values over the fabric sample at each voltage value were recorded for
10 min. The average temperature value was calculated to prevent the diversity that
can be comprised due to experimental conditions.

35.3 Results

Constant voltage values of 5, 10, 15 V were applied to the conductive lines of the
e-fabric structures for 10 min. The obtained temperature over the fabric structures
due to the voltage change are shown in the Figs. 35.4, 35.5, 35.6 and 35.7. The
increased length due to the conductive yarn insertion resulted in an increase in the
electrical resistance of the fabric samples. This increased resistance produced a

Fig. 35.3 Temperature
measuring over the sample
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lower current due to the Ohm’s law and thus at the same voltage values due to
the change in electrical resistance, the observed temperatures have also showed
differences.

Fig. 35.4 Temperature change due to appliedvoltages: fabric composed of meta-aramid 100 %
+lycra with silver plated PA (<50 ohm/m) and (<235 ohm/m)

Fig. 35.5 Temperature change due to applied voltages: fabric composed of PA covered lycra
(800 dtex) with silver plated PA (<50 ohm/m) and (<235 ohm/m)

Fig. 35.6 Temperature change due to applied voltages: fabric composed of PA covered lycra
(576 dtex) with silver plated PA (<50 ohm/m) and (<235 ohm/m)
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For instance, although the same yarn is used in the fabric structure at the same
rate of feeding, the contacts in the knitted fabric structure depend on the ratio of the
tightness and lycra cause a difference in the fabric’s electrical resistance. As it is
seen in Figs. 35.4, 35.5, fabrics’ resistances are 65 and 51 ohm with silver plated
PA (<50 ohm/m) and 317 and 233 ohm with silver plated PA (<235 ohm/m) in
fabrics produced using meta-aramid 100 %+lycra and PA covered lycra, repec-
tively. Therefore, depending on the fabric material type as well as the fabric
resistance values, the temperature observed over the fabrics is varying.

At 10 V, the temperature reaches 40 °C with meta-aramid 100 %+lycra while it
reaches 50 °C with PA covered lycra (800 dtex) when silver plated PA with a linear
resistance of 50 ohm/m is used. However, at the same voltage value, the temper-
ature observed over the fabric containing meta-aramid fibers is 27 °C, whereas it is
25 °C with fabric containing PA covered lycra (800 dtex) when silver plated PA
with a linear resistance of 235 ohm/m is used.

Thus, it can be said that since the sample resistances are higher, the currents
passing through the structures are lower. For this reason in all cases the obtained
temperature does not change so much and it stayed almost the same such that 24 °C
at 5 V, 26 °C at 10 V and 30 °C at 15 V.

In fact, Joule energy available in the electrical conductor material is based on the
passing current flow, which is expressed by I2R. In this manner, it can be said that at
lower voltages the heat generated is dominated by the yarn electrical resistance,
however at higher voltages the phenomena is mainly based on the current passing
through the conductive yarn itself.

Indeed, this is confirmed with all cases such that when the applied voltage is
increased from 5 to 15 V, the observed temperatures over the fabrics increased
(Figs. 35.4, 35.5 and 35.6).

Fabric composed of meta-aramid 100 %+lycra and silver plated PA (<50 ohm/m)
was chosen as reference structure for ultrasonic welding application. The observed
temperatures in welded samples also showed similar results compared to reference
values. With an increase in applied voltage, the temperature observed over the
welded samples has also increased.

Fig. 35.7 Temperature change due to applied voltages: welded fabric with welding tape 1 and
tape 2 composed of meta-aramid 100 %+lycra and silver plated PA (<50 ohm/m)
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Thus, it could be concluded that applied voltage with respect to linear resistance
of conductive yarns have high effect on the temperature obtained over the e-fabric
samples whether they are welded or not. However, a small decrease was observed
in obtained temperatures. For instance, at 15 V the welded sample including
welding tape 2 reaches up to 55 °C (Fig. 35.7), whereas the sample without welding
reaches up to 60 °C in 10 min (Fig. 35.4). This is probably attributed to heat
dissipation of the welding tape. On the other hand, welded sample including
welding tape 2 damaged after 2 min at 15 V because of excessive heat (Fig. 35.7b).
Therefore, ultrasonic welding parameters need to be carefully controlled to avoid
excessive melting and polymer degradation.

35.4 Conclusion

In this study, knitted fabric samples including silver plated yarns with different
linear resistance values have been studied for electrical resistance heating. In
addition, the application of ultrasonic welding technique on these knitted fabric
structures has also been investigated for heating purposes. To carry out electrical
resistance heating, various voltages (5 V–10 V–15 V) were applied on the knitted
e-fabric samples for a defined time interval and then, the temperatures observed
over the e-fabrics were recorded.

It is found that the electrical resistance heating can be successfully obtained
using fabrics knitted with silver plated PA yarns. These fabrics can be useful to
design personal textile heating products since they are capable of generating suf-
ficient heat to warm up the human body. However, depending on the desired
heating level, a high input battery with adjustable control unit can be used.

Moreover, it is also found that the use of ultrasonic welding technology can be a
convenient technique for constructing durable heating textile patches if the welding
parameters with respect to functioning performance are well controlled.
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Chapter 36
IP Based Module for Building
Automation System

J.D. Irawan, S. Prasetio and S.A. Wibowo

Abstract Embedded systems technology has a lot of applications in the various
fields of life to bring ease and comfort for humans. One kind of applications is in
the development of modern buildings, where embedded systems are applied to the
control system. Building Automation Systems (BAS) are often encountered in
modern buildings today. They are responsible to automatically control the building
appliances such as electrical equipments, fire alarms, security systems, and others.
Conventionally, a smart home that can be controlled by an embedded system is
connected to a central monitoring unit such as a computer. The system commonly
employs RS232 or RS485 serial communication, so that the control activities
cannot be carried out from a long distance. With the rapid technology development
in the field of communication, many recent communication devices are practical
and have a good performance. One of them is a device with the Android operating
system that can access the internet, thus it has a significant role in simplifying the
management of smart homes. This research proposes the design of a smart home
that can conserve energy by turning off unneeded electrical appliances, detect
disorders such as flood, fire, and theft, and also serve as an early warning system
through SMS Gateway. It can be monitored and controlled remotely over the
Internet by an Android device.

Keywords Building automation system � IP based module � Smart house

36.1 Introduction

A lot of embedded systems technologies are applied in various fields of life to fulfill
the human desire to live easily and comfortably. One example is the building of a
house. Currently, building a house or modern building requires electronic control
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tools. The Building Automation System (BAS) is often encountered in the con-
struction of modern buildings [1].

BAS provides automatic control of the environmental conditions in buildings.
BAS was begun from process automation to the heating, ventilation and air con-
ditioning systems (HVAC) in large functional buildings. The ultimate goal is to
save energy and reduce costs. However, this system can be developed and applied
to a house to build a smart home that can monitor all conditions and manage all
electrical appliances. Hence, even if the occupants are not in the house, they can
still monitor and control it, and need not feel anxious.

This gave us the idea to design a smart home that can control the entire electrical
loads inside the house; each point of loads can be monitored and even its activity
scheduled. The system was designed based on TCP/IP and the main component is an
embedded web server. The house is also equipped with an early warning system that
will inform the occupants via SMS in case offire or flood, as well as a theft detection
system with cameras that can be monitored remotely over the internet using an
Android device that can monitor and control all electrical appliances at home.

36.2 Related Works

36.2.1 Serial Communication

Serial data communication has the impression of being more complicated than
parallel data communication, but serial data communication has a lot of advantages
compared with parallel data communication, such as it requires only three wires
(i.e., Tx, Rx, and Ground) to transmit information. In addition, the communication
distance can also be increased further.

In the serial data communication, we can perform data communication using
RS232 with a maximum distance of 10 meters, but data communication using
RS486 can be carried out up to approximately 100 meters. Besides the advantage of
a longer distance, communication using RS485 can be done with more than two
terminals, in full duplex, and with high data accuracy [2]. Figure 36.1 below is an

Fig. 36.1 Block diagram of
building automation system
using serial communication [2]
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example of serial data communication using RS485 for monitoring and controlling
a Building Automation System [3].

36.2.2 Monitoring and Controlling via Internet

With the advancement of Internet technology, which is considered a reliable
communication, it is obvious that the Internet can be used as a medium for
long-distance monitoring and controlling. Internet is expected to be a good medium
because there are many available communication protocols on it with the ability to
reduce errors during transmission.

Communication over the Internet can be used to monitor as well as control
equipment located far away from the user easily and quickly, as can be seen in
Figs. 36.2 and 36.3 below.

TCP/IP

SENSOR SUHU
PENGKONDISI 

SINYAL
ADC

MC

RS232

MODUL 
ETHERNET

EG-SR-7150MJ

RS3232

Fig. 36.2 Block diagram of
temperature monitoring via
web [4]

INTERNET PC-CLIENT
ETHERNET

EG-SR-7150MJ

RS-232
(LVTTL)

RS-232
(TTL)

WEB SERVER
AT89S8252

DRIVER RELAY LAMPU

Fig. 36.3 Block diagram of
controlling lights via web [5]
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However, when a Personal Computer (PC) is used as a Web Server connected to
the appliance so that it can be controlled over the Internet, the solution becomes non
portable and requires a lot of power because the PC must be running continuously
and should never be turned off. Therefore, for the purpose of portability and power
efficiency, a small device can be created to replace the PC as a Web Server; the
device can be used to, in this case, monitor and control lights remotely.
Microcontrollers are used as a Web Server and equipped with Ethernet Module for
connection to the Internet. The advantage of this system, compared to Web servers
on the market, is the TCP/IP (Ganesh, 2008) embedded in the microcontroller as
software, so that it becomes much more efficient, more compact, and cheaper since
it does not require a PC to work as the Web Server. The use of microcontroller can
be replaced with other control equipment such as PLC.

36.3 System Model

The system discussed in the related works has some shortcomings, mainly to meet
the demanding need of online access over computer networks and the Internet.

To improve the performance of the system, this study proposed the design of
building automation system, which is implemented as a Smart House, with
embedded web server application as the main component. The proposed system can
be accessed over the Internet by means of a device with Android operating system.

The system block diagram, as shown in Fig. 36.4, consists of several parts:
embedded web server and switching panel, monitor unit, LAN, and internet proxy
server [6].

Fig. 36.4 System block diagram of the IP based module for smart houses
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The embedded Web Server module and the switching panel are shown in
Fig. 36.5. The embedded web server is built using the microcontroller as the main
component and is equipped with supporting components such as RAM, I/O, and
serial to Ethernet converter unit.

The switching panel is a functional unit for termination between power load and
BAS module. The main components are the optocoupler as a signal isolator and
switching components in the form of push buttons and sensors as input/output
relays.

Figure 36.6 indicates that initially the system reads the temperature, light
intensity of the sensor, and relay status; the data are published on the Web so that
the user can monitor the status of electronic equipment in the house. After that, the
user can switch the light of the house by pressing the ON or OFF so that the
condition of the relay will change according to the user’s wish.

36.4 Results

As shown in Fig. 36.7, the temperatures of bedroom 1 and bedroom 2 can be
monitored. The user can turn on or turn off the air conditioners by pressing the ON
or OFF buttons on the application.

Other buttons can be used to turn on or turn off the lights in the house. When the
button is pressed, the application will send the data to change the state of the lamp
according to the user’s demand.
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Fig. 36.7 Smart house
monitoring and controlling

Start

Read temperature, light intensity
from sensor and relay status
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No

Change Relay Status, set tem-
perature or set relay timer 

Yes

End

Fig. 36.6 System flowchart
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36.5 Conclusion

The IP Based Module for Building Automation System is very easy to implement
because, by using the IP based module controlling unit, installation can be done
quickly. Also, with the IP based program module, data communication becomes
easier to do.
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Chapter 37
Influence of CTAB and Sonication
on Nickel Hydroxide Nanoparticles
Synthesis by Electrolysis at High Voltage

Yanatra Budipramana, Suprapto, Taslim Ersam
and Fredy Kurniawan

Abstract CTAB and Sonication has been used for preparing Ni(OH)2 nanoparticles
by electrolysis at high voltage. The effect of CTAB and sonication on the mor-
phology and size of Ni(OH)2 nanoparticles was observed. The results obtained were
characterized with UV-Vis spectroscopy, X-ray Diffraction (XRD), Fourier
Transform Infrared Spectrometer (FTIR), and Transmission Electron Microscopy
(TEM). The TEM image shows that Ni(OH)2 nanoparticles obtained with and
without CTAB under sonication were nearly spherical. UV-Vis Spectrums show that
with CTAB has higher concentration in comparison with without CTAB. But no
significant different was found for FTIR spectrum. Thermogram shows Ni(OH)2
nanoparticles obtained with and without CTAB have different properties at
60–140 °C due to association of water and CTAB. The most stable Ni(OH)2
nanoparticles were obtained by addition CTAB under sonication.

Keywords Sonochemistry � Ni(OH)2 � CTAB � Nickel

37.1 Introduction

In earlier work we reported synthesis nickel hydroxide using electrochemical by
high voltage [1]. In this study, we would like to improved synthesis method by
addition of CTAB as surfactant and sonication process. Ni(OH)2 nanoparticles also
have been synthesized through different methods such as hydrothermal [2–4],
precipitation [5], and oxidation with microwave [6], ethanol solvent method [7] and
immersion [8]. Cetyltrimethyl ammonium bromide (CTAB) was added during
synthesis as a cationic surfactant that can form ((C16H33)N(CH3)3Br structure
which induced the sphere–rod transition of micelles in aqueous solution [9].
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Nickel hydroxide has been potentially applied in such material as catalyst, capacitors
and batteries. Sonochemistry is the application of ultrasound to chemical reactions
and processes. In this present work we reported synthesis nickel hydroxide using
sonochemistry method with and without CTAB and their characterization. The
advantages of this method are simplicity, reliability, accuracy, versatility, and low
cost. The power density from ultrasound gives mechanical energy to produce cav-
itation bubble and make electrochemical reactions [9]. Moreover this method was
easy to be performed in laboratory or scale up in industry [10].

37.2 Experimental

Synthesis of nickel hydroxide by electrolysis at high voltage on this experiment was
performed according to Budipramana et al. [1]. Briefly pure nickel metal sheet was
cut into dimension of 1 mm × 1 cm × 7.5 cm. 400 ml of H2O and 10 ml of
Na-citrate 0.3 M were placed in 500 ml beaker glass. Electrolysis was conducted by
using nickel metal sheet as the cathode and the anode and the solution which were
prepared. The beaker glass was put in ultrasonic cleaner model PS—120. Initially,
the Na citrate solution was heated at 80 °C with the frequency of 40 kHz and then
the power supply unit was operated at constant potential (i.e. 15; 25; 35; 45; or
55 V). Ultrasonic radiation was continually applied during the electrolysis process.
The reaction was performed for 30 min. The product obtained was cooled in
ambient temperature and characterized using Genesys 10S UV-Vis spectropho-
tometer, Philips X’ Pert MPD (Multi-Purpose Diffractometer) XRD, and JEOL
JM140 m HR-TEM test (High Resolution Transmission Electron Microscope).

37.3 Results and Discussion

Electrolysis using nickel sheet at anode and cathode at high voltage produces
Ni(OH)2 nanoparticles as Eqs. (37.1) and (37.2):

Cathode : 2H2OðlÞ þ 2e� ! 2OH� þ H2 gð Þ ð37:1Þ

Anode : NiðsÞ ! Ni2þðlÞ þ 2e� ð37:2Þ

The Ni2+ obtained at the anode diffused in the solution and then mixed together
to form Ni(OH)2 nanoparticles as Eq. (37.3).

NiðsÞ þ 2OH�
ðaqÞ ! Ni OHð Þ2ðsÞ þ H2ðgÞ ð37:3Þ

Formation of Ni(OH)2 nanoparticles can be observed from colorless solution
change to green [1].
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37.3.1 UV-Vis Characterization

UV-Vis spectrum of Ni(OH)2 nanoparticles obtained at varied electrolysis potential
under sonication in the absent and present of CTAB can be seen at Fig. 37.1.

Figure 37.1 shows that Ni(OH)2 nanoparticles intensity with CTAB (b) has
higher absorbance compare to without CTAB. It indicates more Ni(OH)2
nanoparticles are produced in the solution during electrolysis. Both experiment
show that the peak of plasmon band reached at 387 nm, but CTAB increase the
intensity all the wavelength regions. It indicates that size of Ni(OH)2 nanoparticles
obtained in the present of CTAB is more heterogen in comparison with in the
absent of CTAB.

37.3.2 TEM Characterization

TEM images of the Ni(OH)2 nanoparticles obtained that was prepared at voltage
55 V without CTAB are shown in Fig. 37.2a (Potential applied was selected based
on optimal condition according to Budipramana et al. [1]). The morphology of Ni
(OH)2 nanoparticles is nearly spherical. Figure 37.2b is TEM image of Ni(OH)2
nanoparticles obtained with CTAB under the same electrolysis synthesis condition
in without CTAB (a). The result shows that with CTAB has less tendency for
agglomeration in comparison without CTAB. It can be seen from the gap between
particles. The gap between particle in Fig. 37.2a is closer than Fig. 37.2b, so that the
tendency for agglomeration for Ni(OH)2 nanoparticles in the absent of CTAB is
higher.
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Fig. 37.1 UV-Vis spectrum of Ni(OH)2 nanoparticles obtained at varied potential by electrolysis
at high voltage with sonication a in the absent and, b in the present of CTAB
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CTAB provide not only favorable sites for particulate growth, but also influence
the formation process including nucleation, growth, coagulation and aggregation. In
the presence of CTAB and sonication, a layer of CTAB surrounds the Ni(OH)2 with
electrostatic interactions. After nucleation, the surfactant could influence particles
growth, coagulation and aggregation [9].

37.3.3 DTA/TGA Characterization

Thermograms of Ni(OH)2 nanoparticles which were obtained by electrolysis at high
voltage with sonication and (a) in the absent of CTAB, (b) in the present of CTAB
are shown at Fig. 37.3. Figure 37.3a shows three steps loss of weight. First, H2O is
released, it is started at 60.81 °C until 140 °C. Then lost of weight is continued till
330 °C due to evaporation of crystalized water (second step). The final step of
weight lost is formation of NiO from Ni(OH)2 [1]. In general, Fig. 37.3b shows no

Fig. 37.2 TEM image of Ni(OH)2 nanoparticles which was obtained by electrolysis at high
voltage with sonication a in absent and, b in the present of CTAB
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Fig. 37.3 Thermograms of Ni(OH)2 nanoparticles which was obtained by electrolysis at high
voltage with sonication and a in the absent and, b in the present of CTAB
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significant different thermogram in comparison with Fig. 37.3a. There is only one
additional step of weight lost between 60.81–140 °C. Most probably it is related to
the release of water which associates with the surfactant added. Apart from that the
thermogram is similar. So we can conclude that Ni(OH)2 nanoparticles obtained
with and without CTAB have the same thermal properties.

37.3.4 XRD Characterization

Diffractogram of Ni(OH)2 nanoparticles obtained at voltage 55 V (a) in the absent
of CTAB and (c) in the present of CTAB are shown in Fig. 37.4. The XRD

0

50

100

150

200

250

300

350

400
C

ou
nt

s

0
2 Theta

 Sample Ni(OH)2

  Standart Ni(OH)2

 Standart Na citrate

20 30 40 50 60 70 20 30 40 50 60 70

0

100

200

300

400

500

600

C
ou

nt
s

0
2 Theta

 Standart NiO

 Standart Sodium Citrate 

20 30 40 50 60 70

0

100

200

300

400

500

600

700

800

C
ou

nt
s

0
2 Theta

 Sample Ni(OH)2

 Standart Ni(OH)2

 Standart Na citrate

20 30 40 50 60 70 80 90 100110

0

100

200

300

400

500

600

700
C

ou
nt

s

0
2 Theta

 Sample NiO

 Standart NiO

 Standart Na Citrate 

(a) (b)

(c) (d)

Sample NiO

Fig. 37.4 Diffractograms of Ni(OH)2 which were obtained by electrolysis at 55 V under
sonication a in the absent of CTAB c in the present of CTAB. Diffractrograms of NiO
nanoparticles which was obtained after calcination of Ni(OH)2 which were synthesized, b in the
absent and, d in the present of CTAB
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diffractogram obtained represent Ni(OH)2 nanoparticles has crystal formed. All
characteristic diffraction peaks are well consisted with the hexagonal Ni(OH)2
(ICCD file no.117). All of the peaks could be indexed as tetragonal. The difference
in diffraction relative intensity between the samples indicates their difference in
microstructure and morphology [5]. Additional diffractogram of NiO which
obtained after calcination of Ni(OH)2 which was synthesis (b) in the absent and
(d) in the present of CTAB at 400 °C are also shown at Fig. 37.4.

37.3.5 FTIR Characterization

FTIR spectrum of the Ni(OH)2 nanoparticles obtained at voltage 55 V (a) in the
absent of CTAB and (b) in the present of CTAB are shown in Fig. 37.5

The wide band at range 2750–3750 cm−1 indicates O–H group which is char-
acteristic of β-Ni(OH)2 and also water which is adsorbed in the surface of Ni(OH)2
nanoparticles. The band at 1740 cm−1 is due to bending vibration of the adsorbed
water molecules. The weak absorption band at 591 cm−1 is assigned to Ni–O–H
bending vibration [2].
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Fig. 37.5 FTIR spectrum Ni(OH)2 nanoparticles and NiO obtained a in the absent and, b in the
present of CTAB. Ni(OH)2 nanoparticles was synthesized by electrolysis at high voltage under
sonication. NiO was obtained by calcination process of Ni(OH)2 nanoparticles at 400 °C
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37.4 Conclusion

In this experiment Ni(OH)2 nanoparticles was successfully synthesized in the
absent and in the present of CTAB. Employing ultrasonic waves prevents particles
from aggregation that it is shows from the results of TEM. UV-Vis Spectrum, FTIR
spectrum, and thermogram show the Ni(OH)2 nanoparticles obtained has different
properties. TEM image show well morphologies corresponding to nano size
about ±50 nm.
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Chapter 38
Waste Industrial Processing
of Boron-Treated by Plasma Arc
to Produce the Melt and Fiber Materials

S.L. Buyantuev, Ning Guiling, A.S. Kondratenko, Junwei Ye,
E.T. Bazarsadaev, A.B. Khmelev and Shuhong Guo

Abstract The article presents the results of the melting of waste industrial pro-
cessing of boron in the arc plasma to obtain melts and fibrous materials. It performs
calculations power generation capacity of the reactor core of the current density and
voltage gradient. When calculating the diameter of the reactor chamber accepted for
determining the size and all the basic laws of the electric band are expressed through
it. Research performed by methods of X-ray spectral analysis and electron micro-
scopy. We studied the material composition of the melt and the mineral fiber
obtained his blow from the man-made boron-containing waste using plasma arc
reactor of the combined type. Experiments showed high refractoriness waste without
additional charging (above 2800 °C) and the intensive evolution of gas during
processing. To reduce the melting point, reduction of gas and evaporation substance
as additional charging waste cullet used to produce uniform composition melts.
Melting waste was investigated by mass concentration of 50 % (by waste) with
finishing, eventually up to 60 %. At higher concentrations of mass (65 % or more) to
obtain fiber failed to haunt the high content of magnesium in the waste, leading to the
formation MgSiO3. Melting of the components with mass concentration (waste—
glass) 50:50 passed quietly with low gas emission, energy consumption for the melt
was 3.4 kWh/kg, with melt draining conducted stretch fibers. Melting of the com-
ponents with mass concentration (waste—glass) 60:40 also carried out calmly with a
low gas emission, energy consumption for the melt has reached 4.5 kWh/kg. When
pumping the melt was also carried stretch fibers, but fibers obtained differed inho-
mogeneity thickness (diameter). Thus, the content of magnesium in the melt
increases with the concentration of waste, which increases the refractoriness and
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hence the duration of melting with increasing energy costs. When increased (to
60 %) in the concentration of waste melt is a sharp decrease of the silicon content in
the fiber, which in turn explains the change in the surface structure.

Keywords Arc plasma � Plasma reactor � Waste of boron extraction � Glass �
X-ray spectral analysis � Surface microscopy � Stone melt � Mineral fiber

38.1 Introduction

The requirement for variety of industries in mineral fiber materials is continually
increasing. The production of mineral fibers, mainly used rocks such as basalt,
gabbro, diabase, porphyry and others [1]. However, with all the abundance of rocks
needed in the production of technogenic mineral fibers used waste arising as a side
(end) product during various kinds of processes, due to the fact that the formation of
technogenic waste tends to considerable growth in the future, contributing to their
steady accumulation [2]. Recycling of solid waste in technogenic fiber materials is
an important scientific and technical challenge.

One promising direction in this area is the use of a plasma arc to melt the raw
material to produce heat-insulating fiber materials. When used as a thermal energy
source of the electric arc due to the high temperature sharply decreases during melt
preparation due to elimination of the induction period melting [3–5].

38.2 The Experimental Setup and Methods of Research

We produce melt and fibers from industrial waste. We used an experimental setup
as shown on Fig. 38.1 [2, 6]. The advantage of this reactor is that the combination
of zones of allocation of thermal energy and its absorption during the flow of the
process, provides an intensification of heat and mass transfer arc plasma heated
material in the reaction chamber through the creation of a solid in the reactor
chamber area—plasma volume, filling her cross section. All this is accompanied by
the presence of a reaction volume in a sufficiently high concentration level of power
and temperature, which reduces the time of melting the treated material [7].

In the chamber of the plasma reactor core 1 between the cathode 2 and the
housing 3 is burning electric arc. Electromagnetic coil 8 creates a magnetic field.
Under the action of the arc Lorentsa move in the electrode gap, overlapping section
of the chamber high temperature region. When moving arc column due to the
difference in aerodynamic drag and the wall of the arc electrodes extend and in
which there are high-speed plasma flows toward the wall of the chamber 3.

The arc of the reactor type described in the camera administered electric arc power
is converted into heat. Thus, the arc zone is a zone for generating thermal energy, its
absorption, it covers the entire section of the chamber, allows adjustment of the
melting time of the processed material, the concentration of power, and hence
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temperature. This area is limited in height planes perpendicular to the chamber axis
and passing through the electrode end (top), and through the middle of an
electromagnetic-solenoid coil (lower) [8]. Thermal energy generated in the vicinity of
the rotating arc while stirring the melt and thereby distributed throughout its volume.

The power generation area is calculated based on the terms of its distribution
uniform. When calculating the diameter of the reactor chamber accepted for
determining the size and all the basic laws of the electric band are expressed
through it. This makes it possible to extend the experiment results obtained in small
reactors, geometrically similar to the reactors of high power and hence a large
diameter chamber [9].

Reactor current Ip is expressed by current density, referred to the cross-sectional
area chamber, the calculated values were as follows: diameter of the chamber
Дк = 15 cm; arc current Ip = 200 A, respectively:

I = ip
2/4 ð38:1Þ

Accordingly, the current density Δip = 4 Ip/πДк
2 = 1,132 A/sm2.

Power of reactor Up = 200 Vis a voltage gradient across the electrode gap:

U = Ep /2 ð38:2Þ

Fig. 38.1 Experimental setup for melting raw materials. 1—plasma reactor; 2—core graphite
cathode; 3—graphite anode; 4—melt; 5—a tray for transporting the melt; 6—rotating disk;
7—fiber deposition chamber; 8—electromagnetic coil
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Here Дк/2—inter electrode gap, which include arc voltage, to determine the
voltage gradient (in the reactor core at the cathode). Accordingly, the voltage
gradient Ep = 2 Up/Дк = 26.7 V/sm.

As a result, taking into account the expressions for Ip and Up derive the formula
for the power reactor:

 P = U *I = /4 * 1/2E 3  0,39E 3 ð38:3Þ

Which is equal to: Pp ≈ 0,39EpΔipДк
3 = 0.39 * 26.7 V/sm * 1.132 A/sm2

* (15)3 cm3 = 40 kW.
As a result of reforms concluded that the amount allocated in the area of gen-

erating thermal power equal to input electrical power is proportional to the cube of
the diameter of the chamber, it is also proportional to the current density of Δip and
a voltage gradient of Ep or different volume capacity Pp, allocated in the area. The
value of Pp determines the temperature level is, obviously, a constant for the
production of geometrically similar to the reactors:

Pp ¼ const ð38:4Þ

Consequently, it is possible to adopt constants ΔipиEp:

Dip � const ð38:5Þ

Ep � const ð38:6Þ

A value of Δip ≡ Iд/Дк
2 is determined using models [10]. The conditions of

process parameters at a high plant capacity. Then, for a given diameter of the
reactor provides a selection of its current value.

38.3 Results and Discussion

An experiment was carried out to study the material composition of the melt and the
mineral fiber obtained its blow from industrial waste using plasma arc reactor of the
combined type.

For the treatment to obtain a melt and the fibers, we used manmade waste
industrial processing of boron constituting a powdery substance (Fig. 38.2) of the
following elemental composition (Table 38.1).

The experiments on the melting of the waste showed its high refractoriness
(above 28000 °C) with the help of some high-temperature short-range optical
pyrometer (˃1 micron) infrared radiation and intense release of gas during pro-
cessing. To reduce the melting point, reduction of gas and evaporation of substance
has been to use as additional charging waste cullet to obtain homogenous melts
with subsequent generation of mineral fiber materials and stone casting. It should be
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noted that the processing of this waste can’t be performed in the “classical” melting
aggregates (cupola, bathroom and tunnel glass furnaces) because they generate low
temperature (up to 2000 °C) so the industrial processing of this waste can be
realized only electric arc (plasma) or induction (UHF) method, however, induction
furnaces because of the very high energy, strong electromagnetic radiation and
radio interference caused by them, as well as the risk of explosion of the inductor in
the event of a short circuit in the industry used is limited. Arc plasma devices are
preferred in melting refractory materials thanks to the special properties of the
plasma, such as: high temperature (up to 50000 K), the specific power per unit
volume of the reactor and thus the speed of the process, the presence of large
amounts of electrons, ions and free radicals in the bulk of the reactor causing rapid
melting the particles of the processed material. The process is intensified due to the
rotating plasma arc uniformly mixing and homogenizing the entire volume of the
melt, thereby eliminating the zone of fusion lack.

Fig. 38.2 Micrograph of technogenic waste

Table 38.1 Elemental composition of technogenic waste

B C O Na Mg Al Si Result

3.44 12.26 52.89 0.91 23.22 0.94 6.34 100.00
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If this waste composed without an additional charging (i.e. due to high mag-
nesium content and a very low content of silicon, it is impossible to obtain a
satisfactory melt viscosity to develop a fine fiber.

Therefore, the solution of the problem was to maximize the use of the waste with
additional charging of the other waste industry—cullet.

It was studied that the possibility of obtaining the contents of the melts at
intervals of waste was within 5–30 % and 95–70 % cullet Principal possibility of
melting these compositions. Therefore, guided by tasks and preliminary findings,
the melting of waste began with a mass concentration of 50 % (for waste) with
bringing in a subsequent 60 %. At higher concentrations of mass (65 % or more) to
obtain fiber failed to haunt the high content of magnesium in the waste, leading to
the formation of crystalline magnesium metasilicate MgSiO3.

Figure 38.3 shows the appearance of the melt with mass concentrations of the
components (waste—glass) 50:50. Figure 38.4 and Table 38.2 show the spectral

Fig. 38.3 Appearance of the
melt from technogenic waste
and broken glass with a mass
content of components 50:50
(waste: cullet)

Fig. 38.4 The spectral lines
of the distribution of elements
and their mass concentrations
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lines of the elements and their content by weight. Melting passed quietly with a
small gassing, the approximate energy consumption for the melt was 3.4 kWh/kg.

When pumping the melt was conducted stretch fibers obtained long thin fibers,
whose characteristics are shown in Fig. 38.5 and Table 38.3.

Subsequently waste concentration was increased by 10 %. Figure 38.6 shows the
appearance of the melt with mass concentrations of the components (waste—glass)
60:40. Figure 38.7 and Table 38.4 shows the spectral lines of the elements and their
content by weight. Melting also passed quietly with a small gassing, the

Table 38.2 Elemental composition of the melt with mass concentration 50:50

C O Na Mg Al Si K Ca Ti Fe Result

10.55 51.63 3.63 8.01 3.54 19.30 0.44 2.56 0.12 0.22 100.00
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Fig. 38.5 A micrograph of the fibers with a concentration of waste—glass 50:50

Table 38.3 The elemental composition of fibers with mass concentration 50-50

O Na Mg Al Si K Ca Cr Fe Cu Zn Result

43.7 4.69 5.00 1.77 35.28 0.73 7.11 0.28 0.74 0.35 0.34 100.00
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Fig. 38.6 Appearance melt technogenic waste and broken glass with a mass content of
components 60:40 (waste: cullet)
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approximate energy consumption for the melt has reached 4.5 kWh/kg. When
pumping the melt was also carried stretch fibers, but fibers obtained differed
inhomogeneity thickness (diameter), characteristics of the obtained fibers are shown
in Fig. 38.8 and Table 38.5.

Fig. 38.7 The spectral lines of the distribution of elements and their mass concentrations

Table 38.4 Elemental composition of the melt with mass concentrations 60:40

O Na Mg Al Si K Ca Ti Fe Result

51.14 3.87 11.88 3.73 24.22 0.67 3.33 0.20 0.97 100.00

Fig. 38.8 A micrograph of
the fibers with a concentration
of waste—glass 60:40

Table 38.5 Elemental composition of fibers with a mass concentration 60:40

O Na Mg Al Si K Ca Ti Fe Cu Result

47.68 3.78 11.84 3.83 26.29 0.79 3.86 0.20 1.43 0.29 100.00
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As can be seen from Tables 38.2 and 38.4 in molten magnesium content
increases with increasing concentration of waste, which leads to an increase in
refractoriness and hence the duration of melting with increasing energy costs.
Tables 38.3 and 38.5 show a dramatic reduction in the content of silicon (as silica)
fiber, which in turn it explains the change in the surface structure.

38.4 Conclusion

We have presented the arc melting reactor, which is a type of plasma reactors
allowed to smoothly adjust the temperature of the melt and maintain the output
stream from the tap hole, which made it possible to reduce the viscosity and
increase the melt flow rate. We recommend that waste can be treated as plasma arc
process in the melt with mass content of the waste components/cullet 50:50 or
60:40 to get stone looking casting and thin mineral fiber as a component of com-
posite materials, as well as for thermal insulation materials fibrillation.
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Chapter 39
Design of Arrhythmia Detection Device
Based on Fingertip Pulse Sensor

R. Wahyu Kusuma, R. Al Aziz Abbie and Purnawarman Musa

Abstract Much research has been done to detect heart disease arrhythmias.
Arrhythmia was usually diagnosed by a doctor based on a paper ECG
(Electrocardiogram) or system that can classify arrhythmias based on ECG signals
obtained from the doctor. The author aims to ensure that everyone can easily
identify arrhythmias in case of abnormalities in the heart without having to see a
doctor. In the present study the authors purpose to make the arrhythmia detector
uses an optical sensor input. The method in this research is to process the input
signal from the optical sensor, which then amplified by the signal conditioner,
Arduino detect the inter-pulse period and save the eight periods for analysis using
Arrhythmia Algorithm to define type arrhythmia. The hardware used consists of a
photodiode and an infrared LED as heart rate detection, and signal conditioning
board Arduino Uno as a processing of data. Design software in the system using the
Arduino IDE based programming language C. The results of this study are success
to calculate arrhythmia algorithm with percentage error to get period R-to-R are
0.25 % and precision get 99.947 %. Based on overall system testing for ten
respondents result value of average precision was 77.25 %.

Keywords Arrhythmia detection � Fingertip pulse sensor � Arduino uno � LCD
display
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39.1 Introduction

Heart arrhythmias occurs when the electrical impulses in heart that coordinate your
heartbeats don’t work properly, causing hearbeats too fast, too slow or irregularly
[1]. Arrhythmias can take place in a healthy heart and be of minimal consequence
but they may also indicate a serious problem that may lead to stroke or sudden
cardiac death [2, 3]. Heart arrhythmia treatment can often control or eliminate
irregular heartbeats.

The heart is a vital organ in the human body that functions to pump blood
throughout the body. Therefore, heart monitoring is very important because our
bodies continue doing circulation of blood throughout the body organs, from the
heart rate people will be known types of illnesses suffered. Arrhythmias or heart
rhythm disorder is a natural human heartbeat rhythm in abnormal condition. Heart
rhythm abnormalities can be used as an early sign of a serious heart attack.

Usually arrhythmia is diagnosed by doctor or paramedic by using graphic of
ECG (Electrocardiograph) paper. In 2008, research has been conducted by Agus
Sukoco Heru from Politeknik Negeri Malang that entitled Desain Alat Deteksi Dini
dan Mandiri Aritmia (in Bahasa Indonesia), the research build device made with
EKG as input, MCU as process unit and LED as output [4].

Electrocardiogram (ECG) is a diagnosis tool that reported the electrical activity of
heart recorded by skin electrode. The morphology and heart rate meditates the cardiac
health of human heart beat [5]. It is a noninvasive technique [6]. The ECG signal
provides important information of a human heart for detection of diseases [7]. To
acquire the signal, ECG devices with varying number of electrodes (3–12) can be
used. Multi lead systems exceeding 12 and up to 120 electrodes are also available [8].

Based on previously research, this research will change input device with
infrared LED and photodiode, use Arduino Uno as microcontroller and output
display on LCD display. Cardiac monitoring sensors utilize infrared as the heart
pulse sensor, the use of infrared is expected to minimize the cost for utilizing
infrared and IC op-amp as well as more easy because with these sensors monitoring
heart pulse enough just to put a finger on the sensor and then with programmed
system will be determine type of arrhythmia disease.

39.2 Arrhythmia Premonitory

This type of arrhythmia indicates a condition that harmful to the health of the patient
[9], including Premature Ventricular Contraction (PVC), Interpolated PVC,
Bigeminy, Trigeminy, R-on-TBeat, Atrial PrematureBeats (APB), and SkippedBeat.

There are several methods to determine the presence of cardiac rhythm disorders,
there are:

1. Doctor or paramedic who is an expert in analyzing using direct observation of
paper cardiogram
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2. Arrhythmias can be diagnosed by the method of comparing the output signal
with a variety of ECG arrhythmia signal images were then analyzed by using
ANN (Artificial Neural Network). de Chazal [7] using a mathematical model
analysis of ECG signal output by the algorithm as shown in the Table 39.1.

39.3 Architecture and Its Implementation

In general, the system will be built at the end of this project can be seen in the block
diagram below (Fig. 39.1):

39.3.1 Hardware Design

Hardware design of the device can be seen in Fig. 39.2. Construction sensor block
is shown in Fig. 39.3. The use of optical sensors for process monitoring heart rate
with fingertip illustrated as a Fig. 39.4.

Table 39.1 Arrhythmia algorithm

Type of aritmia Algorithm

PVC RRt−1 > 0.9 (ARt−2), RRt−1 + RRt = 2(ARt−2)

R-on-T RRt−1 < 0.33 (ARt−2), RRt−1 + RRt = 2(ARt−2)

Bigeminy RRt−3 < 0.9 (ARt−4), RRt−1 < 0.9 (ARt−4)
RRt−3 + RRt−2 = 2(ARt−4), RRt−1 + RRt = 2(ARt−4)

Trigeminy RRt−2 < 0.9 (ARt−3), RRt−1 < 0.9 (ARt−3)
RRt−1 + RRt−1 + RRt = 2(ARt−3)

Interpolated PVC RRt−1 < 0.9 (ARt−2), RRt−1 + RRt = 2(ARt−2)

APB RRt−1 < RRt−1 + RRt < (ARt−2)

Fig. 39.1 Block diagram of
system
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Fig. 39.2 Arrhythmia detection device schematic

Fig. 39.3 Optical sensor
circuit

Fig. 39.4 Illustration
fingertip to optical sensor
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When the sensor reading fingertip up of sensor, the photodiode gave HIGH
when a lot of infrared light reflected off the blood vessels when blood vessels were
full, and gave LOW when little reflected infrared light because the blood vessels are
not full of blood vessels.

Since the output value of the sensor is too low around 100 mV, need signal
conditional that will erase high frequency noise and amplify signal to around 0–5 V.
Microcontroller will receive input values from signal conditional. The results of the
reading sensor system is processed by the microcontroller to get eight interval and
determine arrhythmia. Output will be displayed on LCD display 16 × 2.

39.3.2 Software Design

In the program, there are two variables RR and AR. RR is the interval R-to-R and
AR is the average range of the period specified intervals. Subscript is used as a sign
associated with time. RRt means the last interval. RRt−1 means the interval R-to-R
interval of seven of the eight sampled period. ARt is the average time the R-to-R of
the eight intervals sampled. ARt−1 means that the average time-to-R R seven
intervals of eight intervals were sampled (Fig. 39.5).

When peak signal of heartbeat is detected, peak signal will be marked as R plus
subscript as a sign of the numbering of the order of detected heartbeat. To process
formula of Arrhythmia Algorithm, it needs to know interval between R-to-R and
period of each heartbeat. T1 value from R1 to R2, T2 value from R3 to R2 and so on
until the period to eight.

The period shown before on the program labeled to RR. Subscript after RR was
labeled the order of the period, RRt was the period of the last period of the nine
signals captured. RRt−1 was the period of one before the last of eight intervals that
captured, continued to the first period RRt−7.

Definition of AR was the average of each period based labeled on the subscript.
ARt was the average of eight intervals that captured, ARt value was RRt + RRt

−1 + RRt−2 + RRt−3 + RRt−4 + RRt−5 + RRt−6 + RRt−7 divided by eight. ARt−1

value was RRt−1 + RRt−2 + RRt−3 + RRt−4 + RRt−5 + RRt−6 + RRt−7—divided by
seven, continued to get RRt−7.

Fig. 39.5 Heartbeat signal shown R as peak and T as period
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39.4 Device Testing and Analysis

39.4.1 Conditional Circuit Testing

The first analysis used the sensor output signal from the combined process of the
infrared LED with a photodiode. The purpose of device testing is to know the signals
generated by sensor and signal conditioner circuit. In this testing, the authors have
measured the amount of voltage, and noise signal are visible from oscilloscope.
Sensor was connected to voltage source, output of sensor connected to oscilloscope
to measure signal of detected heartbeat taken from the oscilloscope as Fig. 39.6.

In this capture, the value of the voltage coming out of the photodiode at 84mV and
the lowest value −28 mV. For a human heartbeat can be seen when there is a change
in amplitude between the amplitude value of the other, but the electronic system
value as a rate to be determined at a certain value, from the existing signal systemwill
be difficult to distinguish which one is ticking. The heart rate is around 84 mV value,
while the value of the noise is around 20 mV. The distance is very small compared to
the value of the analog inputs on Arduino A1, range from 0 to 5 V. Because of this, it
takes the one amplifier and filter that really valid value. After that output from first
amplifier to measure the amount of voltage, and noise signal from pin 1 LM 358 are
visible oscilloscope. Following figure shows the sign of sensor testing by connecting
output of sensor to oscilloscope. Pin 1 was connected to oscilloscope to measure
signal of detected heartbeat taken from the oscilloscope as Fig. 39.7.

Signals from the sensors are still very weak that need to be strengthened, the
sensors detect the heartbeat signal has a voltage (−30 to 60 mV), not much different
from before output from photodiode at 84 mV and the lowest value −28 mV, but
DC component has gone. To make it easier to measure the heartbeat signal must to
amplified and filtered again.

The last analysis used the sensor output signal from the pin 7 output from
LM358. The purpose of device testing is to know the signals generated by sensor

Fig. 39.6 Testing output
signal from photodiode
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and signal conditioner circuit. In this testing, the authors have measured the amount
of voltage, and noise signal are visible from oscilloscope. Following Fig. 39.8
shows the sign of sensor testing by connecting output of sensor to oscilloscope.

Output signal of sensor then processed by signal conditioner. The signal filtered
and amplified using two stage active low pass filter. The cut-off frequency indicate
from oscilloscope at frequency 2.731 Hz.

39.4.2 R-to-R Testing

The test is done by compared R-to-R period collected from the device with showed
by oscilloscope. The test was to know how accurate.

From Table 39.2, data comparison above, can get total percentage error of
detecting period of heartbeat is 0.25 %, Std. deviation data is 0.053 %, so precision
is 99.947 %.

Fig. 39.7 Testing
oscilloscope on output Pin 1
LM358

Fig. 39.8 Testing output
signal pin 7 LM358
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39.4.3 Overall System Testing

The test is done by put the respondent’s finger on the sensor, get eight interval
R-to-R and the type of disease and then displayed on LCD Display. Test repeat five
time to get percentage error of the system.

1st Respondent, Name: Al Aziz Abbie R., Gender: Male, Age: 22,
Height/Weight: 177 cm/65 kg (Table 39.3).

Based on overall system testing to 10 (ten) respondent results value of average
precision was 77.25 %.

Table 39.2 Result R-to-R testing

Attempt Period (ms) Avg error (%)

T1 T2 T3 T4 T5 T6 T7 T8

1st Device 892 907 915 923 931 905 830 796 0.2

Oscilloscope 890 905 917 922 930 906 831 800

% error 0.22 0.22 0.22 0.11 0.11 0.11 0.12 0.50

2nd Device 915 880 920 890 892 896 850 821 0.18

Oscilloscope 914 881 921 891 895 899 852 820

% error 0.11 0.11 0.11 0.11 0.34 0.33 0.23 0.12

3rd Device 871 889 923 901 906 898 841 786 0.27

Oscilloscope 873 890 920 900 905 890 840 788

% error 0.23 0.11 0.33 0.11 0.11 0.90 0.12 0.25

4th Device 892 903 924 895 911 903 869 807 0.29

Oscilloscope 890 900 920 900 910 900 870 805

% error 0.22 0.33 0.43 0.56 0.11 0.33 0.11 0.25

5th Device 920 887 904 924 913 907 873 792 0.30

Oscilloscope 921 890 900 921 910 905 870 790

% error 0.11 0.34 0.44 0.33 0.33 0.22 0.34 0.25

Table 39.3 Testing device from 1st respondent

Attempt Standard deviation

1st 2nd 3rd 4th 5th

Period T1 (ms) 892 915 871 892 920 19.84

T2 (ms) 907 880 889 903 887 11.37

T3 (ms) 915 920 923 924 904 8.17

T4 (ms) 923 890 901 895 924 15.92

T5 (ms) 931 892 906 911 913 14.05

T6 (ms) 905 896 898 903 907 4.66

T7 (ms) 830 850 841 869 873 18.28

T8 (ms) 796 821 786 807 792 13.83

Result ND ND ND ND ND
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This test is needed to know whether the overall design determine algorithm is
work properly or not. These tests done by calculated manually then compare the
result of calculation to the result of the device. Data used in this calculation from
respondent 1st. The test is done by put eight periods to variable in algorithm, after
get all variable value algorithms will decide what type of arrhythmia. The result is
match (Table 39.4).

ARt2 ¼ 892 þ 907 þ 915 þ 923 þ 931 þ 905ð Þ=6 ¼ 912:17;

ARt3 ¼ 892 þ 907 þ 915 þ 923 þ 931ð Þ=5 ¼ 913:6;

ARt4 ¼ 892 þ 907 þ 915 þ 923ð Þ=4 ¼ 909:25;

RRt ¼ 796; RRt�1 ¼ 830; RRt�2 ¼ 905; RRt�3 ¼ 931:

39.5 Conclusion

Based on the testing of hardware and application programs also the analysis has
been done in the making of this final task can be concluded that Design Arrhythmia
Detection Device with Optical Sensor Based Arduino Uno has been successfully
detects, calculates and determines the type of Arrhythmia with Arrhythmia
Algorithm, by using Arduino Uno Board, Infrared LED, Photodiode and LCD
display.

Testing in ten respondents get result average precision of overall system process
was 77.25 %. Percentage error from detecting eight periods was 0.25 % and

Table 39.4 Calculation data 1st Respondent result on arrhythmia algorithm

Type
arrhythmia

Calculation on arrhythmia algorithm Detect condition

PVC ∙ 830 > 0.9 (912.17), 830 + 796 = 2(912.17)
⇨ 830 > 820.95, 1626 = 1824.34

Unconditional ➔
not detect

R-on-T ∙ 830 < 0.33 (912.17), 830 + 796 = 2(912.17)
⇨ 830 < 301.016, 1626 = 1824.34

Unconditional ➔
not detect

Bigeminy ∙ 931 < 0.9 (909.25), 830 < 0.9 (909.25)905 = 2(909.25),
830 + 796 = 2(909.25)
⇨ 931 < 818.325, 830 < 818.325, 1836 = 1818.5,
1626 = 1818.5

Unconditional ➔
not detect

Trigeminy ∙ 905 < 0.9 (913.6), 830 < 0.9 (913.6), 830 + 830 + 796 = 2
(913.6)
⇨ 905 < 822.24, 830 < 822.24, 2456 = 1827.2

Unconditional ➔
not detect

Interpolated
PVC

∙ 830 < 0.9 (912.17), 830 + 796 = 2(912.17)
⇨ 830 < 820.95, 1626 = 1824.34

Unconditional ➔
not detect

APB ∙ 830 < (830 + 796) < 912.17
⇨ 830 < 1626 < 912.17

Unconditional ➔
not detect
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precision value was 99.947 %. Manual calculated from data has been conducted
and it showed correctly same result. The testing of the device has not been done in
different disease type of arrhythmia.
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Chapter 40
Analysis of Fundamental Frequency
and Formant Frequency for Speaker
‘Makhraj’ Pronunciation with DTW
Method

Muhammad Subali, Miftah Andriansyah and Christanto Sinambela

Abstract This article aims to look at the similarities and differences in the
fundamental frequency and formant frequencies using the autocorrelation function
and LPC function in GUI MATLAB 2012b on sound hijaiyah letters for adult male
speaker beginner and expert based on makhraj pronunciation and both of speaker
will be analyzed on the matching distance of the sound use DTW method on
cepstrum. Subject of speech beginner for makhraj pronunciation are taken from
college students of Universitas Gunadarma aged 22 years old. Data of the speech
beginner for makhraj pronunciation is recorded using MATLAB algorithm on GUI.
Subject of speech expert for makhraj pronunciation are taken from previous
research. They are 20–30 years old from the time of taking data. The sound will be
extracted to get the value of the fundamental frequency and formant frequency.
After getting both frequencies, analysis will be obtained of the similarities and
differences in the fundamental frequency and formant frequencies of speech
beginner and expert and it will show the matching distance of both speech. The
result is, all of speech beginner’s and expert’s based on makhraj pronunciation have
different values of fundamental frequency and formant frequency. Then the results
of the matching distance analysis using DTW method showed that there is no
identical similarity between speech beginner’s and expert’s based on makhraj
pronunciation.

Keywords Fundamental frequency � Formant frequency � Hijaiyah letters �
Makhraj pronunciation
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40.1 Introduction

Al-Qur’an is religious text of Islam given by Allah SWT to Prophet
Muhammad SAW. Every Muslim are required to read Al-Qur’an with good vowel
according to one of text of Al-Qur’an Al-Muzamill: 4 which says:

It means, “Or add to it, and recite the Al-Qur’an with measured recitation.”
To be able to read Al-Qur’an with measured recitation needs to learn knowledge

of tajwid and makhraj pronunciation so it is not just reading like reading a book. In
reading a book, we don’t have to distinguish the voice pronunciation because for
every each Latin letter, it doesn’t have any meaning. It is different with hijaiyah
letters that requires distinguishing of voice pronunciation for each hijaiyah letter
[1]. Usually there is a teacher to help the people to pronounce Al-Qur’an well. If
there is mispronunciation of hijaiyah letters, it will change the meaning of
Al-Qur’an. So it needs an algorithm to make a decision to know the similarity of a
random speech makhraj pronunciation from the real makhraj pronunciation.
Usually, the beginner speaker on makhraj pronunciation cannot read or say the
sound of makhraj pronunciation with measured recitation. Although he knows how
to pronounce the sound of makhraj but it still has different result or matching
distance from the expert makhraj pronunciation.

The human has diversity voice according to human physic perception to sound
of the human’s voice such as pitch and formant [2–4]. With the rapid development
technology in communication and information, it will help the identification process
between experts and beginners on makhraj pronunciation [5].

This research focus on analysis of the fundamental frequency and formant fre-
quency for speaker makhraj pronunciation with DTW method. There are two type
of speakers in this research, that will be taken their voice. First is the beginner, he is
a Muslim who can speak Arabic but he does not know about makhraj pronuncia-
tion. Second is an expert, he is a Muslim who can speak Arabic and know about
makhraj pronunciation. It needs two speakers to obtain the similarities and differ-
entiations based on the mean value of F0, F1, F2, F3, and matching distance with
DTW method [6–9]. Each speech’s speaker are recorded and taken their funda-
mental frequency and formant frequency for analysis. Therefore, it needs a system
like GUI for solving that problem in the real time.
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40.2 Theoretical Framework

Makhorijul is a sound area of Hijaiyah letters that comes out when it is read by
human. There are specific sound areas for each Hijaiyah letters. Usually someone
makes a mistake when pronounces an Hijaiyah letter, it could be because of the
similarity of a sound of one letter with the others and it is hard to pronunciate
correctly without some practice. For example when it says (Dzal)ذ and .(Zho)ظ
Therefore, Makhorijul is an area of letter out from the reader. All of Hijaiyah letters
have different area for the readers to say so that it would form a certain sound.
It would be haziness for the reader and the listener to listen to it and cannot be
divided from one letter to the other if it cannot be pronounced from the correct
source area (Fig. 40.1).

40.2.1 Analysis of Linear Predictive Coding (LPC)

LPC is one of method for voice recognition based on the human voice. It purpose is
to separate formants frequency with fundamental frequency from the human voice.
Analysis of Linear Predictive Coding (LPC) is one of the method to get an approach
of sound spectrum [2, 9].

Fig. 40.1 Sound area
Makhraj from each Hijaiyah
letters
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40.2.2 Dynamic Time Warping (DTW)

Dynamic time warping is one of method to calculate matching process of similarity
between the different of two time series of signals on it’s velocity and time. Matching
is done using the approach to find the smallest distance [9]. Example there are two
data. Someone is walking slowly, and the second data is someone who walk quickly,
there are two time series X ¼ x1; x2; . . .; xnð Þ dan Y ¼ y1; y2; . . .; ynð Þ. It will be
graphed on Fig. 40.2.

On Fig. 40.2, there are two graphs in time series. They have same pattern but not
on the same position. It can be because of the interval different between X and Y.
Now the main problem is, how to identify those two time series and can be told as a
same graph although their intervals are different.

40.3 Research Methodology

Our research could be depicted on a block diagram as shown on Fig. 40.3.

Block of input:

1. Research’s subject for speech’s beginner of makhraj pronunciation are taken from
college student of Universitas Gunadarma aged 22 years old. Data of the speech’s
beginner makhraj pronunciation is recorded using MATLAB algorithm on GUI.
Speech samples are taken by recording sound with arrangement specification of
44100 Hz sampling frequency and the amount of bit that is adjusted, and then
changed them into digital data that is saved in the form of wav file.

2. Research’s subject for speech’s expert of makhraj pronunciation are taken from
previous research “Frekuensi Forman Sebagai Model Akustik Tabung
Sederhana Dari Vocal Tract”. This data has already in the form of average value
of 5 times pronunciation on 84 kinds of letters. They are 20–30 years old from

Fig. 40.2 Graphic of
comparison values between
X and Y
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the time of the data taken. Speech samples are taken by recording sound with
arrangement specification of 44100 Hz sampling frequency and the amount of
bit that is adjusted

Block of Proses:

1. Preprocessing has been done to enhance the accuracy and efficiency of the
extraction processes, speech signals are normally pre-processed before their
features are extracted. There are two steps in Pre-processing that is,
pre-emphasis and Voice Activation Detection (VAD).

2. To get F0 value from a sound file, autocorrelation algorithm is used on
MATLAB GUI. The autocorrelation approach is used for extracting F0 from
speech file.

3. To get F1, F2 and F3 value from a sound file, LPC algorithm is used on
MATLAB GUI. The LPC approach is used for extracting F1, F2 and F3 from
the speech file.

40.4 Matching Distance Using DTW Algorithm

The program is started by reading the speech signal in wav format to get the vector
value and sampling frequency from the recording and then extracting the cepstral
component of the speech signal to get cepstral coefficient value from the signal
[10, 11]. Last stage, the process of the matching distance using DTW algorithm to
get pattern and value of the matching distance of beginner’s and expert’s makhraj
pronunciation.

Fig. 40.3 Block diagram of the research
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40.5 Results and Discussion

40.5.1 Analysis of Speech Beginner of Makhraj
Pronunciation

In this section, an analysis has been obtained on the fundamental frequency F0 and
formant frequencies F1, F2, and F3 based on the speech beginner, that has been
recorded from GUI programming. After that, it will be statically analyzed to get the
mean value of fundamental and formant frequencies of the speech beginner of
makhraj pronunciation.

Figure 40.4 is the pattern signal of a phoneme hijaiyah letter fat-hah/ba/that
produce by beginner speaker based on makhraj pronunciation and it also showing
the pattern signal after preprocessing process. We can see that Fig. 40.4a has silent
and unvoiced parts. This parts can be avoided from voice signal by preprocessing.
So on Fig. 40.4b, it shows only the pattern of voiced signal, from which it can be
obtained the fundamental frequency and formant frequencies. Figure 40.5 is the
pattern of autocorrelation of voiced frame phoneme hijaiyah letter fat-hah/ba/that
produced by beginner speaker based on makhraj pronunciation. Following the F0
estimation algorithm in the previous chapter and it can be obtained the value of F0
is 165.045 Hz (Fig. 40.6).

Fig. 40.4 Phoneme Hijaiyah letter Fat-hah/ba/produce by beginner speaker, a Original speech and
b speech after preprocessing
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Fig. 40.5 Autocorrelation of phoneme Hijaiyah letter Fat-hah/ba/

Fig. 40.6 Filter response of Hijaiyah letter Fat-hah/ba/of speech beginner
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The formant frequencies value can be found by LPC algorithm followed from
the previous chapter. LPC function has been there in MATLAB function and the
formant frequencies are obtained by finding the roots of the prediction polynomial
and F1 is 788.3 Hz, F2 is 1410.3 Hz, and F3 is 2678.6 Hz.

Figure 40.7 is the pattern signal of phoneme hijaiyah letter fat-hah/ba/that pro-
duce by expert speaker based on makhraj pronunciation and the pattern signal after
preprocessing process. We can see that Fig. 40.7a doesn’t have silent and unvoiced
parts, as well as Fig. 40.7b, that makes the signal tight on preprocessing process and
it will be obtained the fundamental frequency and formant frequencies.

40.5.2 The Result of Matching Distance Analysis
Using DTW Method

This section displays the results of using DTW matching distance analysis between
speech beginner and expert speakers in the form of graphs and the smallest distance
value.

Figure 40.8 shows the distance identical for the hijaiyah letter dham-
mah/su/between sound of speech expert and expert makhraj pronunciation, and
the matching distance value is 0. The best distance in distortion matrix is diagonal
because the matching distance value between speech beginner and expert makhraj
pronunciation is equal to zero.

Fig. 40.7 Phoneme Hijaiyah letter Fat-hah/ba/produce by expert speaker; a Original speech, and
b speech after preprocessing
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40.6 Conclusion

The designed application for recognition of makhraj pronunciation and analysis of
fundamental frequency and formant frequency has been accomplished. Some
analysis data has been identified during designing and analysis process as follows:

1. Autocorrelation function can be used to obtain fundamental frequency from the
speaker with makhraj pronunciation and LPC function can be used to obtain
formant frequency from the speaker with makhraj pronunciation.

2. DTW method can be used to obtain matching distance between speech of
beginner and expert makhraj pronunciation. All of hijaiyah letters with fat-hah,
kas-rah, and dham-mah have matching distance’s range of 28.9746–136.4. On
the other hand, in an identical pattern the matching distance values is 0.
Therefore, if an hijaiyah letter has higher matching distance than 0, it is
incompatible the speech signal from source signal.
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Fig. 40.8 Matching distance for identical the Hijaiyah letter/su/
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Chapter 41
Design and Fabrication of “Ha ( )”
Shape-Slot Microstrip Antenna for WLAN
2.4 GHz

Srisanto Sotyohadi, Sholeh Hadi Pramono and Moechammad Sarosa

Abstract This paper, a (is read “Ha”) shaped slotted microstrip antenna is
designed, fabricated and analyzed. The proposed antenna used -shape slot is to
improve return loss and operate for wireless LAN 2.4 GHz frequency band. The
proposed antenna utilize transmission line model for analysis and simulation for
return loss as well as VSWR with the support CST studio software. After doing
some optimization on simulation, finally the dimension of microstrip patch antenna
(MSPA) which operated on WLAN frequency 2.4 GHz is obtained. The best
simulation results are then used as reference for MSPA fabrication on FR4 substrate
with dielectric constant erð Þ ¼ 4:3 and thickness (h) = 1.5 mm. The measurement
result shows that the -slot microstrip antenna can achieve return loss (S11)
−29.81 dB and VSWR 1.068 at 2.4640770 GHz. The proposed design shows that

shape technically can be used as slot within patch to improve microstrip
antenna performance.

Keywords CST studio software � -shape slot � Microstrip antenna �
Transmission line � Return loss
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41.1 Introduction

Microstrip antenna becomes popular and it is widely used for wireless communi-
cation devices. This is due to its advantages compared to conventional antennas,
such as Yagi-Uda, Horn, etc. [1]. The main advantages of microstrip antenna are
light weight, low profile, small in size, ease to integrate with Microwave Integrated
Circuit (MIC) and Monolithic Microwave Integrated Circuit (MMIC) [2]. However
besides its advantages, microstrip antenna has some drawbacks like low efficiency,
narrow bandwidth, and low gain [3].

There are several methods and techniques that have been introduced in order to
enhance the bandwidth and gain of microstrip antenna, including enlargement of
the substrate thickness, low permittivity dielectric substrate utilization, and imple-
mentation of slot in microstrip patch antenna, etc. [4]. One of techniques that has
been implemented is the usage of slot in patchto improve the microstrip antenna
parameter. There are several shapes of slot, most of them are in the form of
alphabetical, as well as C and S-slot [5], combination between I and E-slot [4],
double C-slot [6] and many others.

This paper presents a new -shaped slot in microstrip patch antenna.
(“Ha”) is ancient Javanese letter, in which the form is similar to a combination of
inverted S and M letter. The reason of using -slot is to improve the return loss
(S11) in comparison to the previous research which reaches maximum in the range
of −26 dB for C and S-Slot, while others as describe previously is less than −26 dB.
Besides technical aspect, the use of -slot is to maintain the cultural heritage of
Indonesian by using Javanese ancient letter as an alternative form of slots besides
the alphabetic letters and other shape of patch slot.

41.2 Antenna Design

41.2.1 Reference Antenna

Rectangular microstrip patch antenna shows in Fig. 41.1 is the reference antenna for
the proposed -shaped slot in microstrip patch antenna. This antenna has
implemented an inset feed line technique for matching impedance [3].

The dimension of the rectangular microstrip patch antenna has substantial
parameter such as resonant frequency ( fr), dielectric permittivity constant of the
substrate �rð Þ, and height or thickness of the substrate (h). Those substantial
parameters are considered for calculating the length and width of the patch, as well
as calculating the length and the width of the ground plane.
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41.2.2 Design Procedure

Step 1: Determination of the MSPA Width Wp
� �

[2]:

W ¼ 1

2fr
ffiffiffiffiffiffiffi

erþ 1
2

q ð41:1Þ

where c ¼ 3� 108 m=s; er ¼ 4:3; fr ¼ 2:4GHz. By substituting the above equation
with the given value, it can be determined that Wp ¼ 38:3934mm.

Step 2: Determination the effective dielectric constant εreff [3]:

ereff ¼ er þ 1
2

þ er � 1
2

1þ 12
h
W

� ��1=2

ð41:2Þ

From step 1 known parameter and thickness of the substrate h = 1.5 mm, W ¼ Wp,
it can be determined that ereff ¼ 4:0114.

Step 3: Determination of the effective length Leff
� �

[7]:

Leff ¼ c
2fr

ffiffiffiffiffiffiffiffi

ereff
p ð41:3Þ

By replacing c; fr and ereff it can be determined that Leff ¼ 31:2mm.

Fig. 41.1 Profil of
rectangular microstrip antenna
with inset feed
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Step 4: For the length extension (ΔL) of the patch can be determined [8]:

DL ¼ 0:412h
ereff þ 0:3
� �

W
h þ 0:268

� �

ereff � 0:258
� �

W
h þ 0:8

� � ð41:4Þ

By substituting the result that have been obtained from step 1 until 3, it can be
determined that DL ¼ 0:69546mm.

Step 5: For the actual length (Lp) of the MSPA can be calculated using following
equation [9]:

L ¼ Leff � 2DL ð41:5Þ

After substituting the above equation with the obtained result, the actual patch
length can be determined as L ¼ Lp ¼ 29:8145mm.

According to Punit S. Nakar, the size of ground plane is larger than the patch
dimensions by approximately six times the height or thickness of the substrate all
around the periphery. Hence for the dimension design of the ground plane is
determined by [10],

Lg ¼ 6hþ L ð41:6Þ

Wg ¼ 6hþW ð41:7Þ

Finally it can be determined the value for Lg ¼ 38:8145mm and
Wg ¼ 47:3934mm.

41.2.3 Transmission Line Model

Inset feed microstrip line is a technique in transmission line to match the impedance
between patch antenna which typically has the value between 150–300 Ω and the
desired impedance for transmission line typically 50 Ω [3].

The dimension of the transmission line has important value in order to match
condition between antenna and the transmission line, as does the length of feed line
in which can be determined from following equation [3],

Lf ¼ k
4

ffiffiffiffiffiffiffiffi

ereff
p ð41:8Þ

386 S. Sotyohadi et al.



By replacing λ = 125 mm and the ereff ¼ 4:0114 then the result for
Lf ¼ 15:6027mm.

The following calculation is determined the width of the feed line, which can be
calculated by equation [11],

Wf ¼ 2
h
p

� �

B� 1� x er � 1ð Þð Þ
2:er

nþ 0:39� 0:61
er

� �� �

ð41:9Þ

From above equation if B = 5.7115, n = 1.5500 and x = 1.9299, it can be
determined for width of the feed line Wf = 3.3639 mm.

The gap (Gpf) between microstrip feed line and the patch of microstrip antenna
can be determined [12],

Gpf ¼ vo
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� ereff
p

4:65� 10�12

f
ð41:10Þ

By substituting vo = 3.108 m/s, f = 2.4 GHz and εreff = 4.0114 it will have for
Gpf = 0.20521 mm.

For the inset feed line length yo or Fi is determined by [12],

yo ¼ Lp
p

� �

: acos
ffiffiffiffiffiffi

z
Rin

r
� �

ð41:11Þ

After substituting Lp = 29.8145 mm, z = 50 Ω and for Rin = 317.6670 Ω, it can
be determined for yo = 11.0356 mm.

41.3 Proposed Antenna

The proposed antenna dimension and the shape of -slot in the MSPA is shown
in Fig. 41.2. From the Fig. 41.2 shows that the slots are placed above the inset feed
transmission line. The dimension value of the proposed -slot MSPA is obtained
after optimizing and tuning the length of patch (Lp), the gap of inset feed (Gpf), the
length of transmission line (Lf), and slot width S1–S9 using CST studio. Finally the
dimension of proposed antenna and the slots are given in the Tables 41.1 and 41.2
respectively.
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Fig. 41.2 Profil of -slot
placed in patch of microstrip
antenna

Table 41.1 Proposed
antenna dimension

No. Antenna dimension Value (mm)

1 Lp 18

2 Wp 38.3934

3 Lg 48

4 Wg 47.3934

5 h 1.5

6 Lf 26

7 Wf 3.3639

8 Fi 11.0356

9 Gpf 0.9

Table 41.2 -slot
dimension

No. Slot width dimension Value (mm)

1 S1 0.25

2 S2 0.25

3 S3 0.25

4 S4 0.25

5 S5 0.25

6 S6 0.5

7 S7 0.5

8 S8 0.5

9 S9 0.5

10 Ls 5

11 Wstot 10.25
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41.4 Simulation Result

41.4.1 Return Loss

For simulating the design of -slot MSPA, CST studio software is used. After
simulation the design, the result for return loss (S11) is shows in Fig. 41.3. The
equation for return loss is calculated from the reflection coefficient [13],

Return Loss in dBð Þ ¼ 20 log10 VSWR=VSWR� 1ð Þ ð41:12Þ

For good result, the return loss should be less than −10 dB. Which equivalent to
VSWR < 2. From the Fig. 41.3. It is clear that the simulation result for S11
is −24.282264 dB at resonance frequency 2.412 GHz.

41.4.2 VSWR

Voltage Standing Wave Ratio (VSWR) can be calculated using the following
equation [14],

VSWR ¼ 1þ Cj j
1� Cj j ¼

1þ S11j j
1� S11j j ð41:13Þ

where VSWR = reflection coefficient, Γ = voltage sent/voltage reflected. If Γ = 0,
there is no reflection, it represents that perfect matching. Figure 41.4 shows the
simulated result for VSWR = 1.130, which is less than 2.

Fig. 41.3 Return loss (S11) of the proposed -slot microstrip patch antenna
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41.5 Measurement Result

The measurement result for return loss (S11) is shown in Fig. 41.5a. While the
measurement result for VSWR is shown in Fig. 41.5b. Both measurements were
performed using vector network analyzer (VNA).

The obtained return loss for measurement is −29.81 dB and VSWR is 1,068 at
resonant frequency of 2.460770 GHz.

Fig. 41.4 Simulated VSWR of the proposed antenna

Fig. 41.5 a Return loss -slot MSPA, b VSWR -slot MSPA
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41.6 Conclusion

A -slot microstrip patch antenna for 2.4 GHz is fabricated and presented. The
proposed antenna is suitable and effectively operated for WLAN applications. The
fabricated antenna has good performance and almost perfectly impedance match-
ing. It can be concluded from the measurement result that the antenna has satis-
factory performance for operating indoor WLAN applications.
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Chapter 42
Investigation of the Electric Discharge
Machining on the Stability
of Coal-Water Slurries

S.L. Buyantuev, A.B. Khmelev, A.S. Kondratenko
and F.P. Baldynova

Abstract The paper presents the characteristics of coal-water slurries
(CWS) prepared by electric discharge methods. The radius of the minimum size,
most probable size and maximum size particles of CWS was found. The sedi-
mentation speed of the particles of each size was defined. The sedimentation curve,
integral distribution curve, differential distribution curve after and without electric
discharge machining were structured. The process of sedimentation by the ana-
lytical method, integral sedimentation distribution law and the differential form of
this equation were described. As a result of investigations it was found that
coal-water slurry after discharge treatment has lower sedimentation speed than
before treatment. Differential distribution curves show that the treated coal-water
slurry is dominated by the particle size of substantially 0.1537*10−4 m, whereas in
the untreated slurry predominate particle size is 0.413*10−4 m, that indicates an
increase in aggregate stability of the treated system.

Keywords Coal-water slurry � Electric discharge methods � Sedimentation analysis �
Particle radius

42.1 Introduction

Currently, the deficit increases the liquid and gaseous fuels on the market, which is
reflected in the growth of their value. Analysis of the world’s resources of
non-renewable fuels leads to the conclusion that the most promising for use in
energy is coal, because its reserves on Earth many times the total oil and gas
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reserves. However, environmental problems arising from the use of coal fuel,
require the development and introduction of new effective economic and envi-
ronmental points of view coal technologies. This requires improved consumer
properties of coal and master to obtain coal-based alternative fuels by replacing
scarce natural resources: gas and liquid petroleum fuels.

In connection with this is the actual use of coal as a coal-water slurry fuel or
coal-water slurry (CWS) [1]. CWS has technological properties of liquid fuels
(transportation to road and rail tanks through pipelines, tankers and bulk vessels,
storage in closed containers) and must retain their properties during prolonged
storage and transportation, meanwhile it has to be sedimentedin stability [2].

42.2 Experiment Setup and Methods

The solution is based on the use of plasma and electrolytic methods for the
preparation of the CWS without the use of plasticizers. The methodology of the
experiment and previously obtained micrographs and elemental analysis of coal
before and after treatment was considered in detail in [3].

Today, there are many industrial methods of obtaining the CWS, but almost all
of them require the use of reagent-plasticizer for special characteristics: low vis-
cosity, good fluidity, long-term stability of suspended particles of coal.

Experimental setup described in this article will allow to get the CWS with a
maximum energy efficiency andminimum cost by using of electric dischargemethods.
Key parameters and technical condition related to experimental setup of electric dis-
charge: amperage 10–30 A, voltage 200 V, time of machining 10–30 min, the con-
centration of coal 40–60%, the concentration ofwater 60–40%, the size of coal fraction
0–200 µ [4]. The electric discharge machining can form nano carbonmaterials [5].

This article shows the results of the study particle radius of CWS before and after
discharge machining method and the sedimentation rate of subsidence.

Sedimentation method of analysis is the definition of particle size distribution
based on the difference in the speed of sedimentation of particles in a viscous
medium, depending on their size. By measuring the sedimentation speed, you can
determine the radius of the settling particles by the Stokes’ law [6]:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

9 � g � U
2 � qy � qB

� � � g ;
s

ð42:1Þ

where r—particle radius, U—settling speed of a particle in a liquid medium, qy—
density of the coal powder, qB—density of the liquid medium, g—accelera-
tion of gravity, gB—the viscosity of the liquid medium.

Sedimentation speed of the particles measured by a special instrument designed
to sedimentation analysis. The liquid medium is water with a known value of
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viscosity, in which coal powder is dispersed to yield 0.5 % solution (by volume) of
the suspension. After mixing, the suspension left to flake, periodically weighing
precipitated by the load on the cup. As a result of continuous determination of the
mass of sedimentation precipitate sedimentation curve was build (Fig. 42.1).

Then sedimentation curve is treated graphically (by constructing tangents at the
points of the curve, corresponding to different values of τ) and receive data to build
integral and differential distribution curves (Figs. 42.2 and 42.3).

The shape of the differential distribution curve shows the uniformity of coal
powder size. However, when using a graphical method of calculating the distri-
bution curves there are possible errors related to insufficient accuracy of the tangent
to the curve. These disadvantages can be avoided by the analytical method of the
construction of the distribution curves which is proposed by Tsyurupa N.
(Fig. 42.4).

The following calculation shows the numeric values and the CWS after electric
discharge treatment. In the analytical method, the process of sedimentation is
described by:

Q ¼ Qm ¼ s
sþ s0

ð42:2Þ
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where Q—fraction weight, τ—time, Qm and s0—constants, wherein Qm—It
depends on the polydispersity and is called the coefficient of polydispersity. This
equation is better to use in the linear form (Fig. 42.4):

s
Q

¼ s0
Qm

þ s
Qm

; ð42:3Þ

After getting straight s
Q ¼ f sð Þ, Qm is calculated according to the values cotan-

gent angle it to the x-axis:

Qm ¼ ctga ¼ 1
tga

¼ 1
0:2671

¼ 4:6 %ð Þ; ð42:4Þ
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s0
Qm

¼ 0:4322; s0 ¼ 0:4322 � 4:6 ¼ 1:9881 sð Þ

Using the equation

r0 ¼
ffiffiffiffiffiffi

K�h
s0

q

, K is calculated:

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

10:2521 � 10�8 � 16:5 � 10�2

1:9881

r

¼ 9:22 � 10�5 mð Þ; ð42:5Þ

K ¼ 9 � g � h
2 � qy � qB

� � � g ¼ 9 � 0:897 � 10�3 � 16:5 � 10�2

2 1:66� 0:9971ð Þ � 103 � 9:8 ¼ 10:2521 � 10�8

ð42:6Þ

From the kinetic equation obtained the following integral sedimentation distri-
bution law [4]:

Q0 ¼ Qm
r20

r2 þ r20

� �2

; ð42:7Þ

where Q0—the proportion of fractions having a radius ≤ r; r0—coefficient
depending on the dispersion. The differential form of this equation has the form:

F ¼ dQ0

dr
¼ 4Qm � r40

r

r2 þ r20
� �3 : ð42:8Þ

Next, define three major radius characterizing the particle distribution curve.

42.3 Results and Discussions

The minimum size of the particles:

rmin ¼ r0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:1 �
ffiffiffiffiffiffiffi

Qm

p

� 1
� �

r

¼ 9:22 � 10�5 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:1 �
ffiffiffiffiffiffiffi

4:6
p

� 1
� �

r

¼ 3:11 � 10�5 mð Þ ð42:9Þ

The most probable particle size:

rH:B: ¼ r0
2:24

¼ 9:22 � 10�5

2:24
¼ 4:12 � 10�5 mð Þ ð42:10Þ
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The maximum size of the particles:

rmax ¼ 3 � r0 ¼ 3 � 9:22 � 10�5 ¼ 27:66 � 10�5 mð Þ: ð42:11Þ

The system ispolydisperse, the sedimentation speed of the particles is as follows:

Uce@ ¼ 2gr2ðq� q0Þ
9g

: ð42:12Þ

where U—sedimentation speed, r—the radius of the particles of coal, g—acceler-
ation of gravity.

CWS without electric discharge treatment has the following characteristics:
The minimum size of the particles: rmin ¼ 4:3726 � 10�5 mð Þ,
The speed of sedimentation of the minimum size particles:

Uce@ ¼ 30:77 � 10�4 m=s
The most probable particle size: rH:B: ¼ 4:6083 � 10�5 Mð Þ
The speed of sedimentation of the most probable size particle:

Uce@ ¼ 34:1783 � 10�4 m=s,
The maximum size of the particles: rmax ¼ 30:9681 � 10�5 Mð Þ,
The speed of sedimentation of the maximum size particles:

Uce@ ¼ 1543:47 � 10�4 m=s.
CWS after electric discharge treatment has the following characteristics:
The minimum size of the particles: rmin ¼ 3:11 � 10�5 mð Þ,
The speed of sedimentation of the minimum size particles:

Uset: ¼ 15:58 � 10�4 m=s,
The most probable particle size: rm:p: ¼ 4:12 � 10�5 mð Þ,
The speed of sedimentation of the most probable size particle:

Uset: ¼ 27:35 � 10�4 m=s,
The maximum size of the particles: rmax ¼ 27:66 � 10�5 mð Þ,
The speed of sedimentation of the maximum size particles:

Uset: ¼ 1232:59 � 10�4 m=s.

42.4 Conclusions

Our experiments have shown that the electric discharge machining coal-water slurry
makes the system stable. Using an analytical method for constructing the distri-
bution curves proposed by NN Tsyurupa, determined the rate of sedimentation of
particles in suspensions treated by electric discharge and not treated. Analysis
showed that the sedimentation velocity of the particles is reduced in the treated
coal-water slurry from Uce@ ¼ 30:77 � 10�4 m=s to Uce@ ¼ 15:58 � 10�4 m=s, with a
minimum particle size. Particles with size rH:B: ¼ 4:12 � 10�5 mð Þ the suspension
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treated and rH:B: ¼ 4:6083 � 10�5 mð Þ in the untreated slurry have sedimentation
speed Uce@ ¼ 27:35 � 10�4 m=s and Uce@ ¼ 34:1783 � 10�4 m=s, respectively. The
particles having a maximum particle rmax ¼ 27:66 � 10�5 mð Þ of the treated slurry
and rmax ¼ 30:9681 � 10�5 Mð Þ in untreated slurry have different speed:
Uce@ ¼ 1232:59 � 10�4 m=s—the speed of sedimentation of treated suspension,
Uce@ ¼ 1543; 47 � 10�4 m=s—the speed of sedimentation of untreated suspension.

Differential distribution curves show that the treated coal-water slurry is domi-
nated substantially by the particle size of 0.1537*10−4 m (Fig. 42.3a), whereas in
the untreated slurry predominate particle size 0.413*10−4 m (Fig. 42.3b), that
indicates an increase in aggregate stability of the treated system.

Thus, electric discharge machining improves the stability of coal-water sus-
pension of dispersed systems.
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Chapter 43
A River Water Level Monitoring System
Using Android-Based Wireless Sensor
Networks for a Flood Early Warning
System

Riny Sulistyowati, Hari Agus Sujono and Ahmad Khamdi Musthofa

Abstract The water level of a river needs to be monitored to anticipate the
occurrence of flooding. People who live in flood prone areas should know the
height of the river water level early enough before flooding occurs. This study had
designed and developed a river water level monitoring systems using ultrasonic
sensors and a microcontroller-based Android smartphone. The sensor system sends
information about the river water level continuously to the microcontroller. The
microcontroler analyzes the information and the analysis results are disseminated to
the public by means of the Android smartphone equipped with the flood detection
application. The test results on the performance of ultrasonic sensors show an
average error rate of 1.121 % and an error rate on the speed of change in the water
level of 1 cm. Sending SMS on smartphones gets the average delivery time of
5.414 s. For further research, we will design a system monitoring the water level of
the river using wireless ultrasonic sensor network as a flood early warning system
based on microcontroller and Android smartphone.

Keywords Monitoring system � Water level � Ultrasonic sensor � Wireless �
Android-based flood detection

43.1 Introduction

Flood disasters still occur frequently in Indonesia. There are many impacts of the
flood on the economic, social and environmental sectors. Flooding occurs because
the water volume in the river exceeds its containing capacity. The damages caused
by flood are not only in material losses, but also in deaths. The impacts of flood can
be mitigated if people are better prepared for the coming flood. One of the ways is
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to disseminate information to the people quickly in the form of a flood early
warning system [1]. One of the media that can be used to disseminate the infor-
mation is a communication network using wireless Android-based flood detection
devices.

43.2 Literature Review

43.2.1 Past Research

Studies on the systems monitoring the water level of a river for early warning of
flooding had been conducted in the past. Detecting the water level can be done
using Doppler radar, but it requires a complex hardware design [2, 3]; besides, it
requires considerable cost. A cheaper alternative to detect the water level is to use a
microcontroller based ultrasonic sensor [4]. Another study built the water surface
level monitoring system with a display on the social networking site Twitter as an
early warning against floods; results were obtained in the form of a flood warning
system that was connected with social networking site Twitter [5]. However, the
social networking site is not accessible to all levels of society.

43.2.2 PING Ultrasonic Sensor

A PING ultrasonic transmitter and receiver are used as a sensor measuring the
distance of an object, which is—in this case—water. Usage of this sensor is very
simple and it can be easily linked to a microcontroller through an input/output pin
as shown in Fig. 43.1a.

Figure 43.1b shows the ultrasonic sensor consistings of two circuits: transmitter
(Tx) and receiver (Rx). The sensor circuit that functions as a transmitter will emit an

Fig. 43.1 a PING ultrasonic sensor [8]. b Working system of ultrasonic sensor
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ultrasonic wave with a certain frequency. When it collides with an object, the
ultrasonic wave will be reflected and received by the sensor circuit that functions as
a receiver [6]. The maximum distance that can be read by the ultrasonic sensor is
2–3 m. The sensor distance toward the reflecting object can be calculated with the
following formula (43.1):

S ¼ tINxVð Þ
2

ð43:1Þ

Where, S: sensor distance toward the object, tIN: time difference between
transmitting and receiving the reflected wave, V: velocity of ultrasonic wave in the
air (344 m/s).

43.2.3 Data Communication Based on Wireless Sensor
Network Zigbee

One basic component of a wireless sensor is a wireless communication device. The
wireless communication device is used as the communication medium for the water
level sensor mounted on the monitoring area on the server to provide an early
warning in case of a possible flood. Wireless communication device used in this
research is based on Zigbee.

ZigBee is an IEEE 802.15.4 based standard for data communication on personal
and business devices. ZigBee is designed with low power consumption and is
working on a low level of personal network. A ZigBee device is commonly used to
control another device or used as a wireless sensor. ZigBee has features to manage
its own network as well as data exchange on the network. The advantage over other
ZigBees devices is low power consumption so that it can be used as a wireless
device controller whose installation only needs to be done once; that is, only with
one battery ZigBee can last up to a year [7].

43.3 Research Methodology

43.3.1 Design of System Block Diagram

Figure 43.2 shows the block diagram of hardware design of controller system and
early flood warning system using ultrasonic sensors, microcontroller 32 minimum
system, zigbee wireless communication module, power supply, LCD display and
Android smartphone. Figure 43.3 shows the flowchart of the system.

The set value of the water level in the laboratory testing: 1. Normal Level,
(distance ≥ 60 cm), 2. Alert Level 1 (60 cm > distance ≥ 40 cm), 3. Alert Level 2
(40 cm > distance ≥ 25 cm) and 4. Warning Level (distance < 25 cm)
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43.3.2 Mechanical Design and Building

Mechanical design of this control system application is very crucial in achieving
optimal results, as shown in Fig. 43.4. In general, the mechanics and software or
hardware of this control system application must be balanced or complementary.
According to the block diagram in Fig. 43.2, the PING Ultrasonic Sensor is installed
on this tool to measure the water surface level against the land, while the liquid crystal
display (LCD) and ZigBee Wireless Sensor Network (Android) provide output; the
sensor and the output are connected directly to the port on the microcontroller.

43.3.3 Android Smart Phone Application Development

When developing the Android Smart Phone application, the authors opted to use
the IDE APP MIT Inventor 2 software, with Kawa programming language, which is
easy to develop. The coding method is like playing a puzzle, just drag and drop the
required components in the software working window, without having to type the
program code manually.

43.4 Results and Discussion

43.4.1 Hardware Testing

Hardware testing was carried out to determine whether the designed hardware
works or functions properly as expected. The tests performed on the hardware

Fig. 43.2 System block diagram
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included several circuit blocks and the combination of several circuit blocks. The
tests on the whole blocks were conducted to find out whether the entire hardware
performs well and to discover undesirable errors.

43.4.2 Ultrasonic Sensor Testing

The tests carried out in this project were to measure the distance change that
occured on the sensor when a reference for measurement was given. Results of
several experiments were noted and compared between the distance displayed by
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Fig. 43.3 System flowchart
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the ultrasonic sensor and the one given by a measurement ruler with different
temperature conditions. From the experiment result at a temperature of 27 °C with
the ultrasonic sensor reflected wave distance 2–170 cm, an average error rate
1.728 % was obtained. The result at a temperature of 30 °C with the ultrasonic
sensor reflected wave distance 2–170 cm produced an average error rate of 1.236 %.
In the experiment result at a temperature of 32 °C with the ultrasonic sensor
reflected wave distance 2–170 cm, an average error rate 0.4 % was obtained.
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water level to be 
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Fig. 43.4 The mechanical
design of the ultrasonic sensor

Fig. 43.5 The result of laboratory testing on SMS delivery time
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After testing the accuracy of ultrasonic sensor in measuring distance, compared
to the distance measured by a measurement ruler, a further test was carried out to
evaluate the accuracy of the sensor on the speed change of the moving reflected
distance of the ultrasonic wave. For this test, we simulated it by adjusting the water
level at a different speed. The ultrasonic sensor accuracy on different speed of water
level changes—i.e., 3 L/30 s, 3 L/20 s, and 3 L/10 s—had the highest error rate of
1 cm, and it yielded the highest error rate of 0.47 % occured at the speed of
decreasing water of 3 L/10 s.

43.4.3 Data Transmission Testing on Android

This testing was conducted to send measurement data to an Android devices as an
information receiver. Based on the results of five experiments, the comparison
between the initial water level and the change after the water level increases or
decreases, as well as the time of data transmission from the microcontroller to
Android device was shown in Fig. 43.5. It can be concluded that SMS delivery time
from the micro-controller to the Android device ranges from 3.5 to 8 s, and the
average delivery time is 5.414 s for one time SMS delivery.

Figure 43.6 is present the results of data delivery to the Android device showing
the water level and the stored data sent to the early warning table.

43.5 Conclusion

Based on the results of the design and testing at the end of the project, it can be
concluded:

1. PING ultrasonic sensor can work well with objects that have water level of
10–40 cm, with the highest error rate of 0.47 %.

Fig. 43.6 The result of
laboratory experiments on
SMS delivery
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2. The Android device works according to the received data from the sensor with
predetermined parameters such as follows: a distance of 60 cm and up from the
sensor (normal), 59–40 cm (alert 1), 39–26 cm (alert 2), 25 cm to approaching
the sensor (warning).

3. The testing on SMS delivery time for the water level monitoring device shows
the average delivery time of 5.414 s
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Chapter 44
The Influence of Depth of Cut, Feed Rate
and Step-Over on Surface Roughness
of Polycarbonate Material in Subtractive
Rapid Prototyping

The Jaya Suteja

Abstract Rapid prototyping is fast and automatic three dimensions physical
modeling that uses computer aided design model as the input. One of the important
requirements in various products is the surface quality. Therefore, the aim of this
research is to study and then develop a model that shows the influence of depth of
cut, feed rate, and step-over on the vertical and horizontal surface roughness of
polycarbonate material in subtractive rapid prototyping. The subtractive rapid
prototyping process is performed by using Roland MDX 40 machine assisted by
CAM Modela Player 4.0 software. This research implements response surface
methodology to develop the model and then followed by the residual tests. The
result shows that the increase of the depth of cut and the interaction between the
step-over and the depth of cut will increase the horizontal surface roughness.
Meanwhile, the vertical surface roughness will be affected mostly by the step-over.
This research provides an insight on how to rapid prototype the polycarbonate
material in order to achieve the surface requirement. The result of this research is
the basis for achieving the main purpose of subtractive rapid prototyping which are
maximum material rate removal and the minimum surface roughness.

Keywords Polycarbonate � Subtractive rapid prototyping � Surface roughness �
Process parameters

44.1 Introduction

Polycarbonate is a strong, tough, and transparent thermoplastic material that is most
commonly used and most widely tested in the medical device. As most of the
prosthetic products are customized for each patient, the feasible process to fabricate
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it is by using rapid prototyping. Rapid prototyping is fast and automatic three
dimensions physical modeling that uses computer aided design model as the input.
Two methods in rapid prototyping are additive and subtractive rapid prototyping.
Subtractive Rapid Prototyping implements milling process to cut material with tool
that rotates in very high speed (high speed milling). According to Toh, C.K., high
speed milling refers to milling process with 10 mm tool diameter that is rotated in
10.000 rpm [1].

Nieminem, I., et al., have investigated the possibility to use high speed milling to
fabricate a thin fin of polycarbonate material by changing the depth of cut and
step-over [2]. However, Nieminem, I., et al. did not investigate the influence of the
depth of cut and the step-over on the important factors such as surface roughness of
the polycarbonate material.

As no other research investigate the influence of high speed milling process
parameters on the polymer materials, this research conduct a literature review on its
influence on metal materials. In this research, studies by Albertí et al. [3], Vivancos
[4], and Urbanski [5], are reviewed. In addition, the influence of non-high speed
milling process parameters is also reviewed. The studies conducted by Oktem et al.
[6], Ardiansyah [7], Suteja [8] are studied. Based on the reviews, it is shown that
material removal rate, surface roughness, and dimension accuracy of a material are
affected by interpolation type, tool holder type, controller of the machine, computer
aided manufacturing software, physical and mechanical characteristics of the
material, physical and mechanical characteristics of the tool, vibration, depth of cut,
step-over, feed rate, cutting speed, and cut type.

One of the important requirements in various products especially medical device
is the surface quality. Therefore, the aim of this research is to study and then
develop a model that shows the influence of depth of cut, feed rate, and step-over on
the vertical and horizontal surface roughness of polycarbonate material in sub-
tractive rapid prototyping. These three process parameters are selected because
these parameters are the dominant factors that influence the main purpose of sub-
tractive rapid prototyping, which are to achieve the maximum material rate removal
and the minimum surface roughness.

44.2 Research Design

This research implements response surface methodology to develop a surface
roughness model. Then it is followed by conducting three residual tests, which are
independence test, constant variance test, and normality test. By applying sub-
tractive rapid prototyping process on the polycarbonate material, this research
expects to achieve the final shape shown in Fig. 44.1. The subtractive rapid pro-
totyping process is performed by using Roland MDX 40 machine assisted by CAM
Modela Player 4.0 software. The software is used to generate the tool path of
Roland MDX 40 machine. The input in order to generate the tool path is a three
dimension model in STL format. The cutting tool used in this research is carbide
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solid square end mill with 5 mm diameter. The tool is moved by the software based
on the zigzag cut type.

In order to fabricate the shape, roughing and finishing processes are required.
Each of the processes requires different parameter values. Roughing process is
performed by implementing the parameters value shown in Table 44.1. This
parameter value is determined based on the machine specification, literature study,
and the preliminary experiment. The range of subtractive rapid prototyping
parameters value for finishing process used in this research is shown in Table 44.2.
The spindle and the entry speed for finishing process are 10,000 rpm and 4 mm/s
consecutively. In this research, no coolant is used in performing the subtractive
rapid prototyping.

This research takes some assumptions, which are: the polycarbonate material is
always homogeneous, the cutting temperature is always constant, and the tool wears
after performing three roughing and finishing processes.

Fig. 44.1 The final shape

Table 44.1 Parameters value
for proses roughing

Parameters Value

Feed rate 12 mm/s

Entry speed 4 mm/s

Spindle speed 8500 rpm

Depth of cut 0.37 mm

Step-over 1 mm

Table 44.2 Range
parameters value for finishing
process

Parameters Low value Middle value High value

Depth of cut (mm) 0.1 0.235 0.37

Feed rate (mm/s) 12 14.5 17

Step-over (mm) 0.3 0.65 1
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In this research, the surface roughness measurement is conducted at Industrial
Metrology Laboratory of University of Surabaya. The surface roughness mea-
surement device used in this research is Mitutoyo SJ 210 with 0.01 µm of accuracy.
After the measurement process, the measured data is analyzed by using MINITAB
release 14 software.

44.3 Results and Discussion

The first order experiment is conducted in implementing response surface
methodology. The experiment design and the result of the first order experiment are
shown in Table 44.3. By using the experiment result, the first order models of
horizontal and vertical surface roughness are developed. However, based on the
data analysis, the first order model of horizontal surface roughness is not fit to the
horizontal surface roughness values. As a result, the second order experiment must
be conducted to develop a better horizontal surface roughness model. Meanwhile,
the first order model of vertical surface roughness is fit and can be used to predict
the vertical surface roughness values. For that reason, the mathematical model to
predict the vertical surface roughness values is shown in Eq. 44.1.

Raver ¼ 0:250056þ 0:022:F þ 11:1214:S þ 1:42593:D ð44:1Þ

where Raver is vertical surface roughness (μm), F is feed rate (mm/s), S is step-over
(mm), and D is depth of cut (mm).

Table 44.3 Results of first order experiment

Std
order

Run order Feed rate
(mm/s)

Step-over (mm) Depth of cut
(mm)

Ra Hor (µm) Ra Ver (µm)

11 1 14.50 0.65 0.235 3.13 7.25

13 2 14.50 0.65 0.235 3.22 7.83

2 3 17.00 0.30 0.100 2.53 4.46

12 4 14.50 0.65 0.235 3.18 8.65

7 5 12.00 1.00 0.370 4.88 12.39

9 6 14.50 0.65 0.235 2.89 7.83

3 7 12.00 1.00 0.100 3.64 12.01

5 8 12.00 0.30 0.370 3.00 4.70

10 9 14.50 0.65 0.235 3.55 8.33

6 10 17.00 0.30 0.370 4.18 4.59

1 11 12.00 0.30 0.100 2.81 3.60

4 12 17.00 1.00 0.100 4.30 12.08

8 13 17.00 1.00 0.370 4.49 12.01
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The first order model of vertical surface roughness can be used as the best
prediction model for vertical surface roughness because analysis of the model
shows that its lack-of-fit is not significant. This model shows that the increase of the
feed rate, the step-over, and the depth of cut will increase the vertical surface
roughness. However, the parameter that has the most influence to the vertical
surface roughness is the step-over.

As the first order model of horizontal surface roughness is not fit to the hori-
zontal surface roughness values, the second order experiment must be conducted to
develop the prediction horizontal surface roughness model. The experiment design
and the result of the second order experiment are shown in Table 44.4. By using the
experiment result, the second order models of horizontal surface roughness are
developed. The mathematical model to predict the horizontal surface roughness
values is shown in Eq. 44.2.

Rahor ¼ 2:44029þ 0:0736795:F � 1:36142:S þ 1:36761:Dþ 1:43091:S2

þ 12:3338:D2 � 0:485185:F:D þ 3:73016:S:D
ð44:2Þ

where Rahor is horizontal surface roughness (μm), F is feed rate (mm/s), S is
step-over (mm), and D is depth of cut (mm).

Table 44.4 Results of second order experiment

Std order Run order Feed rate (mm/s) Step-over (mm) Depth of cut (mm) Ra Hor (µm)

18 1 14.5000 0.65000 0.235000 3.64

19 2 14.5000 0.65000 0.235000 3.36

10 3 18.7045 0.65000 0.235000 2.80

15 4 14.5000 0.65000 0.235000 2.74

20 5 14.5000 0.65000 0.235000 2.72

13 6 14.5000 0.65000 0.007958 3.33

14 7 14.5000 0.65000 0.462042 3.90

5 8 12.0000 0.30000 0.370000 3.71

11 9 14.5000 0.06137 0.235000 2.35

8 10 17.0000 1.00000 0.370000 4.29

6 11 17.0000 0.30000 0.370000 3.51

2 12 17.0000 0.30000 0.100000 3.10

9 13 10.2955 0.65000 0.235000 3.28

7 14 12.0000 1.00000 0.370000 5.03

12 15 14.5000 1.23863 0.235000 4.60

4 16 17.0000 1.00000 0.100000 3.48

3 17 12.0000 1.00000 0.100000 3.26

16 18 14.5000 0.65000 0.235000 2.94

1 19 12.0000 0.30000 0.100000 2.95

17 20 14.5000 0.65000 0.235000 3.42
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The analysis and the residual plots of the second order model of horizontal
surface roughness show that the model is fit and satisfy all the assumptions. As a
result, it can be used as the best prediction horizontal surface roughness model. This
model shows that the horizontal surface roughness is mostly affected by the depth
of cut and the interaction between the step-over and the depth of cut. The increase
of the depth of cut and the interaction between the step-over and the depth of cut
will increase the horizontal surface roughness.

44.4 Conclusion

This result of this research shows that the increase of the feed rate, the step-over,
and the depth of cut will increase the vertical surface roughness with the step-over
as the most influenced parameter. In addition, the increase of the depth of cut and
the interaction between the step-over and the depth of cut will increase the hori-
zontal surface roughness. The models developed in this research give an insight on
how the important parameters of rapid prototyping will influence the surface
requirement of a polycarbonate material. The result of this research is the basis for
achieving the main purpose of subtractive rapid prototyping which are maximum
material rate removal and the minimum surface roughness.
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Chapter 45
Adaptive Cars Headlamps System
with Image Processing and Lighting
Angle Control

William Tandy Prasetyo, Petrus Santoso and Resmana Lim

Abstract The project proposed a prototype of an adaptive car headlamps control
using image processing. The adaptive headlamps system focuses on the lighting
angle control of low beam in the headlamps which its light tracks moved hori-
zontally. The controller in headlamps is based on image processing from a camera
mounted on the car. Adaptive headlamps system consists of portable tiny computer
of Raspberry Pi, Arduino microcontroller, and two stepper motors for the left and
the right headlamps. The system was implemented on the headlamps of a Toyota
Avanza car. The adaptive headlamps system could detect most types of cars ahead.
It could decrease a ‘glare’ effect and increase the driver sight based on survey taken
from the driver and the driver of opposite car. The system still couldn’t detect the
opposite car with high intensity of light from braking lamps, as well as the light
from the opposite front lamps.

Keywords Adaptive cars headlamps � Arduino � Image processing � Raspberry pi

45.1 Introduction

Night is the time when vehicle accidents often occurred [1]. The causes can be
various such as the headlamps light in the car aren’t focused or the lights intensity
are too low or the lights make glared (dazzled) effect for other car drivers [2]. On
the other side, technology for controlling headlamps light were rarely found these
years. Nowadays, most of researches often focus on car speed controller research
(cruise control), and automatic car parking system. The need of headlamps tech-
nology is important based on the facts above.

Several companies have produced and sold their headlamps technology products
to the market. Hella, one of the automotive company sold their headlamps
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technology product called “Adaptive Front-light System (AFS)” that can control the
headlamps light based on car steering [3]. The AFS technology also proposed in
[4]. Valeo company also provided their product “Light/on&off ” that can switch the
headlamps light on and off automatically based on light intensity around the car [5].
The headlamp technology that used by Valeo, also similar with Stein’s project [6].
Those two above still can’t reduce the dazzled (glared) effect for other cars.

This paper offers headlamps technology that can overcome the problems above.
Headlamps technology in this paper can control headlamps light’s track adaptively
based on object detection (car’s back side) data. The headlamps light’s track can
move horizontally based on position of the object.

45.2 Adaptive Headlamps System Set-up

This section provides the outline of the adaptive headlamps controller system. The
block diagram of the system displayed on Fig. 45.1.

There are two primary processes in the Fig. 45.1 such as object detection process
on raspberry pi and stepper motor controller on arduino. Raspberry pi communi-
cates with webcam through USB (Universal Serial Bus) interface. It also does I2C
communication through GPIO pins (GPIO 03, GPIO 05) which SDA, and SCL port
located on raspberry pi. Arduino as stepper motor controller also do I2C commu-
nication through I/O pins (digital pins 20, 21) which SDA, and SCL port located on
Arduino. Arduino controls two stepper motors through L298N motor drivers which
can drive them with higher current.

Fig. 45.1 Block diagram of adaptive headlamps controller system
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45.3 Design of Adaptive Headlamps

Design of adaptive headlamps is divided into two parts, which are hardware and
software. Hardware part consists of the design of headlamp itself, and installation of
the controller, including installation of the webcam. The software design consists of
Raspberry Pi’s software design and Arduino’s software design.

45.3.1 Hardware Design

Headlamps that used in this paper are Toyota Avanza 2009 car’s headlamps with
projector lens. The headlamps were modified by adding limit switch behind the
high beam lamp. It is used to limit the movement of the lamp and set the position of
the stepper motor into zero position (Fig. 45.2).

Adaptive headlamps controller consists of one Raspberry Pi B tiny portable
computer, one driverless webcam, one arduino mega R3 2560 microcontroller, two
pieces of L298N motor driver, 12 V regulator to stabilize the voltage from car
battery, and toggle switch for auto-manual control. There are also keyboard and
mouse attached on Raspberry Pi for user interface. All of the components mounted
on a board, then placed below left-front dashboard of the car. The webcam is
installed inside of the car, and the position is on the middle of the car, and the height
about half of car height, so its position in line with the detected object. The position
of the adaptive headlamps controller board and webcam displayed in Fig. 45.3.

Fig. 45.2 Headlamp design
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45.3.2 Raspberry Pi’s Software Design

Raspberry Pi’s software design is divided into four points which are object
detection, headlamps light track movement calculation, I2C communication, and
manual control program. Raspberry Pi uses Raspbian operating system based on
Linux kernel. Python is used to create the program and OpenCV library is used as
compiler for image processing in the Raspberry Pi.

The program code starts with object detection by the webcam. Webcam captured
the object by creating a ROI (Region of Interest) in window screen marked by blue
rectangle when the object is correct and in range of detection. Webcam used
320 × 240 pixel resolution due to low specification of the Raspberry Pi. Low
resolution of webcam makes the Raspberry Pi works faster but as the compensation
the image quality become lower. Object detection in Raspberry Pi used OpenCV
library by importing “cv2” library in the program and used “cascade.xml” file that
contain the trained data. Trained data were obtained by doing haar training on
hundred images of cars. Haar training that used in this paper based on Viola-Jones
paper which provides faster face detection using haar trained data [7].

Headlamps light track movement calculation starts from the distance calculation
then calculate the position where the stepper motors will stop. Triangle similarity is
used to calculate the distance from webcam to the object [8]. Triangle similarity
equation shown as below:

F ¼ PxDð Þ=W ð45:1Þ

where F is focal length of webcam, P is object length in webcam (pixel), D is the
distance (cm), and W is object length in real (cm). This equation used to find the
focal length of the camera, so all of the parameters except F should be known first

Fig. 45.3 a Location of adaptive headlamps controller board. b Location of webcam
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by manual measuring. Then triangle similarity equation used again in different way
in program. The equation shown as below:

D0 ¼ WxF=P0 ð45:2Þ

where W is object length in real (cm) same as before, F is focal length obtained
from Eq. (45.1), P’ is object length in webcam (pixel) and D’ is the distance (cm).
P’ obtained by measuring the length of ROI rectangle that represents the object
length in webcam and D’ is the distance that used to determine the position where
the stepper motor stopped. List of positions based on distance between webcam and
detected object are shown at Table 45.1.

Numbers in stepper position L/R columns mean the position of rotation of
stepper motor at that time, for example, number 7 means the stepper motor rotates
360° 7 times and stops at that position. Position number of stepper motors that
determined from the list are sent to the Arduino through I2C port.

The manual control program designed for users so the users can move the
headlamps light track movement manually. Users can give input “1, 2, 3 and 4” to
the Raspberry Pi using keyboard to rotate stepper motors 180° clockwise or
counter-clockwise. Left stepper motor is controlled by “1 and 2” input and the right
side is controlled by “3 and 4” input, then the input sent to Arduino.

45.3.3 Arduino’s Software Design

Arduino’s software design is divided into three points such as automatic control
(adaptive) of headlamps light track movement, manual control and I2C commu-
nication. Arduino IDE is used to design the program.

Automatic and manual control of headlamps light track movement program
receive stepper motors position data from Raspberry Pi through I2C port.
Automatic control’s program in Arduino converts the position data so it can rotate

Table 45.1 List of positions based on distance between webcam and detected object

Distance
(cm)

Object
position

Stepper position
L

L
degree

Stepper position
R

R
degree

– No object 15 4.29o 15 4.29o

0–400 Left 0 0.00o 0 0.00o

400–800 Left 7 2.00o 15 4.29o

>800 Left 15 4.29o 15 4.29o

0–400 Right 0 0.00o 0 0.00o

400–800 Right 15 4.29o 7 2.00o

>800 Right 15 4.29o 15 4.29o
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the stepper motors precisely. Before automatic control program executed, the
calibration program is run and rotates the stepper motors to move at zero position.

Manual control of headlamps light track movement program also converts the
position data from Raspberry Pi to rotate the stepper motors based on users input.
Program for automatic and manual control switch also configured in this software
design.

45.4 Results and Discussions

The system test has been done at night on the road which has been ‘conditioned’ for
avoiding undesired incidents and safety. This system test consists of pictures which
show webcam pictures results, and driver sights whether from the car with adaptive
headlamps attached or the opposite car. Conditions on this system test was divided
into three conditions based on the object condition. The first condition was the
driver in opposite car didn’t push the brake pad, the second condition was the driver
in opposite car pushed the brake pad, and the third, the position of opposite car was
face to face with the car. Distance between car and the opposite car was approxi-
mately 4–8 m and the position of opposite car was at the left side of the car. The
opposite car that used in this system test was Honda Brio 2014.

Table 45.2 shows the pictures results of webcam detection that can only detect
object when the condition of the opposite car’s driver didn’t push the brake pad. It
happened because the light intensity was too high for the webcam so webcam
couldn’t detect the object properly.

System test on the driver sight has been done by taking pictures using DSLR
camera with the same settings. The pictures consist of four pictures with different
angles. The first and second took from the car driver sight with normal headlamps
and adaptive headlamps. The third and fourth took from the opposite car driver

Table 45.2 Pictures results of webcam detection based on object conditions

Object
conditions

The driver in opposite
car didn’t push the
brake pad

The driver in opposite
car pushed the brake pad

The position of opposite
car was face to face with
the car

Detection
results in
webcam

(object detected) (no object detected) (no object detected)
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sight with normal headlamps and adaptive headlamps. The condition of the
opposite car was the same condition as the first condition in the system test before.

The light track of normal and adaptive headlamps on driver sight look different
on Table 45.3. The light track on adaptive headlamps seems wider than the normal.
The dazzled (glared) effect from opposite car also reduced at the adaptive head-
lamps pictures (the light intensity was lower than the normal).

45.5 Conclusion

The system test result shown that adaptive headlamps can increase the driver sight
and decrease the dazzled (glared) effect on the opposite car side. The object
detection also could run properly on the condition when the light intensity from the
opposite lamps weren’t too high for the webcam. In the future, there will be several
improvements that can be applied with this paper for example improvement on
webcam which can detect lights with higher intensity.

Table 45.3 Pictures results from car’s driver sight and opposite car’s driver sight

Picture angle Normal headlamps Adaptive headlamps

Driver sight

Opposite driver sight
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Chapter 46
Changes in the Rheological Properties
and the Selection of a Mathematical Model
of the Behavior of Coal-Water Slurry
During Transport and Storage

S.L. Buyantuev, A.B. Khmelev and A.S. Kondratenko

Abstract The aim of experimental research was to study the changes in the
rheological properties of coal-water slurries (CWS) treated by the electric discharge
methods and selection of a mathematical model of the rheological behavior of CWS
that describes the experimental data. The objects of research were samples of CWS
from brown coal. It is shown that the developed technology of CWS preparation
provides a suspension with a dynamic viscosity of the corresponding standard
GB/T18856.4. We define the type of liquid, structural and mechanical properties,
the behavior of the system under the influence of mechanical action. On the basis of
rheological model the current of CWS was described and determined that the CWS
applies to plastic materials that capable of under the influence of external forces
permanently deformed without breaking the integrity.

Keywords Coal-water slurry � Electric discharge methods � Viscosity �
Rheological model

46.1 Introduction

Analysis of the world’s resources of non-renewable fuels leads to the conclusion
that the most promising for use in energy is coal, because its reserves on Earth
many times the total oil and gas reserves. However, environmental problems arising
from the use of coal fuel, require the development and introduction of new effective
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economic and environmental points of view coal technologies. This requires
improved consumer properties of coal and master to obtain coal-based alternative
fuels by replacing scarce natural resources: gas and liquid petroleum fuels. In
connection with this is the actual use of coal as a coal-water slurry fuel or
coal-water slurry (CWS) [1]. CWS has technological properties of liquid fuels
(transportation to road and rail tanks through pipelines, tankers and bulk vessels,
storage in closed containers) and must retain their properties during prolonged
storage and transportation, so the value of the viscosity and rheological model of
behavior are important technical characteristics of CWS [2].

46.2 Experiment Setup and Methods

The solution is based on the use of plasma and electrolytic methods for the
preparation of the CWS without the use of plasticizers. The methodology of the
experiment and previously obtained micrographs and elemental analysis of coal
before and after treatment was considered in detail in [3]. The article shows the data
of the dynamic viscosity of CWS, the liquid type of and its rheological model.

Our research used a rotational viscometer Brookfield RVDV-II + Pro (CCU
Progress). Measurement of the sample of dynamic viscosity was performed at room
temperature.

We measured the dynamic viscosity of samples in the range of from 0.003 to
2 Pa*s at room temperature, using a spindle ULA with the speed of 50 rpm. In order
to establish the type of fluid carried out in the study, we change the dynamic
viscosity of the CWS in time.

The study refers to the CWS rheopex non-Newtonian fluids, as their viscosity
increases with time at a constant rotational speed and to maintain a constant flow
rate must be a gradual increase of shear rate (Table 46.1).

Table 46.1 The dependence of viscosity on time

Viscosity
(Pa*s)

Speed
(rpm)

Torque
(%)

Shear
stress
(N/m2)

Shear
rate (1/s)

Temperature
(°C)

Time
interval
(s)

Spindle

0.018 50 14.4 11.27 61.15 30.32 30 ULA

0.019 50 14.9 11.66 61.15 29.42 30 ULA

0.019 50 15.5 12.13 61.15 29.80 30 ULA

0.020 50 16.2 12.68 61.15 29.95 30 ULA

0.021 50 17.0 13.30 61.15 28.92 30 ULA

0.023 50 18.0 14.08 61.15 30.55 30 ULA

0.024 50 19.0 14.87 61.15 30.50 30 ULA

0.025 50 19.8 15.49 61.15 31.12 30 ULA

0.026 50 21.0 16.43 61.15 31.05 30 ULA

0.027 50 21.7 16.98 61.15 30.77 30 ULA
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It has been found that CWS has rheopex properties exhibit non-Newtonian
systems, as evidenced by an increase in viscosity of from 0.018 to 0.027 Pa*s. The
developed technology of CWS preparation provides a suspension with a dynamic
viscosity of 0.018–0.027 Pa*s, corresponding to the standard GB/T18856.4:
0.0–1.2 Pa*s [4].

It is known [5] that rheopex system structured to form contacts between the
particles resulting from the orientation by mechanical action with small velocity
gradients. The resulting physical properties explained dependence coal units to
structure formation and porosity and the ability to absorb water, resulting in an
increase in the dynamic viscosity of the system when the load is applied (Fig. 46.1).

To study the behavior of the system under the action of mechanical impact study
was carried out changing the dynamic viscosity of the CWS on the speed of rotation
of the spindle (Table 46.2).
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Fig. 46.1 Dynamic viscosity
of the studied system in time

Table 46.2 Dependence of viscosity on the spindle speed

Viscosity
(Pa*s)

Speed
(rpm)

Torque
(%)

Shear
stress
(N/m2)

Shear
rate
(1/s)

Temperature
(°C)

Time
interval
(s)

Spindle Model

0.0271 50 21.2 16.59 61.15 30.57 60 ULA RV

0.0268 51 21.4 16.75 62.37 30.62 30 ULA RV

0.0267 52 21.7 16.98 63.59 30.57 50 ULA RV

0.0265 53 22.0 17.21 64.81 30.30 15 ULA RV

0.0264 54 22.3 17.45 66.04 30.25 10 ULA RV

0.0262 55 22.6 17.68 67.26 30.40 10 ULA RV

0.0261 56 22.9 17.92 68.48 30.42 10 ULA RV

0.0261 57 23.3 18.23 69.71 30.45 10 ULA RV

0.0261 58 23.7 18.55 70.93 30.60 10 ULA RV

0.0264 57 23.6 18.47 69.71 30.35 10 ULA RV

0.0268 56 23.5 18.39 68.48 30.65 10 ULA RV

0.0272 55 23.4 18.31 67.26 30.32 10 ULA RV

0.0276 54 23.3 18.23 66.04 30.30 10 ULA RV

0.0282 53 23.4 18.31 64.81 30.42 15 ULA RV

0.0289 52 23.5 18.39 63.59 30.25 20 ULA RV

0.0302 51 24.1 18.86 62.37 30.32 30 ULA RV

0.0322 50 25.2 19.72 61.15 30.32 60 ULA RV
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The sample viscosity increased cases, as evidenced by the values of dynamic
viscosity: 0.0271 Pa*s at 50 rpm, at an intermediate point at 58 rpm viscosity was
0.0261 Pa*s, and in the end at 50 rpm—0.032 Pa*s.

Dependence “viscosity-speed” reflects on how much the system is destroyed,
and whether it can recover its properties after exposure to mechanical spindle.
Figure 46.2 shows that the system is not only destroyed by the rotation of the
spindle, but on the contrary—with an increase in speed trials thicken.

46.3 Result and Discussions

In the formation of loops “hysteresis”, as in Fig. 46.2, according to describe using
theoretical models for the systems, rheological properties are changed in the process
of mechanical action—Bingham model, Caisson, a power law, the rheological
behavior of pastes, Herschel-Bulkley. Model selection is at the rate of convergence,
which should as much as possible close to 100 % (CoF = 100) [6].

Using the experimental data (Table 46.2) curve of the rheological behavior of
CWS was structured according to Casson model (Fig. 46.3), the mathematical
expression is represented by the Eq. (46.1):

s1=2 ¼ s1=20 þ gDð Þ1=2 ð46:1Þ

here τ—shear stress N/m2;
τ0—shear strength (shear stress), N/m2;
η—plastic viscosity, mPa*s;
D—shear rate, s−1.
Figure 46.3 shows two curves: 1 (red)—the dependence of the square root of

shear stress (SQRT Shear Stress) by the square root of the shear rate (SQTR Shear
Rate) in its gradual increase and decrease; 2 (blue)—powered program viscometer

Fig. 46.2 The dependence of
the shear stress—shear rate
CWS
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Reocalc straightforward relationship Casson model, built on the basis of the curve
(1). For this model, the ultimate stress (Yield Stress) is defined as the length of the
intercept on the axis of the direct shear stress squared (11.6 N/m2).

Studies have shown that the Casson model peculiar to pseudoplastic bodies and
provides good convergence of experimental and calculated data, as evidenced by a
high coefficient of convergence (98.3 %). CWS is a plastic body with a coefficient
of plasticity (Plastic Viscosity) of 1.08.

46.4 Conclusions

CWS is a complex rheological object, since they consist of a dispersion medium
(water) and the dispersed phase—carbon particles having the same amount of units
distributed in the water and related natural forces. Chemical interaction with water
does not occur because the carbon aggregates are inert. Therefore, the nature of flow
systems will depend on the ratio of the dispersion medium and the dispersed phase
particle size, the interaction forces between the particles.

The developed technology of CWS preparation provides a suspension with a
dynamic viscosity of 0.018–0.027 Pa*s, corresponding to the standard
GB/T18856.4: 0.0–1.2 Pa*s.

Structural and mechanical properties of the systems investigated under shear
stress (Yield Stress), equal to 11.06 N/m 2 characterized by ductility, as evidenced
by the ductility factor (Plastic Viscosity), the corresponding 1.08. This suggests that
under load the CWS can be deformed by moderate effort, and save the form, i.e.
exhibit permanent deformation at short action moderate in magnitude impulse

Fig. 46.3 Model Casson
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power. In the system there is a loss of energy due to the motion of the individual
particles and aggregates.

Some authors [7] consider that by Casson plastic coefficient associated with the
passage of individual particles in the complete destruction of aggregates. In this
case, the plasticity will be determined by the ratio of the dispersion medium and the
solid phase and the particle size. It is likely that the increase in the radius of the
particle number density and lead to increased plasticity systems.

In accordance with the P.A. Rebinder and N.V. Mikhailov studied CWS are
possessing static and dynamic critical shear stress. Thus, the described objects are
plastic materials, i.e. capable of under the influence of external forces permanently
deformed without breaking the continuity. Modeling of deformation behavior of
CWS allows to justify theoretically and to adjust process conditions processing.
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Chapter 47
Design of a Fetal Heartbeat Detector

Nur Sultan Salahuddin, Sri Poernomo Sari, Paulus A. Jambormias
and Johan Harlan

Abstract Fetal Doppler is an electronic tool that serves as a standard instrument to
assess the health of pregnant mother and her fetus. This tool particularly detects the
fetal heartbeat in the womb using ultrasound waves. In this paper, we proposed a
prototype of fetal heartbeat detector which can detect fetal heartbeat directly without
using ultrasonic waves. This detector uses Chebyshev bandpass filter circuit for
passing a frequency of 2–3 Hz.

Keywords Band pass filter � Detector � Fetal heartbeat � Frequency

47.1 Introduction

Fetal Doppler is a tool that utilized ultrasonic waves particularly for detecting fetal
heartbeats [1]. Ultrasonic waves are sound waves which have frequencies more than
20 kHz. For detecting the heartbeats the fetal Doppler is attached to lower
abdominal skin, which lies near the fetal heart, using a transducer probe. The
crystals in the transducer will capture reflections of the waves sent out by the
transducer. Reflective waves to be captured are still in the form of ultrasonic waves,
hence the crystals will convert the waves into electronic ones. The sound waves can
penetrate the body and the boundaries between human tissues, e.g. those among
body fluid, blood, muscles, and bones. Normal fetal heart rate ranges from 120 to
140 beats per minute. Fetal Doppler is often used in maternity clinics or for
pregnant mothers who want to hear the heartbeat of their babies in the uterus [2].

Fetal heartbeats can be heard by amplifying signals from the fetal heart, using a
microphone. Inside the womb, beside the fetal heart, there is also a maternal heart
that produces heartbeats although with different frequencies. Fetal hearts’ rate have
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a range from 120 to 140 beats per minute (about 2–2.33 Hz), while maternal heart
rate have a range around 80–90 beats per minute (approximately 1.3–1.5 Hz) [3].
Those two types of waves are simultaneously captured by that tool. Therefore for
hearing the pure fetal heartbeat, the maternal heartbeat should be separated from the
fetal one. This can be done by applying several filtering techniques.

In this study we proposed a fetal heartbeat detector that functions exactly the
same as the fetal Doppler in general, nevertheless by using the simple principles of
analog electronics. Detection of fetal heartbeat is performed directly without using
ultrasonic sensors as that in the fetal Doppler. The purpose of this study is to design
and create a prototype of fetal heartbeat detector that can detect fetal heartbeat with
the frequency of 2–3 Hz, without using ultrasonic waves.

47.2 The Design of Heartbeat Detector

The design of the fetal heartbeat detectors can be seen in Fig. 47.1 [3].
The working principle of the detector is based upon the electrical signals pro-

duced by the mic. The signals are further processed in pre-amplifier circuit, con-
sisting of a parallel voltage feedback amplifier circuit and common emitter
amplifier. Pre-amplifier circuit can increase the sensitivity of the sensor. Moreover,
the produced sound is free from noise, and can easily set the sensitivity [3]. In the
next procedure, we filtered the captured signals using Chebyshev bandpass filter

Fig. 47.1 Detector circuits
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circuit for filtering the maternal heartbeat to the fetal one. Additionally, a
non-inverting amplifier circuit is used to amplify the signals so the captured fetal
heart beats can be heard by human ears using the Earphone. In this proposed device,
the detector is also equipped with two LEDs. There two LED will flare alternately,
that flare correspond to the detected the frequencies of the captured fetal heartbeat.

47.2.1 Chebyshev Band Pass Filter

The design of a Chebyshev Bandpass, which is used in this study, is Delyiannis &
Friends circuit [4, 5]. This design is able for filtering frequencies 2–3 Hz using a
0.1 μF, wherein the circuit component values were obtained from the calculation of
previous studies in Ref. [6] (Fig. 47.2).

47.3 Testing and Results

Figure 47.3 shows the proposed prototype of fetal heartbeat detector.
We performed two types of tests, for testing the performance of the proposed

detector. The first one is the laboratory test using a gauge and the second one is the
direct test on the pregnant mothers. The results are explained in the following
subsections.

47.3.1 Testing with a Gauge

The tests were carried out at the Laboratory of Electrical Engineering, Gunadarma
University. They are aimed to determine whether the equipment functions properly

Fig. 47.2 Chebyshev band pass filter
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or not. The devices for performing the tests are function generator and oscilloscope.
The output measurement was further processed using Eq. (47.1):

Vout ¼ number of peak � to� peak x
Volt
Div

scala in Oscilloscopeð Þ ð47:1Þ

Equation (47.2) was used to calculate the frequency:

f ¼ 1
T

number of peak� to� peak x
Volt
Div

scala in Oscilloscopeð Þ
� �

ð47:2Þ

To calculate the gain, we used Eq. (47.3):

AdB ¼ 20 log
Vout
Vin

ð47:3Þ

The percentage error (% error) of the test was obtained using Eq. (47.4):

Error percentage ¼ Calculated data� Test data
Calculated data

�

�

�

�

�

�

�

�

� 100% ð47:4Þ

From the results shown in Table 47.1, it is concluded that the parallel voltage
feedback amplifier circuit works as expectedly.

From the results shown in Table 47.2, it is concluded that the common emitter
amplifier circuit works as expectedly, indicated by its small values of error
percentages.

In Table 47.3, it is seen that the highest output voltage is generated at the input
frequency of 2 Hz, i.e. 0.8 Vpp, while at the input frequency of 3 Hz, the output is
0.4 Vpp. It is concluded that the value of frequency response of the test results is
close to the desired frequency response.

Fig. 47.3 Fetal heartbeat
detector prototype
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Table 47.1 Test results of amplifier circuit of parallel feedback

Input frequency (Hz) Calculation
of gain

Gain testing Error (%)

AV AdB AV AdB AV AdB

1 3.58 11.07 2 6.02 39.66 45.65

2 3.58 11.07 3.75 11.48 4.74 3.63

3 3.58 11.07 3.43 10.72 3.98 3.18

4 3.58 11.07 2.75 8.78 23.18 20.68

5 3.58 11.07 2 6.02 44.13 45.65

6 3.58 11.07 2.33 7.35 34.82 30.56

7 3.58 11.07 2 6.02 44.13 45.65

8 3.58 11.07 2.5 7.95 30.16 28.15

9 3.58 11.07 2.25 7.04 37.15 36.41

10 3.58 11.07 3.09 9.81 13.54 11.4

Tabel 47.2 Test results of
common emitter amplifier
circuit

Input
frequency (Hz)

Calculation
of gain

Gain
testing

Error (%)

AV AdB AV AdB AV AdB

1 7.5 17.5 10 20 25 12.49

2 8.33 18.41 10 20 16.66 7.91

3 9.09 19.17 10 20 9.09 4.13

4 8.72 18.81 10 20 12.72 5.91

5 10 20 10 20 0 0

6 8.57 18.66 10 20 14.28 6.69

7 9.37 19.43 10 20 6.25 2.8

8 8.88 18.97 10 20 11.11 5.11

9 10 20 10 20 0 0

10 9.23 19.3 10 20 7.69 3.47

Tabel 47.3 Test results of
chebyshev band pass circuit

Input frequency (Hz) Output Voltage (Vpp)

1 0.06

2 0.8

3 0.4

4 0.16

5 0.08

6 0.06

7 0.04

8 0.04

9 0.04

10 0.04
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47.4 Testing on Pregnant Women

After laboratory tests with a gauge gave good results, i.e. the detector can detect the
frequency of 2–3 Hz, the second test is then performed directly on pregnant women.
The tests were conducted at the clinic of Gunadarma University which is located in
the area Salemba Raya, Jakarta Indonesia by medical doctors, accompanied by
midwifery lecturers and students (Fig. 47.4).

As the results, we found that the detector can detect the fetal heartbeat at the
frequency of 2–3 Hz. However, there is still instability of the prototype perfor-
mance in detecting fetal heartbeat. The instability happened especially because the
electret condenser microphone is very sensitive to movement. During the test, the
pregnant mother should be assured for not moving the body very much, because it
will affect the test results.

47.5 Conclusion

In general the prototype working good. However, it has a drawback due to insta-
bility that occurred when the tested mothers are moved during the tests. In further
research, a circuit detector is designed in a single integrated circuit using mentor
graphics tools. Additionally, a screen is added to show which frequencies are
detected in the range of 2–3 Hz.

Fig. 47.4 Detector testing by doctor, accompanied by midwifery lectures and students
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Chapter 48
Network Traffic and Security Event
Collecting System

Hee-Seung Son, Jin-Heung Lee, Tae-Yong Kim and Sang-Gon Lee

Abstract In the beginning stage of the security functions, defending and moni-
toring was treated as a single solution. Today’s security management system has
reached at the state of integration of risk management systems and security man-
agement system. However, the existing system can have negatively leak of internal
information and be inefficient for prevention and post event tracing of security
instance. Therefore if we formalize the event information from a variety of security
systems and do correlation analysis, we can establish a more active defense. In this
paper we built up a developmental environment for network management system
using a customized Linux System and several network devices. Using SNMP and
SYSLOG, network information are collected from the network equipment and
recorded on Maria DB in Linux Server. We also developed a database system and a
monitoring system for the collected data.

Keywords Security management system � SNMP � Syslog � MIB � Linux OS

48.1 Introduction

In today’s Internet environments, there are many varieties of security threats.
Recently there have been some attacks using DDOS that paralize computer net-
works. Network of the Republic of Korea and the United States government
agencies, portal sites and financial institutions server were paralyzed by the DDOS
attack in July 7, 2009 [1]. And in March 3, 2011 a more advanced method has been
used to paralyze the computer network [2]. More recently in June 26, 2015, group
of hackers in Europe attacked the three Korean bank’s computer network including
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Daegu Bank, which increased a lot of threats [3]. In addition to these DDOS attack,
there are other attacks such as IP spoofing, MAC address spoofing, ARP spoofing
and session hijacking. It is quite sure that a variety of attacks will be found in the
future. Although many security control system has been built as responds to these
attacks, most of them offer only single solution for a specific attack. Security
devices such as IDS and firewall provide only partial protection [4].

While security control systems that are currently used can simply detect intru-
sions or block the packets [5], we are planning to build an integrated security
control system which can actively cope with those attacks. If we use simple net-
work management protocol (SNMP) and syslog, it is possible to collect various
information from the network. And if we develop an algorithm to analyze this
information, we can effectively respond to variety of threats.

In this paper, as the first phase of the study for the integrated security control
system construction, we build an environment for collecting network traffic and
security event (here after we call NTSE) based on SNMP and syslog. We also
developed database system and monitoring system for the collected data.

48.2 Background Knowledge

48.2.1 SNMP

SNMP is an Internet-standard protocol for managing devices over IP networks.
Typical devices that support SNMP include routers, switches, servers, workstations,
printers, modem racks and more. SNMP is widely used in network management
systems to monitor network-attached devices for conditions that warrant adminis-
trative attention. Version 3 is the most updated version with security enhancement.

As shown in Fig. 48.2, manager, the agent and management information base
(MIB) is the major entities of SNMP. Manager will request the necessary infor-
mation to the agent, then the agent responses by sending back the collected
information from network device [6]. Finally, MIB is a database that actually stores
the information in a structured format. Even though the devices in companies will
have their own MIB, there is a standardized MIB. An object is a unit of information
managed by the DB management target device. Objects in the SNMP are organized
in a hierarchical structure or a tree structure (Fig. 48.1).

Fig. 48.1 SNMP information
gathering process
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48.2.2 Syslog

In the computing system, syslog is a widely used standard for message logging. It
permits separation of the software that generates messages which is then stored in
the system, and the software that reports and analyzes them. Computer system
designers may use syslog for system management and security auditing as well as
general information, analysis, and debugging messages. A wide variety of devices,
such as printers, routers, and message receivers across many platforms are using the
syslog standard. This permits the consolidation of logging data from different types
of systems in a central repository [7]. As shown in Table 48.1 the basic log files
provided in the current Linux system are classified into 9 types.

In order to continuously operate a syslog server, system log management dae-
mon is required. Demon is a computer program that runs as a background process
in a multitasking computer operating system rather than operates as direct control of
an interactive use. It starts when the computer system is started and stops when the
system is being shutdown.

48.3 Network Traffic and Security Event Collecting
System

48.3.1 Log Collecting System Requirement

For the system design, we selected five requirements among several requirements [8].
Correctness As the most important requirement, in order to efficiently manage

networks, it is necessary to collect correctly all of the logs that occur in the internal
network. However, in the most business networks today, traffic capacity is extre-
mely high because of the rapid increase of the network based business process.
Even though the log-collecting-system receives, processes and compresses these

Table 48.1 Syslog type

Log name Log file name Related daemon Described

Kernel log /dev/console Lof scattered on the console

System log /ver/log/messages syslogd Linux kernel log and main log

Security log /var/log/secure inetd Log by inetd

Mail log /var/log/maillog sendmail popper Mail log (Log by sendmail)

Cron log /var/log/cron crond Log by crond

Booting log /var/log/boot.log Log on at system boot

FTP log /var/log/xferlog Ftpd FTP log

Web log /usr/local/apache/logs/access_log httpd Apache (web server) log

Name server log /var/log/named.log named Name server (DNS) log
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massive amounts of data, it should not offer a defective or erroneous information
associated with that.

Integrity Because the collected log messages are used to monitor and detect
future attacks, these messages are very important. Thus the reliability of the
information source has a very close relationship with the system performance.
Digital signature to the log data can provide reliability of the data, however it is
impractical to apply the digital signature to the log data in the current network
environment. If the log data is used as the evidence in criminal investigations, it
may require a certain level of system integrity for legislation.

Storage and processing While storing the collected logs, they should not be
tampered. The collecting system must be secure from the deletion and modification
of log data by the insider or illegal intruder. Because the original log data is
ill-formed, it should be processed before being provided to the administrator so that
he/she can intuitively identify attacks.

Normalization Normalization is the task of normalizing the type of collected log
data for the use of processing and reporting by network analyst or security analyst.
That is a step of generating well-known log event formats. For this step, the various
elements are mapped into the data to illustrate the log data into a common format.
The original log data are converted into more meaningful information by classifi-
cation and normalization.

Log data mining Data mining technology can be utilized to obtain better
information from the raw log data for a better attack prediction and detection. Thus,
by introducing this technology in the log collecting system, we can decrease the
reliance on network exporter and make the general administrator to verify the log
and to monitor the traces of penetration easily.

48.3.2 System Design and Implementation

In this paper we implemented a system that collects and analyzes all network traffic
from a number of the network devices in an internal network. This system can
provide basic data for detecting of attacks and provide a fast attack event extracting
function by analyzing vast network traffic. If our system is utilized for detection and
defense technology of attack events, based on the information that has been col-
lected, it allows the detection and response to attacks through secure management
and attack event analysis of the large capacity of the log data and network appli-
cation systems.

Figure 48.2 is a schematic structure of the implemented system. Agent is a
program that plays a role of Syslog and SNMP where such functions are not
supported in an operating server. It is a TCP application program and sends NTSE
from network device to our collecting system. Because most of the network devices
provide Syslog and SNMP services, they can send NTSE directly using the Syslog
and SNMP trap. However most of general servers do not provide these two
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services, therefore the agent creates packets for NTSE and sends them to the NTSE
collecting system.

For the development environment, a log server was prepared by installing
Centos 6.5 Linux system on a custom hardware platform and mounting the SNMP
and syslog on the Linux system as shown in Fig. 48.3. Log server program has been
implemented in the environment of C#, .NET 4.5 and a WPF (Windows
Presentation Foundation). We used Maria DB for the archive of the collected data.
Server program was coded in C++ utilizing the POCO Libraries [9]. We developed
four data viewer for SNMP information, syslog event, syslog analysis, and network
device status monitoring.

Our log server was deployed in the real time network to check the possibility of
real time application. As shown in Fig. 48.3, the log collecting server, backbone

Fig. 48.2 The concept diagram for a network traffic and security event collecting system

Fig. 48.3 Real
implementation network
diagram
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switch and VPN firewall are located in separate networks. In the log server,
SNMP/Syslog server has been installed so that it receives and processes NTSE from
PSMC and Hyosung Electric network.

To collect NTSE for each network devices, Juniper’s backbone switches from
PSMC network and VPN firewall from Hyosung Electric network were selected.
Figure 48.4 shows a screen view of SNMP information collection. Figure 48.5
shows real time syslog event collection from PSMC backbone switch. Figure 48.6
shows syslog analyses view of data from Hyosung Electric VPN device.
Figure 48.7 shows network device status monitoring of CPU load, memory usage,
and session collected from Hyosung Electric VPN device.

48.3.3 The Result of System Implementation

To test our log system in the real network, the proposed system was link with the
back bone switch, firewall and VPN equipment in the real network and carried out
traffic analysis. As corporate networks become more complex and larger in size, the
amount of logs will increase explosively. Furthermore, dealing with the big data
and security issues, the need of integrated log management is increasing. If we

Fig. 48.4 SNMP information collection

Fig. 48.5 Syslog event collection
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apply our system to the complex company networks for collecting logs of all
networks and analyzing them in real time, it is possible to provide appropriate
information as a response. Most network devices do not collect and save logs, but
because we can collect and analyze the logs using our system,, the proposed system
is very useful to solve this problem. Thus our system can be easily installed and
managed in the existing network so that it is not necessary to build a new system to
collect the logs.

Fig. 48.6 Syslog analysis view

Fig. 48.7 Network device status monitoring
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48.4 Conclusion

In this paper, we designed and implemented a system for collecting and analyzing
network traffics to analyze and monitor the security problem of the internal network
of an organization in real-time. The proposed system saves all of the traffics gen-
erated from storage-less network devices and analyzes the security problem in real
time. It enables the organization to monitor the state of the internal network. Also,
when security incidents occur, our system can acquire the log data for the traffic
information and rapidly analyzes it. The expected benefit of deploying our system is
that the network security features can be enhanced by managing the network-based
security issues while using the existing network systems.
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Chapter 49
Paper Prototyping for BatiKids:
A Technique to Examine Children’s
Interaction and Feedback in Designing
a Game-Based Learning

Hestiasari Rante, Heidi Schelhowe and Michael Lund

Abstract Among all critical discussion about the usability of a low-fidelity paper
prototyping with in design process, this paper will present the experience of authors
when conducting paper prototype usability tests for children. The paper prototyping
was applied as a technique in designing BatiKids, a game-based learning envi-
ronment that is developed to support children in understanding the process of
making batik, one of the cultural heritages from Indonesia. The test revealed that
children generally enjoyed the game and that the proposed approach has promising
potential in empowering the game designers for children. The game is offering
supports for children’s understanding of the aesthetics part of a traditional form of
art. This paper also discusses how to conduct the usability test with paper prototype,
how to evaluate it by using the usability quality metric called as Success Rate, and
what to do with the test results.

Keywords Batik � BatiKids � Children � Design � Game-based learning �
Interaction � Paper prototype

49.1 Introduction

Digital games as one part of creative technologies have been accepted as a moti-
vating tool for children to learn new thing through engaging interactions. Games
have the capacity to promote learning that goes beyond the traditional
standard-based, declarative knowledge taught in schools that is offered by
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traditional curricula. Developing games then become one of the most considered
phase within the whole designing process [1, 2].

To ensure games are successfully developed it is extremely important to playtest
them as early, and as often as possible during the development process. This is
necessary to get feedback to improve the usability and address game balancing and
motivation issues [3, 4]. Without the feedback, the user experience may not be
optimal and the aims of the game will not be achieved. Usually user experience is
evaluated after there is an early working prototype implemented which it is ready
for testing [4, 5]. In the early stages of development prototypes can take the form of
game sketches and thus, for some testing, a fully functional prototype may not be
necessary. Time constraints and skill limitations often influence the fidelity of the
prototype being developed.

Paper prototyping is a technique for usability testing where the representative
users perform realistic tasks by interacting with a paper version of the interface that
is manipulated by a person “playing computer”, who does not explain how the
interface is intended to work. Paper prototyping highlights cost-effective usability
testing techniques that produce fast results for improving an interface design.
Anyone who is involved in the design, implementation, or support of user interfaces
can benefit from paper prototyping because it fosters development of products that
are more useful, intuitive, efficient, and pleasing [6].

Critics about the use of paper prototyping are coming from both researchers and
professional practitioners [7, 8], while Gibson gives a comparison of the best uses
and the poor uses of paper prototype [9]. Some of these arguments will be referred
to the Sect. 48.2.

Paper prototyping is not a difficult technique. The real challenge often lies is
convincing others to try it. It is not too hard for most people to grasp the benefits of
testing a design without having to code it first. But even so, some people are still
questioning the validation of test result. Does paper prototyping help to find real
problems? Does it find the same problems as testing the real interface?

This paper discusses our experiences when conducting usability testing through
paper prototyping with children as users. The benefits of this low-fidelity test are
explored. Paper prototyping was applied as one method in designing the BatiKids, a
game-based learning developed to support children in understanding the process of
making batik, one of the cultural heritages from Indonesia. The game covers some
tasks including drawing and coloring, and to know if children can accomplish the
tasks we thought that paper prototyping test might be suitable.

In the second section the method will be described and enriched with some
practical information on how to create the paper prototype. The third section lays
out how the paper prototyping method is implemented for the design of BatiKids.
The fourth section will describe results we got from the implementation of the
method and the fifth section is conclusion.
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49.2 Methodology

Paper prototyping is a technique widely used for the early stages of user interface
design. Its goal is to present a more or less realistic design to the user, while
minimizing the costs of creating, so that the designer is still willing to reject or
modify the design if necessary. We consider paper prototypes as a suitable medium
for iterative design.

In 2002, Snyder conducted an online survey for some usability professionals
about the use of paper prototyping and the attitude toward it. Question delivered on
the survey was: What is the importance of paper prototyping to your work?
Responding users were 172 people and most of them are the usability specialists.
86 % of the respondents answered either “essential” or “useful”. “Useless” was one
of the options but no one chose it [6]. This survey result is an indication that paper
prototyping is no longer a fringe method and that it should be considered as part of
the design process. Figure 49.1 shows the result of the survey.

Paper prototyping allows a designer to acquire early user feedbacks about a
design. The designer can create an interface mockup of the application using paper
artifacts such as hand drawings. The ideas can be evaluated and commented at a
very early stage with a group of users in a visual and tangible way [10, 11]. Before
the test starts, the designer has to give a brief introduction to the users about the
product idea and the basic principles for using a paper prototype. After that, the
designer can ask the users to process concrete tasks with the prototype possibly
developed out of existing used scenarios.

During the test, the designer can play the role of the computer and presents an
interface screen on pieces of paper, to a user according to the user’s actions. The
user interacts with the interface by pointing at elements he would use as if it were a
real system, then the designer reacts by changing the paper screens that reflect the
interface. By asking the user to think aloud about their actions and the interface
design as the test proceeds, a designer can get qualitative feedback.

Fig. 49.1 Snyder’s online
survey result
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Although paper prototyping allows fluid and rapid iteration on a design, its
spontaneous and physical nature makes it difficult to analyze and communicate a
design and test findings to a wider audience. Designers are strongly suggested to
video-record the test sessions to capture interaction scenarios and the conversation
with the users [12]. In practice, seeing the users get confused and voice their
concerns has more impact than simply hearing someone else describe what hap-
pened [9]. It is also important to write down as much as possible. One can write all
observations, design suggestions and problems, also the steps the user takes, as
completely as possible. It is important to note all of the user’s remarks, and the own
ideas in the margins. During the observations, it is advisable not trying to filter or
compile the information, as time will be lost as well as information that could prove
valuable at a later time [13].

Once the paper prototyping test is completed, it is essential to make an evalu-
ation. In order to evaluate a paper prototype, there are two main evaluation
methods. At first is users evaluation, that means users from the target group interact
with the prototype or product and during this interaction their behavior and expe-
riences are collected using a variety of techniques including observations [14] and
think aloud [15]. The second evaluation method is to interview the users after test.
Designers may ask the users how well they feel the tasks can be processed with the
paper prototype. Designers may also ask every problem faced during the test and
how they feel working with the prototype. Additionally designers should constantly
try to interpret the non-verbal reactions of the users and question the accuracy of
their own interpretation [13].

When evaluating prototypes, the results can be influenced by the fidelity effect
associated with the form of the prototype. In a study examining usability, many of
the problems were not reported in the low-fidelity version [16] as they were
associated with the functionality of the device. In another study it was concluded
that users appeared to over compensate for deficiencies in aesthetics in low-fidelity
prototypes [17]. When evaluating prototypes of games designed for children,
understanding the effect fidelity has on the results, has to be considered.

49.3 Paper Prototyping for BatiKids

The interface designers and developers should be responsible to seek for a good
quality products design which will positively contribute towards the children’s
development and health. It is very common to find in practice that children are
being considered in user interface design guidelines. The involvement of children in
the design process is very useful. This section reports our experience when doing
paper prototypes test with children as the main user target.

BatiKids is a game-based learning we developed to support children under-
standing the process of making batik in traditional way. The game has two levels. In
the Level 1, children have to do some tasks including selecting a batik pattern,
drawing the pattern following dots, then coloring the pattern by choosing one color
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or they can also mix two or three different colors, and the last is multiplying the
pattern. Level 2 has the same structure as Level 1 with additional features such as
resizing, rotating, and flipping the pattern.

49.3.1 Process

We divided the paper prototyping test for BatiKids into three parts. The first part
was including preparing the materials, determining the aim of the test, defining
scenario and tasks for the user, preparing the paper prototype and the properties,
and handling narrative guidelines for the interview. As second part we conducted
the test where one author/researcher played the role of the computer, another one
noted all the important findings during the test, and with help of the internship
students we video-recorded the test. The third part was interviewing the user based
on questions guideline.

With qualitative user testing, it is enough to test three to five users [18]. We did
the paper prototype test with four children in Germany and Indonesia: Nathan (7),
Amadeo (7), Vanda (6), and Meme (6). As the first step, we delivered a short
introduction about the history of batik and the traditional process of making it. Then
we described the tasks and materials needed to work with. Figure 49.2 shows the
materials used for the test and a child who was doing the test.

Nathan looked confident when he started the test. He firstly chose Level 1 and
chose Dewa (boy figure) as his character companion for the game. He listened
carefully to what we as designers told (playing the role of computer) and did the
tasks straightforwardly. He knew well when he should point the “Back” and “Next”
buttons. He seemed to be very glad when it came to the part of selecting one batik
pattern that he could color. He colored the pattern and seemed to enjoy the activity.
He finished Level 1 in 7 min. When it came to the end, he refused to finish the game
and preferred to select the “Home” button rather than the “Finish” button. This
selection brought him back to the main page. Then he began Level 2 which has

Fig. 49.2 a Materials for BatiKids paper prototyping test; b a child was doing the test Snyder’s
online survey result
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some additional interactions and more challenging than Level 1. He finished it
within 9 min. He once mentioned that he wanted to change the flow of the game in
Level 2. He would rather like to rotate the pattern first, then colored it. We
encouraged him to do that. In the end, he said that it was a joyful game and that he
was surprised that it should be ended.

A similar matter happened with Amadeo. He also chose Dewa as his character
companion, played Level 1 and 2, and refused to finish the game. He needed 8 min
to finish Level 1 and 9 min for the Level 2. The female testers, Vanda and Meme,
both of them chose Dewi (girl figure) as their character companion for the game.
Vanda played Level 1 only and shortly chose to finish the game. She said that she
only liked the coloring part of the game, even though she did not finish the part. But
Meme played Level 1 and 2, and also looked happy during the whole process of the
game.

After the children tested, we took 5 min break for each then continued by
interviewing them. Interviewing was based on the question lists we have prepared.
All children said that they comprehended the aim of the game, they enjoyed it, and
they would like to play the real game. However, we noticed that the main usability
problems occurred during the tests is related to the tool used for drawing the
selected pattern. When children had chosen one pattern, they should draw following
dots that shaped the pattern. We gave pencil as tool for drawing. Since the pattern is
an art batik form, we observed that children hardly moved the pencil in order to
draw the pattern in a proper shape.

49.3.2 Evaluation

To collect metrics, Nielsen recommended using a very simple usability measure for
user: Success Rate. This Success Rate is defined as the percentage of tasks that
users complete correctly. This is an admittedly coarse metric; it says nothing about
why users fail or how well they perform the tasks they did complete, but never-
theless the Success Rate is easy to collect and a very telling statistic [18].

According to Nielsen, if a user can perform tasks as specified completely, it is
considered success and marked with S. If a user does not complete the tasks, it is
considered failure and marked with F. If a user can complete tasks partially, then it
is considered as partially success and marked with P.

Success Rate ¼
P

Sþ 0:5�P
PP

User �P
Task

Test is considered success and can support users to achieve the goal of the game
if Success Rate > 50 %. In this paper prototyping test we gave four main tasks to the
children:
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1. Understand the process of making batik and be able to tell it after finishing the
game

2. Select and draw one pattern by following the dots
3. Color the pattern
4. Understand all the instruction and be able to select an appropriate buttons

In total, we observed 16 attempts from four children to perform the tasks. Of
those attempts, 10 were successful, 6 were partially successful, and none was failed.
Result is shown on Table 49.1.

Using Nielsen’s user usability measurement, we got Success Rate = 81.25 %.
Result was >50 % and we considered the paper prototyping test was succeed. We
also evaluated problems occurred during the test. But since only very few usability
problems occurred in a specific part of the prototype, we conclude that using
low-fidelity prototypes with children can give some experience about the suitability
of general ideas and usability [4].

49.4 Results

We did the paper prototyping test to children from Germany and Indonesia.
Regardless their cultural background we see the benefits of the test results as the
following:

• Low cost, both for time and materials required to create the prototype.
• Provides practical user feedback early in the development process before

investing effort in development.
• Facilitates communication between the development team, and the children as

users.
• Does not require any technical skills, therefore a multidisciplinary team can

work together.
• Encourages creativity in the product development process.
• Improves usability of the application.

With adaptation of narration usage, the test can help children to use the paper
prototyping test as a simulation inspiring their imagination. The narration also can
motivate children to express their feeling and feedback.

Table 49.1 Result of all
attempts on the test

Task 1 Task 2 Task 3 Task 4

Nathan P S S S

Amadeo P S S S

Vanda P S P P

Meme P S S S
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49.5 Conclusion

Even though some components of BatiKids were drastically simplified with the
paper prototype, the introduction in the beginning and the narration told by the
researcher during test helped children to understand the complexity of batik pro-
duction in the real process. This complex combination of stories, actions, and
feedbacks led authors to improve their concept for the application. Paper prototypes
should be considered when the designer is in the following situation:

• The designer wants to make a sincere effort to allow all members of a team,
including those with limited software skills, to take part in the design process.

• The designer needs a quick test result.
• Tests of a design that covers tasks such as drawing and coloring.

It is important to consider that the decision to choose the appropriate prototyping
method should also depend on the subjects’ characteristics. If paper prototypes are
faster and cheaper to develop, still the problem of how to minimize the paper
prototypes’ disadvantages to give kids the feeling of being observed and of causing
unnecessary effort for the designer will have to be solved.

We conclude that through a paper prototype test designers can get at a very early
stage feedback by users at extremely low costs. Designers can fix usability prob-
lems at a very early time before wasting money implementing something that does
not work. Paper prototyping test fits well for application such as game-based
learning for children.
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Chapter 50
Tracing Related Scientific Papers
by a Given Seed Paper Using Parscit

Resmana Lim, Indra Ruslan, Hansin Susatya, Adi Wibowo,
Andreas Handojo and Raymond Sutjiadi

Abstract The project developed a web site learning support for tracing scientific
articles relating to a given input seed paper/article. The system will finds related
articles that are listed on the references of the seed article. First, the reference list of
an input seed article is extracted by utilizing Parscit citation extraction.
Furthermore, the system searches the reference articles using Google Scholar and
Mendeley API. Thus articles which are related to the seed article can be found. The
system was built using PHP programming, it is utilizing Parscit modules, Google
Scholar search and https://www.mendeley.com/ API. Testing has been done by
giving an input seed article. User will obtain the results of several articles related to
the seed article.

Keywords Paper tracing � Citation extraction � Parscit � Google scholar �
Mendeley.com

50.1 Introduction

To support literature review on a research, further reference search from an
article/paper that we read is an important thing. When we read a scientific article,
very often we are keen to discover more about the articles contained in the list of
references. We can manually perform a search using Google scholar. But this will
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take substantial efforts when there are many references that we will find. Therefore
we need a tool to find or download the references we find automatically given an
input seed article.

An automated extraction of paper’s bibliography metadata is a challenging task
given the variety of different paper’s layouts and formatting (citation style) of its
reference strings. Several automated extraction approaches have been proposed
which are using unsupervised methods and template matching. It founds that the
most promising approach is utilizing supervised sequence classification such as
Hidden Markov Models (HMMs) [1] or Conditional Random Fields (CRFs) [2].
ParsCit [3] is a popular reference extraction system that uses heuristics approach to
detect and segment references within a scientific paper. ParsCit uses CRF to assign
labels to the tokens within each reference string. ParsCit is an open-source
CRF-based citation parser that has been successfully used by CiteSeerx [4] and
scientific papers harvester system [5].

Our project contributes to the purpose of enriching a scientific article (we call the
seed paper) by identifying its bibliography (list of references) and connecting them
to the original resources (full text if available) by utilizing google scholar and
Mendeley API. The project uses Parscit, to process the bibliography in scientific
articles. Parscit generate reference’s meta-data such as author name, article title,
year, etc. The meta-data is then used to perform queries to Google Scholar and
Mendeley. The system seeks to connect the bibliography with its source full text
using Google Scholar or Mendeley.

50.2 System Description

This web application is built by using PHP and HTML programming language and
MySQL as database management system. The system uses Parscit as service pro-
vider to extract paper information data. All this components are run in a Linux
based server. To accommodate function of parsing data to other data sources, PHP
must be set to enable the cURL function.

In general, this system can be decomposed into parts of process as shown on
Fig. 50.1. The first part is preprocessing. In this part, paper is prepared to be
processed by Parscit by formatting PDF paper into TXT format. The second part is
paper extraction process. This process is handled by Parscit to extract the paper
meta-data such as: title, author(s), abstract, keywords. Parscit also do extract the list
of references, which are used to make Google Scholar/Mendeley queries on the
next phase. The third part is related paper searching process, where in this part,
server makes query to other data sources (i.e. Google Scholar and https://www.
mendeley.com/) to search related paper from references data. The last part is
composing and presenting the information as the web output to the user.

As an input seed paper, user uploads a PDF paper into the system. Because
Parscit can only process text based file, then before moving to the next part, unicode
text must be extracted from PDF file. To do that, Apache PDFBox or similar
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application is used to extract unicode text from the input PDF file. The result from
this process is a TXT file format.

This TXT file format is processed further by Parscit to grab paper meta-data (i.e.
title, author, affiliation, abstract, etc.) and parsed its references/bibliography data.
Before the meta-data extraction, Parscit must be trained first with some sample data
using similar paper format and language to detect the sections of paper. Make sure
that there are enough sample paper data to increase the accuracy of data extraction.
The output from the Parscit extraction is an XML file format that already accom-
modate extracted information which is grouped by different XML tags as shown in
Fig. 50.2.

In the next step, each parsed reference data is forwarded to query generator. In
this part, query generator searches related paper data from 2 data sources, Google
Scholar and Mendeley. The system initiates HTTP query using Document Object

PDF
Seed
Paper

PDF
to

Text
Parscit Parsed 

References

Query 
Generator

Similarity 
Measurement

URL to the 
original site
(or Full text)

Google 
Scholar

Mendeley

Fig. 50.1 System block
diagram

Fig. 50.2 Part of XML citation data
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Model (DOM) parsing method to Google Scholar to search related paper using title
and author data that already classified by Parscit XML result above. This parsing
method is used because Google Scholar does not provide Application Programming
Interface (API). If similar data are found in Google Scholar, than system saves the
result into database to be processed further in the next step.

For Mendeley, system makes the same query to search related paper information,
but in easier way because Mendeley provides PHP API to query the searching
result. If similar data are found in Mendeley, than system saves the result into
database to be processed further in the next step.

After getting the result, in the next part, system runs similarity checking to compare
Google Scholar and Mendeley results with parsed references data from Parscit.
Similarity checking is done by comparing the author name and title data between each
reference data and then calculating the similarity value using formula 50.1 and 50.2
respectively as used in [6, 7].

AS ¼
X
n

LS
LN

ð50:1Þ

where:
AS final similarity score of author name between paper and reference data.
LS number of matched characters between author name in paper and reference

data.
LN number of total author name characters.

Sr ¼ 1� r1� r2k k
r1þ r2k k ð50:2Þ

where:
Sr efficiency metric as similarity indicator of title between paper and reference

data.
r1 vector of word sequence in paper data.
r2 vector of word sequence in reference data.

After similarity value has been known, system arranges the descending order of
related paper data for each reference. This similarity checking process is to make
sure that top listed is the most appropriate related paper.
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As the output as shown in Fig. 50.3, system shows the result in form of web
page format. Each reference data of a paper is added with an URL link to download
the full text paper from the result of data query above.

50.3 Result and Discussion

For testing, we have already trained the Parscit to recognize the English paper
optimally using the same writing format with paper that used as a sample for this
testing. As the input, we use seed English paper in PDF format and gives the output
as shown in Fig. 50.4.

From extraction result above, system can parse the reference data optimally. This
reference data than processed further to Mendeley and Google Scholar to search
related papers. As the result, system can list the related paper successfully as shown
in Fig. 50.5.

Fig. 50.3 Result of related paper query
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Fig. 50.4 Result of parscit extraction process
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50.4 Conclusion

We have developed a web site learning support for tracing scientific articles relating
to a given input seed article. The system finds related articles that are listed on the
references of the seed article so that user could track and download the paper easily.
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Chapter 51
Factors Affecting Edmodo Adoption
as Online Learning Medium

Iwa Sungkono Herlambangkoro and Trianggoro Wiradinata

Abstract The rapid advancement of internet based social network application has
triggered many innovations, one of the most distinguished internet facilitated
application in teaching learning is Edmodo. Ciputra University has started the use
of Edmodo as the Online Learning Medium where lecturers and students may
interact and exchange information regarding class materials. The use of Edmodo
has helped increasing effectiveness in lecturers-students interaction, however the
adoption remains varied. This study utilizes Technology Acceptance Model
(TAM) with several antecedents including Personal Innovativeness, Cognitive
Absorption, Perceived Playfulness and Computer Self-Efficacy. The population of
this study are second and third year students of Ciputra University, which consisted
of 1466 active students, hence the sample size (Confidence Level = 95 %, Margin
of Error = 5 %) was determined as 306 students. The result suggests all lecturers
who want to use Edmodo to pay more attention to Perceived Playfulness as sig-
nificant determinant to the adoption of Edmodo for better lecturers-students online
interaction.

Keywords Edmodo � Online learning � Technology Acceptance Model � Tam

51.1 Introduction

The development of Information and Communication Technology (ICT) sector in
Indonesia is rapidly increasing, hence the need to improve mechanism of teaching
learning utilizing ICT platform becomes inevitable. The advancement of ICT for
teaching learning expands classroom beyond the boundaries of space and time. The
increasing popularity of internet with web 2.0 features also affects almost every
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school’s teaching learning activities. The main characteristic of Web 2.0 tools is
users’ active participation in the content of creation process. Advantages of using
Web 2.0 in education are creating new interaction styles between instructors and
students whilst promoting students interaction outside classrooms [1].

E-learning is an educational system or the concept of using information tech-
nology in teaching and learning. E-learning allows students to learn through
computers at their favorable places without necessarily having to physically go to
follow lessons/lectures in class. Edmodo is a social networking and micro blogging
service that is designed specifically for education, which can be operated like any
other popular social networking application.

Past studies in e-learning adoption tried to analyze the factors influencing
adoption Edmodo as a learning method by using the Technology Acceptance Model
(TAM) framework. In this study TAM was chosen as the framework in developing
models for Edmodo adoption.

51.2 Literature Review

51.2.1 Edmodo

Edmodo is a private social platform that provides an online medium for teachers
and students to connect and collaborate [1]. It’s easy to apply to the class because
its appearance is similar to Facebook, subsequently many students are familiar with
it. Using Edmodo, Teachers and students may exchange notes, links, files,
announcements, tasks, collecting pool, creating quizzes and exchange information
in a secure environment [2].

51.2.2 Technology Acceptance Model (TAM)

Technology Acceptance Model (TAM) was first developed by Davis [3, 4] and then
redeveloped in many later studies [5, 6]. More subsequent studies still prefer the use
of TAM compared to other frameworks because of its simplicity.

TAM has the goal to explain and predict the user acceptance of the technology.
TAM is the development Theory of Reasoned Action [7]. TAM predicts user
acceptance of a particular technology based on the influence of two factors, namely
the perceived usefulness and perceived ease of use [4].

51.2.3 Variables Operationalization

Kumar et al. [8] defines cognitive absorption as “someone deeply involved with the
software”. Cognitive Absorption were translated into five latent variables consist of
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Temporal Dissociation, Focused Immersion, Heightened Enjoyment, Control, and
Curiosity.

Agarwal and Prasad [9] defines Personal Innovativeness as the degree of will-
ingness of an individual to try out new Information Technology application.
Someone willingness to experiment with new technologies, possibility of someone
to get something more than they knew before. The general term Personal
Innovativeness also refers to how a person chooses and tries out new technologies.

Computer Playfulness shows the level of cognitive spontaneity in its interaction
with the computer [10, 11]. The basic concept of computer playfulness is heading to
the users propensity to explore and act spontaneously by the computer.

Self-efficacy is a person’s belief in his ability to organize and select the ways that
can be taken to achieve goals [12]. A person with high self-efficacy will have the
confidence that he is able to face the challenge and see a difficulty as a challenge
that needs to be addressed, not as a threat to be avoided [12]. Self-efficacy affects a
person’s thinking, feeling, motivate themselves and behave.

Davis [4] defines perceived ease of use as a level in which a person believes that
a particular technology can easily be used as a mean to solve particular problem.
Perceived Usefulness as the degree someone believes a particular technology is
useful to help completing particular tasks. Intention to Use is the behavioral ten-
dency to use a particular technology. The level of use of a computer technology on
a person can be predicted from both perceived usefulness and perceived ease of use.

From the defined variables operationalization above, a research model was
constructed and modified with the addition of external variables as shown in
Fig. 51.1 below.

Figure 51.1 above shows the proposed theoretical model that can be used to
analyze factors influencing the Intention to Use Edmodo as online learning med-
ium. Relationships shown as arrows among variables in Fig. 51.1 will become
hypotheses. Table 51.1 below lists the relationships among variables.

Personal 
Innovativeness

Playfulness

Cognitive 
Absorption

H7

H6

Perceived 
Usefulness

Perceived 
Ease-of-Use

Behavioral 
Intention 

to Use

H8

H9
H3

H1

H2

Self-Efficacy

H5

H4

Fig. 51.1 Proposed theoritical model
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51.3 Research Method

51.3.1 Population and Sample

The population in this study were second and third year students of the Ciputra
University. The number of total students are 1466 active students. The sampling
technique for this studies will be using stratified random sampling which is a
sampling technique applied to a population that has strata or levels and each level
has its own characteristics. With the above known population hence the sample size
in this study is determined to be 306 respondents [13].

51.3.2 Measurement Instrument

This study’s data collection method uses online questionnaire as well as printed
form with the same survey questions. Measurement data from the results of the
questionnaire using five scaled Likert scale. Likert Scale used to measure attitudes,
opinions, and perceptions of a person or a group of social phenomenon. In this
scale, the respondents expressed approval and disapproval of a number of state-
ments related to the variables being measured.

Table 51.1 Research
hypotheses

Research hypotheses

H1: Perceived usefulness has a significant positive direct effect
on behavioral intention to use

H2: Perceived ease of use has a significant positive direct effect
on behavioral intention to use

H3: Perceived ease of use has a significant positive direct effect
on perceived usefulness

H4: Self-efficacy has a significant positive direct effect on
perceived ease of use

H5: Self-efficacy has a significant positive direct effect on
perceived usefulness

H6: Playfulness has a significant positive direct effect on
cognitive absortion

H7: Personal innovativeness has a significant positive direct
effect on cognitive absortion

H8: Cognitive absorption has a significant positive direct effect
on perceived usefulness

H9: Cognitive absorption has a significant positive direct effect
on perceived ease of use
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51.3.3 Testing of Measurement Instrument

Validity is demonstrating the extent to which a measuring instrument capable of
measuring what you want to measure. Validity test is a step tests performed on the
contents of an instrument, with the aim to measure the accuracy of the instruments
used in a study. Validity test is done by calculating the correlation between the
score of the response variable response with a total score of a variable called
Pearson tolerance test. Value tolerance significance Pearson correlation coefficient
is α = 5 % or 0.05.

Reliability is to determine the consistency of the measurement results. In
determining the reliability of the study, researchers used Cronbach alpha coefficient.
This test is done to measure whether the proposed questionnaire is reliable or not.
A variable is said to be reliable, if it gives the value of Cronbach alpha coeffi-
cient ≥0.70 [14].

Path analysis will be measured using AMOS statistical software, wherein the
path diagram test performed after validity, reliability, and test assumptions. After
the path diagram test fulfilled, the last test conducted was a model fit test [15]. This
test assesses the fitness of a model in this study. There are nine criteria tested
including Chi-Square, normed Chi-Square, RMR, GFI, AGFI, NFI, IFI, CFI and
RMSEA.

51.4 Result

51.4.1 Demography of Respondents

Profile of respondents were analyzed using descriptive statistics: frequency and
percentage. Total survey form collected were 340, among the survey responds 39
were found incomplete or invalid, hence the total respondents with complete data
were now 301 respondents, 145 respondents were male (48 %), and 156 respon-
dents were female (51 %). Number of second and third year students is equal.

51.4.2 Path Analysis and Fit Test

Path analysis were conducted using AMOS software. This diagram as shown in
Fig. 51.2 is used to help conceptualization problems and to determine the direct and
indirect effect of independent and intermediary variables to the dependent variable
(ITU).

Regression weights in Table 51.2 shows the effect PEOU to ITU as insignificant
at the 0.63 can be considered the relationship of these pathways discarded.
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Figure 51.3 above shows additional 4 direct relationship, namely PIIT towards
PEOU, PF towards ITU, SE towards CA, and CA towards ITU. There is also a
second reduction, namely a direct relationship PEOU toward CA and PIIT towards
CA from the proposed theoretical model. After the modification, the modified
model fulfills the fitness criteria as seen in the Table 51.3 below.

51.4.3 Final Model Analysis

The total effect of other factors consist of the direct effects and indirect effects.
Tables 51.4 and 51.5 below contain summary of the total effect and the number of
standardized total effects.

Fig. 51.2 Path diagram model

Table 51.2 Regression
weight

Regression weights: (Group number 1—Default model)

Estimate S.E. C.R. P Label

CA ← PIIT 0.161 0.036 4.462 ***

CA ← PF 0.254 0.035 7.274 ***

PEOU ← SE 0.447 0.039 11.405 ***

PEOU ← CA 0.123 0.058 2.121 0.034

PU ← PEOU 0.419 0.049 8.516 ***

PU ← CA 0.292 0.05 5.884 ***

PU ← SE 0.324 0.04 8.107 ***

ITU ← PU 0.494 0.075 6.56 ***

ITU ← PEOU −0.039 0.08 −0.481 0.63
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From the results of the above table shows the effect of data contained in each
variable. From these results concluded that the variables that have the greatest
influence on the variable ITU is variable Playfulness. Playfulness shown greatest
significant positive effect at 0.318 (with medium magnitude) towards the
Behavioral Intention to Use.

Fig. 51.3 Path diagram model after modification

Table 51.3 Goodness-of-Fit result

Model fit Fit criteria Result

Chi Square p > 0.05 0.187

Normed Chi Square <3 1.409

RMR (Root Mean Square Residual) Close to 0 0.012

GFI (Goodness of Fit index) >0.90 0.989

AGFI (Adjusted GFI) 0.963

NFI (Normal Fit Index) >0.90 0.986

IFI (Incremental Fit Index) 0.996

CFI (Comparative Fit Index) 0.996

RMSEA (Root Mean Square Error of Approximation) <0.05 0.037

Table 51.4 Total effects

Total effects (Group number 1—Default model)

PF PIIT SE CA PEOU PU

CA 0.259 0 0.276 0 0 0

PEOU 0 0.131 0.428 0 0 0

PU 0.075 0.055 0.584 0.292 0.419 0

ITU 0.318 0.019 0.257 0.292 0.147 0.351
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51.4.4 Practical Implications

The study results can be used as policy guidance when formulating strategies in the
adoption of Edmodo which is paying bigger attention to improving the Perceived
Playfulness by the users. Some efforts may include implementing gamification
which influences the perception of users from learning to playing.

51.5 Conclusion

In this study, exogenous variables which has the greatest effect on Intention to Use
Edmodo is Playfulness, however this study assumes the general use of Edmodo as
common online learning medium without paying close attention to which features
of Edmodo attracts its users the most. Subsequent study may explore more on those
areas. Perceived Playfulness generates biggest effect to students intention to use
Edmodo application. The influence was 0.318 with medium magnitude, hence the
strategy to increase the adoption is to create more playful online interaction (e.g.:
creating missions, milestones, etc.)
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Chapter 52
Principal Feature Selection Impact
for Internet Traffic Classification Using
Naïve Bayes

Adi Suryaputra Paramita

Abstract One of the important roles for internet traffic classification is feature
selection method. This method will present more accurate data and more accurate
internet traffic classification which will provide precise information for bandwidth
optimization. One of the important considerations in the feature selection method
that should be looked into is how to choose the right features which can deliver
better and more precise results for the classification process. This research will
investigate how to select the principal and discriminant feature. We plan to use
Principal Component Analysis (PCA) technique in order to find discriminant and
principal feature for internet traffic classification. This research will try to combine
PCA with another feature selection algorithm. The feature selection algorithm is
Correlation Feature Selection (CFS). The Correlation Feature Selection (CFS) is
used in the feature selection to find a collection of the best sub-sets data from the
existing data where the Internet traffic has the same correlation that could fit into the
same class. Internet traffic dataset will be collected, formatted, classified and ana-
lyzed using Naïve Bayesian. Moreover, this paper also studied the process to fit the
features. The result also shows that the internet traffic classification using Naïve
Bayesian and PCA has improvement for the classification accuracy. The most
significant result of this result is the combination between PCA and CFS for feature
selection improved internet traffic classification accuracy more than 10 %.
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52.1 Introduction

The objectives of internet traffic classification researches is to improve the internet
traffic classification accuracy and execution time. In the past, internet traffic clas-
sification research method can be classified into port-based method, payload-based
or heuristic protocol, behavior analysis-based and statistical data based methods.
Due to the development of the application of flexible port, the research method has
left the port-based and payload-based to focus on more intelligent methods in order
to utilize the available bandwidth. Several researches can be mentioned such as
Machine Learning (ML) Algorithms [1], Classification using The Self Organizing
Map Algorithm (SOM) developed by Monash University which introduces clus-
tering mechanism based on the volume of internet bandwidth usage [2].

The feature selection is applied to classify the generated data. Part of the data
members may have the same features. Although the feature selection method could
give better performance for the detection of the use of the Internet but the traffic still
has modest complexity. The use of the Internet traffic for database and games
(which are vulnerable to worms and viruses) are not taken into account [3].

Significant research in feature selection for Machine Learning is done by Zhao
Jing-jing, Huang Xiao-hong in 2008. The result clearly explains that feature
selection is the most important step in ML. Good feature does not only improve the
accuracy of algorithms but also improve the computational performance [4]. Gu
reported that there still need more work to find the features that are suitable and
appropriate to improve the accuracy of classification internet traffic [5].

This paper will investigate how principal feature selection impact for internet
traffic classification and try to combine principal feature selection with another
feature selection algorithms. This research used Principal Component Analysis
technique in order to find discriminant and principal feature for internet traffic
classification. Moreover, this paper also studied the process to fit the features and
combine it with PCA for improving accuracy from internet traffic classification.
Formerly, the Correlation Feature Selection (CFS) is used in the feature selection to
find a collection of the best sub-sets data from the existing data but failed to find the
discriminant and principal of a body dataset. In previous research this model
already implemented with 1 dataset, and now this model will implement with other
4 Moore set internet traffic datasets [6].

52.2 Research Methodology

The objective of this research is to investigate the discriminant feature selection
technique and the combination between discriminant feature selection and tradi-
tional feature selection impact for Naïve Bayesian internet traffic classification. The
block diagram of the research methodology is shown in Fig. 52.1. The third and
fourth block (blue ones) indicate the main contribution of the work.
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52.3 Principal Component Analysis

Esbensen, in explained that the main component analysis (PCA) is a multivariate
data analysis method mostly used for exploratory analysis of data, outlier detection,
rank (dimension) reduction, graphical clustering, classification, and regression. The
proper understanding of PCA is a prerequisite for the controlling other latent
variable methods, including Principal Component Analysis regression, multivariate
calibration and classification, it will lead to a deeper understanding which one of
individual variables is possible [7]. PCA mostly used as the first data analysis
conducted on multivariate data sets, although further data analysis with other
methods even more advanced one may be required.

52.4 Correlation Feature Selection

Correlation-based Feature Selection (CFS) is a heuristic evaluation that takes into
account the benefit of individual features for predicting the class along with the
level of inter-correlation between them. CFS puts a high score as a subset of data
that contains features that highly correlated with the inter-class but have a low
correlation with each other [8]. CFS evaluates a subset of attribute values by
considering the individual predictive ability of each feature data and the level of
redundancy.

52.5 Experimental

The first phase in this research is collecting internet traffic dataset. The Moore set
internet traffic dataset which has been used in previous research, is collected from
http://www.cl.cam.ac.uk/research/srg/netos/nprobe/data/papers/sigmetrics/. In pre-
vious research only dataset 10 used for experiment [9], but in this research will use

Fig. 52.1 Research methodology
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dataset 9, dataset 8, dataset 5, dataset 4. The next phase after collecting data is to
find the discriminant features in the Internet traffic dataset. The Principal
Component Analysis (PCA) are applied to find discriminant feature. Correlation
Feature Selection (CFS) are applied to find the feature which have strong corre-
lation with another feature. After the good features in the dataset has been obtained,
the next process is to classify the Internet traffic dataset using Naïve Bayesian.

The number of instance in the dataset used in this research quite varied,
Table 52.1 show summary of number of instance in each dataset used.

52.6 Result and Discussion

The experimental result of this research is shown in Tables 52.2, 52.3 and 52.4.
These results show that the selection of the discriminant features using Principal
Component Analysis (PCA) will significantly increase the accuracy of classifica-
tion. The Combination between Principal Component Analysis (PCA) and
Correlation Feature Selection (CFS) have contribution to increasing the percentage
of true positive rate, but unfortunately this combination decrease the class precision
in some data.

Table 52.1 Number of instance in dataset

Dataset 9 Dataset 8 Dataset 5 Dataset 3 Dataset 10

Number of instance 66248 55494 21648 22392 65036

Table 52.3 True positive rate summary

Dataset No feature selection (%) PCA (%) PCA + CFS (%)

Dataset 10 56.1 75.6 83.6

Dataset 9 67.4 79 85.7

Dataset 8 58.4 83.5 90

Dataset 5 79.3 90.5 91.2

Dataset 3 84.5 89.9 92.2

Table 52.2 Internet traffic classification accuracy result

Dataset No feature selection (%) PCA (%) PCA + CFS (%)

Dataset 10 56.1074 75.6212 83.5629

Dataset 9 67.4451 78.9669 85.7249

Dataset 8 58.3505 83.4811 89.9593

Dataset 5 78.2868 90.5072 91.2047

Dataset 3 84.454 89.9093 92.2466
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Table 52.2 shown that Discriminant Feature Selection has significantly
improving the internet traffic classification accuracy, the accuracy is improved more
than 10 %. Correlation Feature Selection (CFS) has main contribution for
improving True Positive (TP) rate in internet traffic classification result as shown in
Table 52.3. Table 52.4 shown that discriminant feature selection and feature
selection decreasing the class precision, it’s probably because of PCA reduce
feature which have significant contribution for dataset or CFS only select feature
which have strongly correlation with another feature.

52.7 Conclusion

Discriminant Feature selection using Principal Component Analysis (PCA) and
feature selection using Correlation Feature Selection (CFS) in this research has
shown significant impact for improving internet traffic classification using Naïve
Bayesian. The most significant result from discriminant feature selection is shown
in the classification accuracy. PCA improves the classification accuracy more than
10 %. Meanwhile CFS improves True Positive (TP) rate in classification result.
This research conclude that PCA is the best solution for discriminant feature
selection. CFS can be one of the best alternatives for figuring out the subset in
dataset. Future work suggested is to investigate how to improving class precision
using discriminant feature selection and another feature selection.
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Chapter 53
Study on the Public Sector Information
(PSI) Service Model for Science
and Technology Domain in South Korea

Yong Ho Lee

Abstract National level policies for information sharing have been suggested
many times and it is the time to set up the system for public data sharing.
Especially, Ministry of Science, ICT and Future Planning (MSIP) in South Korea
has accumulated a big data collection from R&D results and it is necessary to find a
way out to make use of it in a profitable way. Governments in every country take
notice of the value created by using public data and deploy various policies to make
them more accessible and easy, finally, to upgrade them as an information service
industry. This study is focused on the analysis of public data status and suggests a
roadmap to open 800 databases which count for the main contribution of the study.

Keywords Information service � Information sharing � Open data � Public sector
information � Re-use of public sector information

53.1 Introduction

Open data movement is a great deal of excitement around the world for its potential
to empower citizens, and businesses, to change government’s performance, and to
improve the delivery of public services [1, 2]. Recently, attention of major stake-
holders in the open data community, including governments and businesses has
shifted to the economic value of open data assets. Public sector information(PSI) is
considered an important asset that has social and economic value. Hence, developed
countries are competitively promoting various policies to actively promote access to
public sector information and the use of such information for private purposes [3].
The Korean government is also boosting the Government 3.0 policy as a new
governmental management paradigm that supports the creative economy. To do
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that, public bodies are by far the largest producers of information in Korea. In other
words, the role of public agencis in creating, elaborating and releasing information
would be very important for open data movement. In spite of increasing interest in
open data, There is little agreement on how it should open properly and timely on
behalf of users.

PSI is public sector information. It means the information is generated, created,
collected, processed, preserved, maintained, disseminated, of funded by or for the
government or public institution [4].

In this study, the concept of data from the user’s perspective for the activation of
private applications was defined by focusing on public sector information obtained
by affiliated organizations of the Ministry of Science, ICT and Future Planning
(MSIP). The new classification scheme and strategic approach on how data are
open has been suggested, and then we will focus our effort to the particular service
model according to users’ need.

53.2 Research Framework

53.2.1 Data Status

See (Table 53.1)

53.2.2 Classification Scheme

We sort by these DB using suggesting classification scheme. The scheme is
comprised of Information management and exploitation perspectives (Table 53.2).

53.3 PSI Service Roadmap

53.3.1 Information Service Model for PSI

There are 3 ways of information service. First, general information center provide
data all over the category in national level. In history, general information center
was founded and then specialized service center were founded over time.
Nowadays, clearing house concept is generally accepted when an agency provide
information service. It guides proper information source about know-where and
know-who in addition to information itself.
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Table 53.2 Suggesting PSI classification scheme

7 Areas 21 Detailed fields Concept

Health/Medical
Services

Medicine Information related to health, medical
services, medicine, medical devices,
cosmetics, Korea medicine, disease
diagnosis, treatment and prevention

Food Information related to agro-fishery
products, livestock products and to
distribution, classification, securement
of safe food products

Safety/Welfare Addiction prevention Information related to games, medias,
mobile environment, violence, drugs
and matters related to well-being of
national mental health

Public security/National
security

Information related to public order and
national security from crimes, war and
any exterior threats (also includes the
information regarding inter-Korean
relations)

Disaster response Educational information to prevent
disaster, fire and disaster preventive
information to deal with any disasters

Social welfare/Resolution of
social class differences

Information related to welfare
improvements for disabled persons,
regional libraries, women, children,
elderly and multi-cultural families

Environment/Energy Environment
protection/Preservation

Information related air, water, land
pollutions, environmental protection and
preservation

Energy Information related to the maintenance
and securement of existing energy
sources as well as next generation
energy sources such as solar energy,
hydrogen energy and etc.

Ecosystem/Resource Information on forests, marine
environment, ecosystems and various
life resources

Earth observation Information related to global detection
and observatory activities for the sun,
wind, rotation/revolution of the earth

Living
Convenience/Culture

Household living
information

Information closely connected to
people’s life such as public law, politics,
tax, weather and etc.

Culture/Travel/Sports Information related to cultural life and
those that make people’s living more
rich such as travels, history, cultural art,
sports, religion and etc.

Residential
environment/Transportation
and Traffic

Information related to national
residential and traffic (distributional)
environments

(continued)
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53.3.2 Analysis Results

We developed service roadmap in consideration with open readiness and users’
demand of the respective DB. A survey to identify demand of database was made
on 800 DB according to suggesting classification scheme. Open readiness of DB
was identified by public agencies respectively.

Judgmental criteria of DB open readiness as shown on Table 53.3.
We identified the willing to exploit database by two steps. During survey, users

select categories first belong to DBs, then select specific DB. As results, we seized
168 databases belong to high exploiting expectation categories and high exploiting
expectation DB at the same time(as shown in Table 53.4).

Table 53.2 (continued)

7 Areas 21 Detailed fields Concept

Science
Business/Job

Education/Finding Jobs Information related to education and job
opportunities (young adults, elderly job
market) for all ages

Business
management/Establishment

Information related to intellectual
properties, industries, finance and labor
which are crucial elements of business
establishment/management

Support for science
technology/Information on
industrialization

Information related to technology
transfer, industrialization, equipment
research and development, external
financing of the resources necessary for
businesses

R&D/ICT Science technology general
information

Information on basic sciences, bio,
nuclear energy, space engineering,
nanoscience, information technology
and various science technologies

Information and
communications
infrastructures

Information related to broadcasting
communications infrastructures

Public
Administration

International
cooperation/Global relations

Information related to international
exchanges and cooperative activities
between public/private entities

National statistics/Index Statistical information for figuring out
national issues

Public corporation
information

Information related to policies, internal
information of the institutions and
records

Table 53.3 Judgmental
criteria of DB open readiness

Open data
level

Open Open
partially

Not allowed to
open

Readiness
level

High Low
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53.4 Conclusions

In spite of increasing interest in open data [5, 6], There is little agreement on how it
should open properly and timely on behalf of users in the national level. In this
study, we suggested a classification scheme to facilitate data exploitation and
identification of users’ demand by survey. The results, we identified 800 DBs in the
public sector under the control of MSIP and match making DBs to the open
readiness and demand. From this analysis, we explored the role of public agencies
in their open data movement, and also identified the barriers to the movement. This
research supports the concept of open service roadmap in the national level.
Nevertheless, future research is still needed to improve our current understanding of
PSI service roadmap. We identified several possibilities of facilitating open data
business by matching information service model and open data roadmap but not
verified it quantitatively.
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Table 53.4 Evaluation
results of DB open readiness
and demand survey

Willing to exploit DB High Medium Low

Number of DB HH HL LH LL

168 108 287 237

Notes HH: DB belongs to category and DB ranks above median
response value, HL: DB belongs to category above median
response value and to DB below median response value
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Chapter 54
Digital Natives: Its Characteristics
and Challenge to the Library Service
Quality

Siana Halim, Felecia, Inggrid, Dian Wulandari and Demmy Kasih

Abstract Digital natives which always connect to the world through their gadgets
have special needs for gathering information. Do libraries which in the past can be
said as the sources of information can satisfy their needs? What should libraries do,
so that they can answer those needs? Those queries are the prominent questions to
be answered in this paper. In this paper we describe the digital natives’ charac-
teristics when they use their PC and gadgets. The data were collected from 460
university students in Surabaya. We also measure the library service quality
(LibQual) for five university libraries in Surabaya. Moreover, using K-means, we
also clustered the respondents into two groups, i.e., the first group is the ones who
attach to their gadgets, and the second group is the ones who do not attach to their
gadgets. For the first group the library online information and for the second group,
the operational service are the most important factors for measuring the LibQual.

Keywords Digital native � LibQual � Clustering � K-means � Structural equation
modeling

54.1 Introduction

Digital native or net generation is a generation which was born after 1994. Marc
Prensky [1] defines the digital native as the young generation that “native” in the
language of computers, videos, videos games, social media and other sites on the
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internet. The digital natives have their own ways to gain the information. They
connected to the world through their gadgets. Oblinger and Oblinger [2] states that
the digital natives are digital literate, connected, immediate, experiential, prolific
communicators (social), work in a team, their preference is for structure rather than
ambiguity, oriented toward making observations, visual and kinesthetic, take part in
the community activities. Digital natives are nontraditional learners [2].

Library as a collection of sources of information, archives and databases faces a
new challenging to be existed in the digital era. The Digital natives recognize that
library is very important, but internet promises ease and fast access. Search engine
overcomes library in term of reliability, cost effectiveness, easiness to use, comfort
and speed (de Rosa et al. [3]).

Lippincot [4] reported that by the end of the year 2005, the University of
Southern California’s Library has been visited for more than 1.4 million visitors.
From 2009 to 2012, the physical visitors of the Petra Christian University
(PCU) library were decreasing. In 2009 the rate of the visitor is 431 persons per day
but in 2012 it becomes 384 persons per day [5]. In this recent year, the physical
visitors of PCU library is increasing but the number of borrowed books is
decreasing. Widjaja and Halim [6] reported that the easiness to access the web gives
positive effects to the PCU students to visit the library, but the PCU library col-
lections do not give positive effect for the students to visit the library. However, the
digital PCU library is accessed for more than 6.7 million visitors per year [7]. This
fact shows that library is still important for students, but it has to be developed to
satisfy the digital natives’ needs.

54.2 Methods

Answering the query which is explained in the introduction, we adapt the Library
Service Quality (LibsQual [8]) for the digital natives’ nature. There are six factors
that measure the LibsQual, i.e., personal control, information access, library as
place, affect of service (personal), affect of service (organizational) and interest to
visit library (see Fig. 54.1). For each factors, there are several indicators for mea-
suring them. To simplify the indicators for each factors, we applied the factor
analysis technique (Sharma [9]) before measuring the LibQual models using
structural equation modeling (Hair et al. [10]).

This model is applied to two groups of respondents, i.e., digital natives who
attach to their gadgets and who do not attach to their gadgets. Those two groups
were obtained via clustering analysis method, i.e., k-means [9]. We then applied the
results of those groups to get the characteristics of each group.
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54.2.1 Data

The data were collected from 460 university students which studies in five uni-
versities in Surabaya. Those five universities are InstitutTekonologi Sepuluh
Nopember Surabaya (ITS), Universitas Pembangunan Nasional-Veteran (UPN),
Universitas Kristen Petra (UKP), Universitas Surabaya (UBAYA), Universitas
Widya Mandala (UWM).

The respondents for each universities are 92 (20 %) from ITS, 48 (10.4 %) from
UPN, 186 (40.4 %) from UKP, 87 (18.9 %) from UBAYA, 47 (10.3 %) from
UWM. The proportion of respondents from each university is depend on the size of
the library. ITS and UPN are state universities, while UKP, UBAYA and UWM are
private universities.

54.3 Results and Discussion

54.3.1 The Digital Native Characteristics

Most of the respondents are listening to music (24 %), searching information using
web (23 %), playing games (13 %) and writing documents (13 %) as their most
frequent activities when the use their PC (see Fig. 54.2). Similarly, they use their
gadgets frequently are for instant messaging or chatting (13 %), emailing (11 %),
phone (10 %), searching information using internet (10 %), sending photos or
videos (10 %) see Fig. 54.3 for the detail.

Applying the k-means with 2 classes, i.e., digital natives who attach to their
gadgets (Cluster 1) and who do not attach to their gadgets (Cluster 2), the
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Table 54.1 shows the average of their several activities using their gadgets. It can be
clearly seen that those two clusters is very distinct in the ability to use some apps.
Digital natives which attach to their gadgets are the one who are powerful in using
the apps in their gadgets. The apps here are including instant messaging/chatting
(e.g. BBM, WhatsApp, Line, etc.), downloading music, uploading photos/videos
(Instagram, path), Blogging, Social Media, Phone, Writing diary, searching infor-
mation through internet access, emailing, saving ebooks/e-resources.

There are several variables used in this research for measuring the library service
quality. There are eight variables for measuring the personal control, eleven for
information access, and twelve for library as place, fourteen for personal affect of
service, twelve for organizational affect of service and four for the external factors.
Those original variables are then simplified using factor analysis to form a new
ones. The new and the original variables are summarized in Table 54.2. Using the
new variables, we then constructed the model.

Figures 54.4 and 54.5 show the result of SEM model for the digital native who
attach and who do not attach to their gadgets consecutively. For both clusters the
external factor do not contribute to the LibQuality. The external factors measures
four factors, i.e., the willingness to visit the library deliberately, library has special

Editing 
pictures

4%
Editing audio 

and video
3%
[CATEGORY 

NAME]

Listening to 
music 
24%

Online game 
9%

Searching 
information 
using web 

23%

[PERCENTAGE]

Writing 
documents

13%

Playing 
games 

without 
internet

13%

Fig. 54.2 The frequency of
using computer

Instant 
messanging/c

hat 
13%

Download 
musik

9%

Upload 
foto/video 

9%
Active in blog

4%
Write 

comment 
8%

Send photos 
or videos 

10%

Diary
9%

Searching 
information 

using 
internet

10%

Email
11%

Phone
10%

Saved e-
books/e-
resources 
7%

Fig. 54.3 The frequency of
using gadget

490 S. Halim et al.



T
ab

le
54

.1
T
he

av
er
ag
e
of

se
ve
ra
l
ac
tiv

iti
es

us
in
g
ga
dg

et
s
fo
r
C
lu
st
er

1
an
d
C
lu
st
er

2

C
lu
st
er

R
ea
di
ng

eb
oo

ks
B
uy

in
g

bo
ok

s
D
ow

nl
oa
di
ng

eb
oo

ks
A
m
ou

nt
of

ga
dg

et
s
on

ha
nd

Fr
eq
ue
nc
y

of
us
in
g

ga
dg

et
s

A
bi
lit
y
to

us
e
ga
dg

et
s

N
um

be
r

of
so
ci
al

m
ed
ia

Fr
eq
ue
nc
y
of

us
in
g
so
m
e

ap
ps

A
bi
lit
y
to

us
e
so
m
e

ap
ps

1
1.
81

0.
78

1.
36

5.
20

2.
55

3.
60

1.
95

6.
20

8.
82

2
1.
48

0.
57

0.
87

4.
86

2.
03

1.
52

1.
64

5.
60

1.
55

54 Digital Natives: Its Characteristics and Challenge … 491



interest to be visited, library escalates the academics competency, I go to the library
without planning in advanced. This means that even the library itself has good
quality in term of others measurement (personal control, information access, aspect
of personal, aspect of organizational and library as a place) but without the external
factors of the visitors, i.e., the library customer, the library will be empty.

For the digital native who attach to their gadgets (Cluster 1), the information
access is the most important factors in the library quality. Additionally the library

Table 54.2 The new and the original variables used for the model

Factor New variabel The original variables

Personal control PCNEW1: Website and
online catalog

PC1, PC2, PC3, PC4, PC5

PCNEW2: Library online
information

PC6, PC7, PC8

Information access IANEW1: Online and
non-online collection

IA1, IA2, IA3, IA4, IA5, IA6, IA9,
IA10, IA11

Library as place affect
of service (Personal)

IANEW2: Variabel of
library info.

IA7, IA8

LPNEW: Library as place LP1–LP12

ASPNEW1: The library’s
staff skill

ASP4, ASP5, ASP6, ASP7, ASP8,
ASP9, ASP10, ASP11, ASP12,
ASP13

Affect of service
(Organisational)

ASPNEW2: Hospitality ASP1, ASP2, ASP3, ASP14

ASONEW1: Operational
service

ASO1, ASO2, ASO3, ASO5, ASO6,
ASO8, ASO9, ASO10

External factors ASONEW2: Library
programs

ASO4, ASO7, ASO11, ASO12

MBNEW1 MB1, MB2, MB3, MB4

Fig. 54.4 The SEM for the digital native who attach to their gadgets (Cluster 1)
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online information (PCNEW2) are the most influencing indicator for personal
control. The PCNEW2 includes the easiness to access the library collection, the
library collections suitable with my needs, the availability of online resources that
can meet my needs. For the digital native who do not attach to their gadget (Cluster
2), operational service are the most important factors and the ASONEW1 is the
most influencing indicator for them. The ASONEW1 includes the appropriateness
and the punctuality in giving service. For both model the goodness of fit of the
model is acceptable (see Table 54.3).

54.4 Conclusion

In this research the characteristics of the digital natives especially in their habit in
using pc and gadgets has been explored. There are two types of digital natives, the
ones who attach to their gadgets (Cluster 1) and who do not attach to their gadgets
(Cluster 2). For the Group1 the library online information and for the Group2, the
operational service is the most important factors for measuring the LibQuality. The
library has to be innovated such that the external factors that affect the willingness
the customers to visit the library will be increased.

Fig. 54.5 The SEM for the digital native who do not attach to their gadgets (Cluster 2)

Table 54.3 The goodness of fit test

Model Goodness of fit Result Cut off Explanation

Digital native who attach to their
gadgets

GFI 0.89 ≥0.9 Acceptable

AGFI 0.80 ≥0.9 Acceptable

Digital native who do not attach to
their gadgets

GFI 0.91 ≥0.9 Acceptable

AGFI 0.84 ≥0.9 Acceptable
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Chapter 55
Web-Based Design of the Regional Health
Service System in Bogor Regency

B. Sundari, Revida Iriana and Bertilia Lina Kusrina

Abstract The health service process for the middle and lower classes of people is
organized by the local regional government. The health service process in Bogor
has been implemented by utilizing the electric media. However, in the area of
Bogor Regency it has not been fully integrated in terms of the data processing of
patients and medicines, medical records and the report making. It can be seen when
the patients are still requested to bring the administrative requirements in a different
form. Based on this fact, it is necessary to design an Online-based Regional Health
Service Information. This research objective is to provide a design of the health
service information system. The method used is a field study (observation) by
interviewing and SDLC (System Development Life Cycle) approaching. The pattern
of SDLC approaching consists of several stages: planning, data analysis, designing
data base by using the language of UML (Unified Modeling Language), and
coding. The final stage is the implementation of a test. The final stage of this
research is a prototype of the web-based health service information system, so that
it will help the administrative staff when processing the health service in terms of
preparing referral letters and even up to a recapitulation.

Keywords Design � Information systems � Health services � On-line

55.1 Introduction

The advance of the information technology is currently developed rapidly and it can
be seen from the use of the computer technology in the various fields of life; one of
them is in the field of health. The development has opened a big opportunity for the
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processing, accessing, and using the information on a large scale by utilizing the
electronic media. The use of the electronic media is a very important factor in every
field, especially in the field of health, so that it is necessary to have a good
arrangement and guidance in the implementation of the electronic media. The
documenting and guiding are currently being conducted by the Bogor City Health
Department, through the use of the electronic media is very helpful and encour-
aging for Bogor City towards the information society.

Based on the above description, it is necessary to design an integrated health
service that helps the work process to be more effectively, and efficiently, and to
provide the service of data and information to all related parties. There are two
important things that resulted from the development of information systems [1].
The first one is the increasing in respondents’ perceptions of the information system
before it was developed, and the second one is to improve the quality of information
produced. Both can be used to overcome the problems of the patient monitoring
health financing for poor families.

Related to health care information systems, research [2] tried to design a system
of outpatient registration information at health centers with a case study on the
current health centers and procurement. The designed system can handle multiple
processes so that patient registration, changes of the medical records and reports
generation can be made automatically. System designed to help the process of
service to the visitor of the community health center is a concern.

Health care information system is also used to reduce or minimize the loss of
patient data. This information system, the health center will be facilitated in the
processing of medical records of patients so as to minimize the error if medical
records are needed or sought [3].

In a small scope, [4] tried to make the design of the school health care infor-
mation system. With case studies Vocational School of Putra Telkom Sandhy
Jakarta, design of the system put emphasis on record keeping, medical examination
and drug use. Design of the system can generate information systems that can help
the process of recording, medical examination and drug use on school health
services.

The information system has been created, focused on web-based medical record
that is devoted to the general hospital in Pacitan. This system is simply integrated
with related units in general hospitals in Pacitan [5, 6].

This article outlines the analysis and development of the health care system
design Bogor regency Online. Health care information systems in the area of
web-based Bogor regency. Method for making system in this study using the
approach pattern SDLC (System Development Life Cycle), which consists of
several stages [7], namely data analysis, planning/designing databases using lan-
guage UML (Unified Modeling Language), and coding as well as the implemen-
tation phase to do trial [8, 9].

Integrated data processing of the start of registration, health care, payment and
reporting both financial and medical record became the focus of research. Ease of
how the system works by the user is also a major consideration the development of
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this system. The designed system is expected to help facilitate the process of health
care for both patients and health care workers.

55.2 The Research Methods

Research was done with field observations and interviews. Data are collected and
analyzed by qualitative descriptive method, by comparing the field data with
database programming concepts and theories. The design of the system is done by
using some patterns approaches [10]:

a. Technical Approach, an approach which was conducted in the structured and
patterned ways to conduct the activities starting from the levels of preparation,
data collection, data processing, data designing, analyses, up to the level of
development. The approach was conducted to generate the complete data that
could be accessed rapidly, precisely and accurately when constructing the
Application of Regional Health Service System in Bogor Regency.

b. Client-Server Approach, a model of computerization where a client’s applica-
tion was run on a desktop computer or a private computer to access the infor-
mation available in the server or in the host somewhere else, while the server
provided the centralized process working in a multi-user way.

c. Server-Side Programming Approach, a scripting technology or a web pro-
gramming where the script (Program) was compiled or translated in the server.

All the above activities could be optimally implemented which referred to the
SDLC (System Development Life Cycle) approach [10, 11]. The approach was
conducted to synchronize thesetting- up activity of the Application of the Regional
Health Service (Fig. 55.1).

Fig. 55.1 Flow of a prototype model of health service system application
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55.3 Results and Discussion

The result is a prototype of Jamkesda Information System Web-Based Health Care.
This application uses two functions:

a. Functions for Admin (backend) to change the master data into the data support
for Front End assigned to the administrator who then change affects the data can
be displayed again by the frontend. The application starts with the appearance of
the main page in the form of welcome, and a subsequent display the login page.
On this page admin and user/attendant required to enter a username and pass-
word with a user or admin staff. Admin first page contains information that this
page can only be accessed by administrators who receive priority access rights.
This page contains a menu veranda, staff, setup, history and logout. On the
menu there is a menu Staff added that is used to add the following new staff as
the priority level of user access. While the Setup menu there is a menu of
options Participants, Regional, Insurance, Rates, Claims, disease.
In the setup menu the participants are localized pages for entering data Jamkesda
participants. Also provided menu to upload Jamkesda participants if the number
of participants Jamkesda too much or built a database that is possible only
import data from an existing database (prepare data in Excel format, and can be
directly uploaded). Page setup menu Regional, Insurance, consists of two col-
umns that is the first column (left) to add and edit the region, while the second
column (right) to filter or search areas that have been registered in the system
which is equipped with a menu edit and delete data.

b. Functionality for Users/user/attendant (Front End) to display all transaction data
can be inputted by the user and displays all the information needs of the user.
Front End Application is an application made for the recording of transaction
data per operating day. Application allows users to make additions, changes and
deletion of data and reporting. Form view UPT Jamkesda Bogor Regency
frontend together with backend applications such as the following. Users can
access the Cheque Guarantee (Member), with images like the one above. For
column above (Cheque Guarantee) data will be filled in automatically.
Consolidation menu is used to enter the file list of the claims of the KDP, using
the xls. file as a data raw. This application is also a menu consisting of a
Verification Report Claims per PPK, claims by hospitals and health centers.

These study has some result in common with [3, 4, 6], namely the application of
health care information system-based desktop and web [12] (Figs. 55.2 and 55.3).

Information Systems Applications in previous studies applied to certain hospitals
or health centers, but not yet integrated inter-related parts. In this study, a prototype
Regional Health Service Information System has been connected with the related
units include Public Health Centers, General Hospital, and the Regional Health
Department.

498 B. Sundari et al.



Fig. 55.2 The display of claims

Fig. 55.3 Claims by hospitals and health centers
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In addition, this prototype providing health services ranging from patient
registration to make the required report. Reports generated in the form of a referral,
the report claims, as well as check guarantee limit every patient.

55.4 Conclusions and Suggestions

Implementation of Information Systems Jamkesda used to process the registration
of patients, old and new, to reduce and eliminate duplication of patient data, and
reporting and the making of the relevant document or in accordance with the needs
of the part that requires online.

The urgency of further research are modules for printing electronic patient card,
the reservation and the choice of the patient and the room rates, menus schedule
doctor and smart phone applications. So the anticipation time, ease of patient access
and service performance management Hospital Bogor regency would be optimal.
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Chapter 56
Security Handwritten Documents Using
Inner Product

Syaifudin and Dian Pratiwi

Abstract Recently, it is common to find document forgery both in the private and
government agencies. This research was conducted with the aim of designing a
software system that can recognize hand writing by using computer technology
from the digitization process of a written form. The method applied in this study
consisted of several stages, namely the writing stage analog to digital conversion,
pre-processing, segmentation, feature extraction writing and calculating the per-
centage of similarity algorithms written by Inner product. From the results of this
study, it is expected that the system is able to recognize any handwriting owners of
various writing forms, as well as to take into account the percentage of similarity to
one another. This system can also be used to protect the owner against counter-
feiting handwriting, as an authenticity tool for any form of writing in important
documents.

Keywords The process of digitization � Segmentation � Feature extraction �
Pattern recognition � The inner product

56.1 Introduction

Information technology is currently growing very rapidly, it is answering the
demands of human needs both direct and indirect use. Computer technology is part
of the information technology are no longer strangers and almost every individual is
able to use it in everyday life, such as the use of a notebook or laptop. These
advances also have an impact on developments in device software, such as the
handwriting recognition device.

Handwriting recognition tool has been applied in a handheld device or mobile
phone-based touch-screen. In term of functionality, the device is generally used
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only as a reader or readers from the user’s handwriting on the screen to recognize
the meaning of the sentence. Handwriting recognition function can then be
developed further to identify the owner of the handwriting as a results of analyzing
shapes or patterns in it. Handwriting patterns can be known through a series of
image processing and feature extraction of texts that will produce features or special
characteristics that can be used to identify each owner’s handwriting. Pattern
recognition using the Euclidean distance formula is sometimes less accurate [1].

In this study, we would use Methods Results In time because this method is
more rigorous [2]. With the software’s handwriting recognition, we are not only
able to identify the owner of the handwritten pattern, but also using it as a pro-
tection system, such as in securing important documents from counterfeiting
writings. The system is maintained through the input of writing patterns. The
benefits of this research is providing assistance in differentiating forensic hand-
writing of each owner of an important document that requires authentication pro-
cess, so that the crime of falsification of documents can be prevented.

56.2 Literature

Several theories are used to carry out this research, namely Pre-processing,
Establishment of ROI (Region of Interest), feature extraction, pattern recognition,
pattern recognition and success calculations, inner product.

56.2.1 Pre-processing

Experience in research on face recognition system, with great training for personal
identification, usually achieves good accuracy. Ramesha et al. [3] proposes Facial
Feature Extraction based on gender and age classification, with only a little training,
the resulting algorithm can produce good results even with one image per person.
This process involves three stages: Pre-processing, feature extraction and classifi-
cation. Facial image geometric features such as eyes, nose, mouth etc. are located
by using the operator Canny edge and face recognition is performed. Based on the
texture and shape information, gender and age classification is done by using the
Class Posteriori Probability and each of Artificial Neural Network. It is observed
that facial recognition is 100 %, the classification of the sex and age of approxi-
mately 98 and 94 % respectively.

Here are the results of research experience gradations of an apple based single
features such as size, shape or color. Research from Xianfeng and Weixing [4]
proposed a multi-information fusion method based feature BP (back propagation)
neural network and DS theory to improve the accuracy of grading apples. The first
is the size, shape and color features extracted from images of apples. Secondly,
apples are classified by each type of feature by BP network classification and

502 Syaifudin and D. Pratiwi



independent evidence. The output of the classifiers are combined to establish a
basic probability assignment. Finally, using the DS fusion rules of evidence to make
decisions and achieve the final gradation. The experimental results show that the
decision information fusion method based on size, shape or color features have
performed well in comparison with methods based on a single feature in the grading
of apples.

Pre-processing is an early stage that needs to be done to get the post data in
digital form with the size of the pixel and gray level values or the same gray level of
a set of handwritten analog that has been digitized by means of a digitizer or
scanner. This stage consists of conversion of RGB color to greyscale and
thresholding.

56.2.1.1 Conversion RGB Color to Grayscale

RGB color conversion to greyscale is the stage for 24-bit color values to 8 bits, so the
size of the resulting color will be smaller with the interval between 0 and 255 [5].

RGB ¼ RþGþB
3

Where R is a red color pixel values, the pixel values of the color green is G, and
B is a blue color pixel values (Fig. 56.1).

56.2.1.2 Thresholding

Thresholding is a process to separate the object region (foreground) to the back-
ground area (background) through a certain threshold value [6]. In this study,
threshold or threshold value is also determined by trial and error.

56.2.2 Establishment of ROI or Gridding

Formation of ROI (Region of Interest) is a technique that is commonly performed to
assist the analysis of the object to be observed, such as the fMRI image analysis

Fig. 56.1 Digital image handwriting a The image is 24 bits. b The image size of 8 bits
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conducted by researchers from the UCLA-Los Angeles, Poldrack [7]. This tech-
nique can improve the success on stage introduction, since the formation of ROI,
feature extraction process to be performed is limited to a specific region or area that
has been restricted [7].

56.2.3 Extraction Feature

Extraction characteristics is an important stage of the application of pattern
recognition. This stage will give results in the form of values of the features to be
measured or recognized as a pattern. With the extraction of features or traits,
important information of the data (which in this study is in the form of image data)
will be taken and stored in the feature vector or vector characteristics [6]. Features
that can be extracted in the form of image data including color features, shapes, and
textures, can be seen in Fig. 56.2. And in this study, which will be extracted feature
is based on the representation of handwritten form. The values of the feature
extraction forms-based handwriting will be binary values (value ‘0’ or ‘1’) to each
grid for each image, where the value of ‘0’ will be given if the representation of the
grid is a background object, and value ‘1’ if the foreground object representation of
the grid is at least 15 % of the total pixels of each grid is a foreground object [8]
(Fig. 56.3).

The picture above is an example image with a division-sized 4 × 8 grid, where
the results of the representation of the extracted shape 11100000 11111000
01111110 01111111 [8].

Fig. 56.3 Example of images
with a 4 × 8 Grid Size [9]

Fig. 56.2 Example of extraction through ROI [5]
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56.2.4 Pattern Recognition

Pattern recognition is one of the techniques of the science of artificial intelligence or
artificial intelligence (AI), which aims to recognize the features or specific char-
acteristics of a set of data (both text and image documents) and classify them [9].
Pattern recognition can be done in several ways, one of which is by using the
method of Similarity Measures.

Similarity measures is a method that can be used to look for similarities from one
object to another, by calculating the distance among them [1]. As in the research
conducted by Huang [1], this study also used the technique similarity measures in
recognizing handwriting patterns by calculating the distance between the patterns
by using the formula of the Euclidean distance formula [1].

d u; vð Þ ¼ u1 � v1ð Þ2 þ u2 � v2ð Þ2 þ � � � þ un � vnð Þ2
h i1=2

By using the Euclidean distance where d is the distance between the total value
of the image pixel handwriting with each other, u and v are pixels image.

56.2.5 Calculation of Percentage of Success of Pattern
Recognition

This stage is the final stage, where each image handwriting tested will be the level
of success of its introduction. The formula used is:

[(total image that is recognizable handwriting)/(Total overall image of hand-
written tested)] × 100 %

56.2.6 Inner Product

If V is an inner product space, then the norm (length) vector u expressed by │u│
defined by uj j ¼ u; vh i1=2¼ a1u21 þ a2u22 þ � � � þ anu2n

� �1=2 and the distance

between two vectors u and v is expressed by d (u, v) is defined by d u; vð Þ ¼

u� vj j ¼ a1 u1 � v1ð Þ2 þ a2 u2 � v2ð Þ2 þ � � � þ an un � vnð Þ2
h i1=2

where a1, a2, a3,

…, an is its weight.
There are several implementations of inner product including:

a. Results of times a method used in the encryption. This method was introduced
by Agrawal [10]. At first the traditional encryption result is very rough. By using
the results once the encryption is very smooth results
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b. Inner product method used in color appearance models. Shape appearance
model can be applied to solve several different problems. Successful program to
this day is a medical image analysis and facial images. Early work only on the
model form. This work was later expanded so that the model appearance (i.e.
color image). By using the results of times in the model of appearance (color)
which make the independent calculation of the size of the image, so the image
looks good [2].

c. Inner product used on Bayesian Network. Bayesian networks have become one of
the main models used for statistical inference. Bayesian networks can be repre-
sented in an inner product space dimension. Focus on the classification label
Boolean domain. As a main result we establish upper and lower bounds on the
dimensions of the inner product for Bayesian networks with a collection of
parameters. Bayesian networks and shows that each product space expressive
dimension must have at least enough X n2ð Þ, where n is the number of network
nodes. As a major contribution, and this work reveals a combination of algebraic
structures in the Bayesian network that known method for the derivation of lower
limit on the dimensions of the inner product space can be brought into the role [11].

From previous research experience of the inner product can be used for
encryption, the model appearance (color) and the use of the Bayesian network. With
a wide range of interests, the inner product can produce better research.

56.3 Methods

In this study, the research methods to be implemented consist of several stages:

56.3.1 Data Collection Techniques

Collecting data in this study will be done through direct searches of a set of
handwriting from a number of sources. Handwriting will be passed through the
instrument digitizer or scanner, which will then generate digital data in the form of
handwriting shaped JPEG image.

56.3.2 Location of Research

Handwriting data is captured in offices and Universities in the School of Jakarta.
This study is planned to be held at the University of Trisakti namely in building E3
and 8th floor space lecturer/researcher, Faculty of Industrial Technology
Department of Informatics.
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56.3.3 Research Design

In this study, the research design can be described as follows: In the early stage,
every handwriting that has been collected digitized by digitizer or scanner.
Digitization results are then resized so that each image digitized handwriting result
will have the same size, that is 400 × 1000 pixels, as in Fig. 56.4.

The whole image of the digital handwriting and performed pre-processing, the
phase change of the RGB color image into greyscale, and phase separation of the
object from the background of his writing through thresholding method. The
original color values in the image interval will be changed to 0–255 with a size of 8
bits. While the thresholding stage, the background pixels will be grouped with a
value of 255 (white), and the object of writing pixels will be grouped with interval
values between 128 and 255.

After the pre-processing phase is complete, each region of the image goes into
gridding process or forming grids. Each image with 400 × 1000 pixels will be
divided into grids with each grid’s size of 100 × 100 pixels. The results of the
gridding process is shown in Fig. 56.5. Thiswould give a total of 4 × 10 grids for
each image of handwriting.

Each grid of each image will then go into handwriting feature based form
extraction process, where each pixel of the grid will be analyzed by the rules:

Fig. 56.5 Formation of grid or ROI (Region of Interest)

Fig. 56.4 Example of handwriting digital image size 400 × 1000 pixels
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If  Pixel Foreground  15%

Grid is Objek Foreground

Grid valuable biner ‘1’

If  Pixels  Foreground  15%

Grid is Object Background

Grid valuable biner ‘0’

56.4 Proposed Model of Handwriting Recognition

After the feature extraction phase is complete, the pattern recognition process is
carried out through the method of similarity measures, by calculating the distance of
each pixel’s binary difference on the image you wish to identify in the handwriting.

According Netzell and Solem [2] who studied that using the product will pro-
duce better result. Besides, the picture is more convergent and calculation of time
depends on the model image. Inner product formula can be written with weights a1,
a2, …an as follows:

u; vh i ¼ a1 � u1 � v1 þ a2 � u2 � v2 þ � � � þ an � un � vn

And the distance u to v is d u; vð Þ¼ u� vj j¼ a1 u1 � v1ð Þ2 þ a2 u2 � v2ð Þ2
h

þ � � � þ an un � vnð Þ2�1=2
From previous experience of various researches, it is important to examine

security in the form of a handwritten document by using the results of times. If the
distance is obtained from the smaller handwriting, the handwriting is increasingly
matching or similar. The percentage of success rate of recognition results in this
study can then be calculated by comparing the total number of images that suc-
cessfully recognized the handwriting on the total image of handwritten tested.

56.5 Conclusion

We conclude that the method of inner product will give more accurate and
clearer results. With the presence of weight, the distances become larger but if the
distance is very low, nothing change. It is suggested that to get a more accurate
result, it is better to use a lot of data, at least 100, such that the system can create
zoom feature.
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Chapter 57
Augmented Reality Technique for Climate
Change Mitigation

Ruswandi Tahrir

Abstract The increasing number of people will relate with the amount of gas
emissions into the air which concentrated in the green house and increases earth
temperature, later known as global warming, which resulted the anomalous of
weather and precipitation called as climate change. Drought and flood which
happened has led to a huge losses treasures and soul and Indonesia as one of a gas
emissions contributor called global warming due to deforestation and forest fires
often happened. One of the best research related with the early warning system for
fire management, used satellite data NOOA and MODIS has produced a series of
climates, fires, indicators biophysic, precipitation, IRI Climate and Fire Resources
Room and predicting fires activity. Based on rapid assessment, the problem of this
early warning system for fire management was intended only for certain community
likes college course. To make this research more useful for the community it must
be easily understood, and Augmented Reality technology is expected to deal with
this problem. This technology excellences can visualize the analysis of the early
warning system easier to be understood, such as to utilize the on line Data Library.
With a sound understanding about climate change and appropriate technology, the
mitigation will be done well.

Keywords Climate change � Resources room � Data library � Augmented reality �
Mitigation
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57.1 Introduction

Indonesia as a state of wet tropical country was judged to be a contributor of global
warming due to over the land function or deforestation in three biggest island of the
country [1]. It is necessary to know comprehensively the relationship between the
rainfall and features such as forest fire in Kalimantan as one of the biggest island.

Economic problem besides causing forest fire, health, the increase in local
poverty, and the loss of biodiversity, also gave significant contribution to global
carbon emission and impairment of smoke had damage the image of the nation and
country. Hence various significant efforts have been done at national, province and
regent level in order to reduce the risk caused by forest fire.

One of the best ever done is Early Warning System of Fire Management as the
cooperation research between Columbia University and Bogor Agriculture Institute
in 2007–2009 [1]. This Early Warning System (EWS) of Forest Fire Management
(FFM) in Kalimantan originally was devoted to educate people how to reduced risk
of disaster, but later apparently it only be utilized by a certain community with a
good IT (information technology) understanding about environment. For instance,
climate and fire resources system room or online data library which can only be
accessed by those who have IT ability or technique to scrutinize fire management,
so called very exclusive. Meanwhile, forest fire problem in Kalimantan should be
understood by all relevant parties, including the layman who contact directly to the
problems. Based on rapid assessment to make research successfully, the existence
of an appropriate technology is necessary to support easy and better understanding
of the people and hence the effort of climate change mitigation will be done better.

57.2 Constrains of EWS for FFM

To improve public understanding on the EWS of FFM and find its technology,
firstly it is necessary to know the whole things associated with the EWS of FFM. It
is expected that new technology will facilitate better understanding, so the effort to
reduce the risk of disaster caused by Global Warming and Climate Change can be
accomplished. This technology should be able to visualize the events of defor-
estation, forest fire, EWS and others related with Climate Change known as
mitigation.

That important point is that there is a strong linkage between climate, fire and
biophysic [2, 3]; the link of rainfall analysis tool in IRI Climate and Fire Resources
Room (CFR Room); the link of forecast fire incident in Central Kalimantan, the
concept of climate, the use of sea surface temperatures of (SSTs) to forecast of fire
and nature as a possibility to be used; theory and implementation of augmented
realty technology to the EWS of FFM as solution to make easier understanding
about forest fire.
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57.2.1 The Linkages of Climate, Fire and the Biophysic
Indicators

57.2.1.1 The Main Factors that Affect the Activity of Fire

(1) Rainfall (Fig. 57.1)
(2) Vegetation (Fig. 57.2)
(3) Temperature and relative humidity

The temperature in Kalimantan was very stable with small variability. With
respect to the relative humidity, its variants associated with a variation of

Fig. 57.1 Seasonal rainfall in four provinces in Borneo 1989–2006: “dry season is start June–
October”

Fig. 57.2 Seasonal green plant in August and September is still high when the activity of fire
reach its peak
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rainfall. This shows that main environmental factors responsible for the
variability inter years from the fire is anomalous rainfall during (June–
October) the validation of Fire Danger Rating System (FDRS) of Fire Danger
System Assessment (FDSA) in Central Kalimantan

(4) Fire Activities
The activity of fire data in the field available for several years and only for
regions elected. Thus, satellite data used to determine number of active fire
called hot spots. Data for hot spots was collected and consolidated from 2
satellites: National Oceanographic and Atmosphere Administration (NOAA)
Advanced Very High Resolution Radiometer (AVHRR), and TERRA–
Moderate Resolution Imaging Spectro radiometer (MODIS) [3].

57.2.1.2 Rainfall Estimation

An estimation of rainfall data from the station in Kalimantan was limited and
does not provide complete for the entire year. Thus an estimation of rainfall of the
two satellites are used to make a database rainfall. Estimation of rainfall was
collected and consolidated from 2 source: NOAA—Climate Prediction Center
(CPC) Merged Analysis (CMAP) available for the whole period fire data but res-
olution of its spatial were low (2.5 degrees) to analysis for the provincial level, and
NOAA—CPC Morphing Technique (CMORPH) have high spatial resolution (0.25
degrees) but only available since 2003 to analysis of the district level.

57.2.2 The Linkages of Rainfall and Fire

Since 2007, IRI Columbia University has been working with Bogor Agriculture
University and other partners to develop seasonal EWS. Research showed impor-
tant relation between fire and anomalous rainfall. While the incident happened
every year, the number grows when rainfall is lower than normal along the year.

The effort produce a better understanding on the relationship between the point
of the fire and seasonal rainfall at the time scale, and demos with SSTs seasonal
forecasts in the pacific ocean. IRI develop an instrument available online in the
library, the stakeholders can access the high intensity of rain in Central Kalimantan
obtained from satellite, and they can use of the forecasts of the risk to forecast
1–2 months ahead (Fig. 57.3).
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57.2.3 Estimation of Fire Events in Central Kalimantan

To understand some concept of climate related with forecasting of fire in Central
Kalimantan by using of sea surface temperature (SSTs), and compiling tool for
“Predicting Fire Activity” presented in IRI Map room to assess seasonal fire risk.

57.2.4 Hot Spot Detection with Remote Sensing System

There are several satellite and remote sensing system that can be used to monitor
fire from the air. Sensors that used to monitor fire especially in Indonesia is Sensor
of National Oceanographic and Atmosphere Administration (NOAA)—Advanced
Very High Resolution Radiometer (AVHRR) and Terra—Moderate Resolution
Imaging Spectro radiometer (MODIS). Both sensors have been used to take a
number of hotspots which essentially measures the energy produced by the fire
points. The variability of the number of hotspots is obtained from the AVHRR and
MODIS data compared with a few years of hotspot ATSR [3] and smoke emission
at the same time. The study shows the variability of temporary observation obtained
from AVHRR and fashionable hotspot with its peak occurred in 2002, 2004 and
2006, and the activity of hot spot is happened in 1998–2001, 2003 and 2005.

Fig. 57.3 Rainfall and fire
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57.3 AR Technology to Support Climate Change
Mitigation

Augmented Reality (AR) technology aims to develop technology that would allow
the merger in real-time against digital content that is made by a computer to the real
world. AR allows users see an apparent object with two or three dimensions which
are projected against the real world [4, 5].

Technology of AR make easier understanding of IRI CFR Room and on line
DATA library in such a way that the purpose of establishing an EWS for Fire
Management research project cooperation between Columbia University and part-
ners in USA with Bogor Agriculture Institute and partners in Indonesia success.
A graph technology computer is used to make visualize a graph data on climate and
weather good to predict as well as the delineation of a certain point. Technology
charts this computer produces an image fixed or animation either two or three
dimensions to give the understanding of the condition of data is visual, so it
expected to accelerate understanding and increase people awareness about the
existing condition. The process of the transformation of climate data nor Fire
Resources Room can use fluid dynamic calculation that simulates/to scatter fire hot
climate on certain areas in accordance with environmental conditions existing so
that data image real conditions of an area combine with visual digital chart
(Fig. 57.4).

For example, in the following Fig. 57.5 there is a fire simulation which syn-
chronized with the existing conditions of the forest environment.

The animation of its fire spreading was calculated based on simulation that can
be customized with existing environmental data such as number of trees, its species
and the average of wind direction. A Simulation is able to use fluid dynamic
calculation so that it could be approximated as closely as possible with the real
conditions.

Fig. 57.4 Fires forest in Sumatra (left) 2012 and in Kalimanran (right) 2013
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57.3.1 The Proposed Simulation Using AR Technology

The desired of interactive features on an AR system is the ability to animate virtual
existing object in the scene. The movement of virtual object on the scene caused by
changes in the position of device nor based on the interaction of users or to the other
objects. Displacement position will be done through a matrix of affine homoge-
neous transformation of the coordinates of an object to the world coordinate.
Interaction in this AR technology could in the form of interactions among the object
of both real and virtual or user interaction with a system of AR. Interaction among
the object causing change towards an object virtual according to a simulation model
executed as for interaction with users can be expressed in the form of haptic system
in response to the user input.

Figure 57.6 describe the proposed AR architecture system. Users with devices
display capture real environment via camera and interact with the device. In
accordance with the scenario simulation, then virtual objects scene graph is taken
from database of the graph in the form of animated and synchronized with the real
visual objects that are retrieved from the camera capture including prediction of
relative position of the real world scene.

The relative position is then synchronized with the position of real objects. The
merger between scene real objects with scene virtual a graph then produce visual
simulation sent to graphic engine. In graphic the engine will be render a computer
graph then integrated with the real object and sent to a person to see the syn-
chronization result in the form of AR model.

Instead of using AR technology, the statistical data of climate and fire at a
particular period will be analyzed and simulated. To visualize the result of the
simulation, it is expected to be described the conditions as well as the forecasting of
fire. It will be used for better understanding to take action which must to be done to

Fig. 57.5 Fires forest simulation “UCF/IST researcher”, University of Central Florida 2007.
http://www.ist.ucf.edu/nlarchive/summer07/summer07.html
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reduce the risk of wild fires, floods or other natural disasters. Climate change
mitigation with AR technology is expected to reduce the threat of catastrophic
impacts.

57.4 Conclusion

Computer graphic and Augmented Reality technology has been able to produce fix
image or animation in two or three dimension, thereby it would give understanding
to the condition of data visually, so that it is expected to accelerate and improve a
better understanding of the observed condition. Fluid dynamic calculation has been
used to stimulate the scatter of fire or heat the climate in certain areas in accordance
with the visual condition combine with the digital charts.
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Chapter 58
Cyber Security for Website of Technology
Policy Laboratory

Jarot S. Suroso

Abstract Website is a collection of related web pages address with certain IP
address in an Internet Protocol-based network. Website contains information to be
shared and exchanged with others. Using an application called browser, users can
browse any kind of website and connect with other users in network. Web pages are
accessed and transported with Hypertext Transfer Protocol (HTTP), which can use
encryption (HTTP Secure) as a security mechanism. Website is holding important
role in the Internet world. Therefore, security is required in digital world to prevent
crimes. Criminals targeted any situations where people unaware with. In this case,
website as the front client application is a strategic place. It is important to aware
about security, especially for the important websites that affect many people, such
as banking, government, trading, and others. This research talks about design of
cyber security for Website of Technology Policy Laboratory (TPL), aims to support
the government’s technology policy-making and to address social needs for glob-
alization and the coming era of knowledge economy. One of the function is as the
main government think-tank for technology policy and the major platform for
incorporating Indonesian’s research communities.

Keywords Cyber security � Website � Technology policy laboratory � Internet

58.1 Introduction

Cyber security has become a very big issue in recent years. Companies who
went through corporate life thinking, “it will never happen to me” suddenly found
themselves the victim of some sort of attack on their network. High profile
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companies are most certainly a bigger target for several reasons, including the
notoriety the hacker receives for damaging their network or Web site, and the
amount of financial damage that can be done by bringing down a successful
e-commerce site. Recent attacks easily racked up 100 million dollars in damage.
The “2010 CSI/FBI Computer Crime and Security Survey,” conducted in early
2010 by the Computer Security Institute (CSI) with participation by the San
Francisco office of the Federal Bureau of Investigation (FBI), showed that 90 % of
survey participants from large U.S. corporations, financial institutions, medical
institutions, universities, and government agencies detected security breaches.
About 70 % of the participants experienced breaches more serious than viruses or
employee Web abuse [1]. Forty-two percent of survey participants (273 organiza-
tions) claimed financial losses totaling over 265 million dollars from cyber-attacks.
These security threats were composed of an assortment of attacks and abuses that
originated both internally and externally to their network borders. An effective
security program includes awareness, prevention, detection, measurement, man-
agement, and response to minimize risk. There is no such thing as perfect security.
The determined and persistent attacker can find a way to defeat or bypass almost
any security measure. Network security is a means of reducing vulnerabilities and
managing risks [2, 3]. Awareness should be tailored to the job requirements of
employees. Employees must understand why they need to take information security
seriously. End-users choosing weak passwords or falling for social engineering
attacks can easily neutralize the best technical security solutions [2]. Upper man-
agement must provide for training, motivation, and codes of conduct to employees
to comply with security measures.

The Internet is a worldwide system of computer network that is use Internet
Protocol Suite (TCP/IP) as standard. It is a large network that consists of millions of
public and private computer in which users get any information from any other
computers with or without permission. Chatting and video webcam have become
more popular today as they are very easy to use for doing simple and fast com-
munication. People can do their job from home as they work at workplace using
Internet. Security goal was measured from confidentiality, integrity, and avail-
ability. That measurements must be fulfilled in the virtual world also, in this case is
website security. This work designed a protection for the website which achieve the
security standard.

58.2 Theory and Methods

Web applications are insecure by nature because it allows unknown users to have
direct access to the server. Even used firewall, it must be an opening ports that
allowed users connect to the server. Creating a website will combine some com-
puters layers, which are hardware, connection, and application. All parts must be
protected, however, this work is focusing on the PHP codes that included in an
application layer. Though there is no 100 % security guarantee instead for the
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offline product. Much better make a defense by writing a safe enough code.
Attackers always search the weakest part to attack, but they will leave the Website
if it is secure enough and pick other weak website. The first thing to learn about
security is that never rely on just one method of protection. Since if it is failed, there
will be no backup. Similarly like in a war strategy, when the plan A failed there is
still plan B as backup.

In this research we used Microsoft Proxy server 2012 to aid in securing our
network. Web Proxy Service is a core component of MS Proxy Server 2012 that
will suit the needs of multiple network types because of its many features and its
compatibility with various operating systems. Internet Service Manager administers
this service, and the Web Proxy service can be used with almost any browser, and
on almost any operating system platform Cunningham [4] (Fig. 58.1).

Web Proxy Service is the only service of the three offered that supports caching
and routing of data. Caching can be passive or active, the administrator can set
cache size, and cache filters can be defined. Routing can be used to define primary
and secondary routes, and resolving them within an array before routing upstream
can also be enabled. The Web Proxy service also offers Web publishing, reverse
proxying, and reverse hosting, to assist in securing the internal servers from
unwanted attacks from hackers or unwanted guests from outside the local network.
These services are described later in the chapter. Clients can logged and monitored
by checking protocols used, date and time of requests, domain names of the
computer responding to requests, as well as the contents of the URL request.

For the method showed in Fig. 58.2, the circle is never ending, it means the
security is never-ending job that need to be updated every time. This is the simple
diagram about how this project works: The Software Development Kit (SDK) used
to create this project are: (1) XAMPP as the offline web server, (2) MySQL as the
database and (3) Hackertarget.com as the penetration tester.

Fig. 58.1 Proxy server protect network
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The hacking history is instead of diminishing, cyber crime becomes a greater
threat today [5, 6]. The reason is because of the computer’s price today that quite
cheap, then everyone is able to own it and learns it easily. But not all people have a
good deed for learning computer. The Cracker is a computer expert that so
something malicious whether the purpose is just for fun or pure crime. Website as
the Internet user interface holds an important role in the Internet world, because
website makes a direct connection with the user. Website is like a frontier soldier
who is the first one that got attacked [7].

As shown in Fig. 58.3, attack methodology has many layers. Web designers who
wish to implement security must be aware that those attack methods. The attacker
can bypass each layer-level when there was the weak part though just a little.
Therefore, security function must secure all layer levels. Foot printing is public data

Fig. 58.2 Secure software development method

Fig. 58.3 Attack
methodology layers
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information, like PHP version or server’s operating system information. Attackers
can get some hint from this public information. They will search for the bugs and
weaknesses of this system. After found bugs, the cracker will start to assail either
using manual or automatic approach (use bot computer). After that, the cracker
created a defense mode to protect their identity, usually by hiding their IP address
and using a zombie computer [1].

58.3 System Implementation

Agency for the Assessment and Application of Technology (BPPT) is a
non-departmental government agency under the coordination of the Ministry of
Research, Technology, and Higher Education, which has the tasks of carrying out
government duties in the field of assessment and application of technology. BPPT
created Technology Policy Laboratory (TPL), in 2004, aimed to support the gov-
ernment’s technology policy-making and addressing social needs for globalization
and the coming era of knowledge economy. Functioning as the main government
think-tank for technology policy and the major platform for incorporating
Indonesian’s research communities, it has utilized over 10 year-experience in col-
lecting, collating and disseminating technology information for the purposes of
innovation, competitiveness, sustainable development and social well-being and
has integrated and provided with several nationwide technology related information
services in improving the efficiency of scientific research. With sound academic
foundation and empirical research capabilities, TPL is advancing toward its major
goal as a world-class policy research laboratory.

Now we will discuss how to embed the security function on the website. The
prevention code put in the “security.php” file located under folder “function”. This
is the process flow that centralized in “controller”. Controller is the one that controls
“request” then forwards it to the “processing” function (Figs. 58.4 and 58.5).

Controller file located under folder “controller” the file already include “security.
php” within. Included syntax is like this: include(“../function/security.php”); The
prevention code consists of many filtering and checking functions. Function named
“filter($text)” uses to filter text for MySQL injection and XSS attack. This is the
sample of filtering code: “filter($_POST[‘username’])” which filter username input
from the $_POST[‘username’] string. Sample filtering method in “login” feature
(Fig. 58.6):

“DOScheck()” task utilizes for DoS attack protection, it works by identifying the
user IP request and block it if the request exceeded the limit. “CSRF($function)”
task operates for preventing CSRF attack which is skipping the legal form by means
of create a direct request from the URL. And two methods again which are session
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fixation and error display prevention that use session_regenerate_id() and errorre-
port(). “Session_regenerate_id” is PHP basic utility to regenerates “session id”.
Regenerate “session id” for each request uses to prevent session fixation.

The website created and utilized as an information system website as follow
(Fig. 58.7);

Fig. 58.4 Typical site scenarios

Fig. 58.5 Embeding security diagram
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58.4 Conclusion

The website created and utilized by all researcher. The most stressed part in this
research is to understand the way how the attack works and also how is the
prevention method. In addition, it then should be combined it all and make it simple

Fig. 58.7 Implementation of
Kantaya

case "login":
$username = filter($_POST['username']);
$password =  sha1($_POST['password']); DOScheck();
$function = login($username, $password);
csrf($function);

Fig. 58.6 Login filtering code

58 Cyber Security for Website of Technology Policy Laboratory 527



to be implemented in website and it must be completed by the short time provided.
It will be better to use hosting with unlimited privilege. Furthermore, the defense
code implemented here is just the well-known attacks protection. As there are still
so many threats, this code needs a lot of improvements. Since the security is a
never-ending job, so maintenance needs every time. It will be very helpful for the
new web developer to implement this security functionality in their website.
Website of Technology Policy Laboratory (TPL), proved to be able to support the
government’s technology policy-making and to address social needs for global-
ization and the coming era of knowledge economy.
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Chapter 59
TAM-MOA Hybrid Model to Analyze
the Acceptance of Smartphone
for Pediatricians in Teaching Hospital
in Indonesia

Oktri Mohammad Firdaus, Nanan Sekarwana, T.M.A. Ari Samadhi
and Kah Hin Chai

Abstract This research tries to explore the impact of smartphone usage among
doctors, especially in the Department of Child Health at five teaching hospitals in
Indonesia. Step taken to answer this research question is the development of a
hybrid model which is a combination and modification of the Technology
Acceptance Model (TAM) with Motivation, Opportunity, and Ability
(MOA) framework. This research consists a survey disseminated to 197 pediatri-
cians (residents, staff, consultant and professor) infive teaching hospitals in
Indonesia and was conducted in 2014. The results of this research showed that the
variables that significantly affect the intention of a doctor to use smartphone exactly
are the motivation and the community. While most small variables influence are
brand image and perceived ease of use. The conclusions of this research are a
doctor at a Department of Child Health prefer the existence of a community in
deciding to use a smartphone to support day-to-day activities, as well as most
doctors do not feel disturbed if necessary to make investments independently to
procure smartphones for obtaining value-added.

Keywords TAM � MOA � Smartphone � Pediatricians � Teaching hospital

O.M. Firdaus (&)
Department of Industrial Engineering, Widyatama University, Bandung, Indonesia
e-mail: oktri.firdaus@gmail.com

N. Sekarwana
Department of Child Health, Faculty of Medicine, Padjadjaran University,
Bandung, Indonesia

T.M.A. Ari Samadhi
Department of Industrial Engineering, Bandung Institute of Technology,
Bandung, Indonesia

K.H. Chai
Department of Industrial and Systems Engineering,
National University of Singapore, Singapore, Singapore

© Springer Science+Business Media Singapore 2016
F. Pasila et al. (eds.), Proceedings of Second International Conference
on Electrical Systems, Technology and Information 2015 (ICESTI 2015),
Lecture Notes in Electrical Engineering 365, DOI 10.1007/978-981-287-988-2_59

529



59.1 Introduction

Indonesia since 2014 began to implement the National Social Security System or
we called “Sistem Jaminan Sosial Nasional (SJSN)” with the aim towards Healthy
Indonesia in 2019. Implementation of the Social Security for more than 1 (one) year
cannot be separated from the various problems both minor and major. Constraints
face by the organizers is “BPJS Kesehatan” and personal doctors in the imple-
mentation of the SJSN are still not integrated multiple sources of data and infor-
mation which is indispensable in medical treatment. The role technology can
actually minimize technical obstacles, such as integrate demographic data on the
“e-KTP” card is managed by the Ministry of Internal Affairs and medical record
data managed by each hospital under the auspices and coordination of the Ministry
of Health. However, while the absolute requirements in this integration process is
the change in paper-based medical records into electronic medical records. This
means that if medical records are already in electronic-based form can directly
improve the quality of medical treatment, so it can also support the implementation
of the Social Security System.

This research will not fully discuss the process of migration of the medical
record, but rather the impact of the technology used by doctors to support the
smooth implementation of the Social Security System. Smartphone as a form of
information technology is no longer a luxury item, but it has turned into one of the
basic needs of a human being in everyday life. Doctors as one of the important
actors in the implementation of the Social Security can also be said cannot be
separated from the use of smartphones for daily needs, although with a different
purpose. The features found on smartphones could help doctors both for commu-
nication with peers, share knowledge with colleagues and update information and
knowledge related to medical treatment. The most significant impact of the use of
smartphones is accelerating the transfer of information and knowledge itself.

Development of smartphones in the medical field actually began in the 2000s,
when the development of PDA technology and the increasing ease with which
people get Internet access [1]. PDA technology can be regarded as a forerunner to
the development of today’s smartphones. Especially in the field of medicine PDAs
and smartphones early generation are merely used as a storage area when the
medical records of patients who were being treated by a doctor [1]. Medical records
are stored in the PDA will simplify and accelerate the decision-making process of a
doctor [1]. Other researchers specifically discuss the use of smartphones in the
medical field explaining that the acceptance and adoption of smartphones is
inseparable from its motivation [2]. Smartphones can be a bridge between doctor
and nurses in decision-making related to medical treatment [2]. Another study that
discussed the adoption of smartphones explained that conformity with the features
of a person’s job would be the main reason for using these technologies [3]. The
another thing is that the smartphone is considered to reduce costs of unnecessary
routine, so it can be transferred to another development in the company [3].
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Another benefit of the smartphone in the medical field is the development of a
tool to monitor the patient’s heart rate, so that a doctor can easily and in real time
monitor the condition of these patients [4]. Other researchers have revealed that the
main reason for someone to use a smartphone is the presence of a significant level
of benefit to their work [5]. Smartphones are also considered to improve the ability
of a nurse to innovate, especially with regard to the handling of cases that are
difficult or unique [6]. Response smartphone users among students in Korea both
for medicine and other fields also showed that the use of these technologies is
strongly influenced by the social environment influences the students concerned [7].
Other studies are still discussing about the adoption of smartphones in Korea
showed that the main factor of the high number of users of this technology due to
the motivation of individuals and not because of the encouragement of the orga-
nization or institution [8]. In the end there is a detailed study discusses the role of
smartphones in the process of birth control in order to achieve the human devel-
opment index of a country that is optimal [9]. Based on the explanation of some
previous studies it can be concluded that the smartphone has affected joints of life,
especially in the medical field, so it is quite reasonable to continue a study to see
how much the level of acceptance and adoption of these technologies in Indonesia,
especially concerning interpersonal relationships of the doctors in a teaching hos-
pitals. Reason selected teaching hospitals, among others, that the routine activities
of the doctors in this place not only related to the medical treatment, but also for
practical learning process. Department selected in this study is of Pediatrics, with
the consideration that one of the goals is to reduce mortality SJSN infants and
toddlers.

59.2 Model Development

The research model was developed from two (2) reference model that is developed
enough that the Technology Acceptance Model (TAM) and Motivation,
Opportunity, Ability (MOA) framework. The main constructs in TAM model are
perceived usefulness and perceive ease of use [10]. Both of these constructs are
expected to affect the intention to use that ultimately affects the actual use [10].
While the framework MOA describes the effect of the three constructs on perfor-
mance [11]. Based on previous research, explained that the intention to use can also
be influenced by the community, brand image, and trust [12, 13]. The biggest
impact of the three additional constructs will vary depending on the results of the
analysis of what kind of technology adoption and when [13]. Based on previous
studies, then the process of merging both the reference models in a unified model of
the named is TAM-MOA Hybrid models. This hybrid models are expected to
answer the phenomenon of what factors are actually dominant on the intention to
use, especially in the study of smartphone technology use among pediatricians in a
teaching hospital in Indonesia in order to support the implementation of the Social
Security. Detailed descriptions of this hybrid model can be seen in Fig. 59.1.
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59.3 Method

The process of collecting the data used in this research is the method of
computer-based survey using survey monkey.com assistance. Research question-
naires distributed by email of potential respondents. Information of email addresses
of potential respondents was obtained from various sources, both professional
associations and hospital education website in question. The number of question-
naires distributed as many as 455 pieces, and the back and deserves to be treated as
many as 197 pieces or in other words the response rate of 43.29 %. These results are
very encouraging, because for this type of electronic-based survey average response
rate below than 20 % [14]. Data Processing used covariance-based structural
equation model (CB-SEM) with the help of software LISREL 8.70. Considering the
number of observed variables and also the number of respondents who exist, it was
decided to use Maximum Likelihood estimation method [14].

59.4 Result and Discussion

Based on the results of the collection and processing of data obtained that the
respondent is still dominated by women amounted to 59.89 %, and also in the age
range between 31–40 years that is equal to 42.13 %. Focus on the age profile of the
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532 O.M. Firdaus et al.



respondents, it can be deduced that the survey using computer-based methods are
still siding with young people, but it also respondents in the age range 31–40 years
is at a prolific phase. Depth doctors most respondents in this study is resident
(47.72 %). This is not too surprising, because at the level of resident doctor actually
required to be able to communicate well, to share knowledge with colleagues on an
ongoing basis and also must constantly update the information and knowledge
related to medical treatment. While the type most widely used smartphone is
Android (49.24 %). This relates to the price which is quite affordable android
smartphone and its features are also considered quite fit the needs of physicians.
Detailed descriptions can be seen in Table 59.1.

Data processing using CB-SEM with the help of LISREL 8.70 software indi-
cates at least of 10 tested the hypothesis that there are three (3) hypotheses that have
a high enough level of significance, namely H1, H5 and H8. The focus of the

Table 59.1 Respondent’s profile

Item Amount Percentage (%)

Sex

Male 79 40.11

Female 118 59.89

Age

Below 30 years old 31 15.74

31–40 years old 83 42.13

41–50 years old 59 29.95

Above 50 years old 24 12.18

Level of pediatricians

Resident 94 47.72

Fellow 3 1.52

Staff 51 25.88

Consultant 38 19.29

Professor 11 5.58

Type of smartphone

iPhone 65 32.99

Blackberry 28 14.21

Android 97 49.24

Windows Phone 6 3.05

Others 1 0.51

The purposes using a smartphone

Communication with colleague 197 –

Sharing Knowledge 155 –

Update Information and Knowledge 183 –

E-Mail 138 –

Chat and Social Media 125 –

Others 59 –
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discussion of the H5 and H8, indicates that motivation comes from individual
doctors and also support a community that houses doctors will strongly influence
the decision in the use of smartphones in everyday activities. Both of these indicate
that the level of awareness of a doctor to use a smartphone in terms of supporting
the performance of medical treatment is supported by the existence in question in a
community. In another sense that they are would be willing to make an investment
and the adoption of a new technology to maintain good relations within a com-
munity. This is quite reasonable because the role of the community is very big
influence on the continuity of the career of a doctor in the future, and also the role of
the community can influence the access is not easy to build a network with other
doctors in other hospitals either a different city or a different country. This is
because the reference is derived from a community can influence the decision of a
doctor who later became its website.

Indicators are no less important in the covariance-based structural equation
modeling (CB-SEM) is the value of the results of testing goodness of fittest as
shown in Table 59.3. One important indicator that can indicate whether the research

Table 59.2 Hypothesis testing

Hypothesis Result

Unstandardized
coefficient

t-Value Conclusion

H1: Intention to use Smartphone direct
effect to Actual use Smartphone

0.86 10.31**** Accepted

H2: Perceived Usefulness direct effect to
Intention to use Smartphone

0.51 3.11*** Accepted

H3: Perceived Ease of Use direct effect to
Intention to use Smartphone

0.19 1.62* Accepted

H4: Perceived Ease of Use direct effect to
Perceived Usefulness

0.49 2.03** Accepted

H5: Motivation direct effect to Intention
to use Smartphone

0.67 5.67**** Accepted

H6: Opportunity direct effect to Intention to
use Smartphone

0.38 2.35*** Accepted

H7: Ability direct effect to Intention to use
Smartphone

0.25 1.99** Accepted

H8: Community direct effect to Intention
to use Smartphone

0.55 4.99**** Accepted

H9: Brand Image direct effect to Intention to
use Smartphone

0.11 1.44* Accepted

H10: Trust direct effect to Intention to use
Smartphone

0.49 2.42*** Accepted

Note *: significant at p < 0.1; **: significant at p < 0.05; ***: significant at p < 0.01; ****:
significant at p < 0.001 (one-tailed)
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model has been completely goodness of fit is the value fit index (GFI). GFI value in
the study was 0.93; meaning that this research model has been said to befit and
worthy to serve as reference for future research model. The size of the other
goodness of fittest is no less important is the root mean square error of approxi-
mation (RMSEA). RMSEA values in this study amounted to 0.057; meaning that
the research model has the possibility of a small enough error rate [14]. Further
explanation of the data processing results can be seen in Tables 59.2 and 59.3.

59.5 Conclusion

The simple conclusion can be drawn from this research is the need for education
and the provision of a comprehensive understanding of the entire human medicine,
especially in the Department of Pediatrics at a teaching hospital in Indonesia of the
importance of maintaining good relations with a community will always overs
hadow the doctor in the future will come. This is important, because most doctors
will be willing to invest and the adoption of a new technology that is actually quite
ordinary before as well as smartphones, because of the community’s role in it.
Therefore, the input to the study should be done next is a more in-depth study of the
design of the user interface of the features present in a smartphone that really fit the
needs of a doctor and do not require a long time for the process of adaptation before
using it.

Acknowledgements The authors would like to thank the Medical Ethics Committee of the
Faculty of Medicine, University of Indonesia, CEEBM RSCM Jakarta, as well as the head of the
Department of Child Health at five (5) Teaching Hospitals in Indonesia with the permission and
support given during the research period.

Table 59.3 Goodness of fit measurements

GoF measures Values Result

Root Mean Square Error of Approximation (RMSEA) 0.057 Good Fit

Goodness of Fit Index (GFI) 0.93 Satisfactory Fit
Root Mean Square Residuan (RMR) 0.044 Good Fit

Critical Number CN) 127.4 Data was enough

Normed Fit Indez (NFI) 0.91 Good Fit

Adjusted Goodness of Fit Index (AGFI) 0.92 Good Fit

Comparative Fit Index (CFI) 0.92 Good Fit

Parsimony Normed Fit Index (PNFI) 0.95 Good Fit

Incremental Fit Index (IFI) 0.91 Good Fit

Relative Fit Index (RFI) 0.92 Good Fit
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Chapter 60
Development of the Remote
Instrumentation Systems Based
on Embedded Web to Support
Remote Laboratory

F. Yudi Limpraptono and Irmalia Suryani Faradisa

Abstract Web-based remote instrumentation is a new innovation in the develop-
ment of instrumentation equipment that can be accessed remotely over the Internet.
The development of remote instrumentation has been started since the invention of
internet technology and the development of the remote lab system. Most remote
laboratory system architectures that have been published are computer based and
usually using LabView application. Computer-based remote instrumentation sys-
tem has the disadvantages that the investment costs are expensive and it requires
large electrical power. In addition, there are several issues related to green com-
puting that demands increased efficiency. To address some of these issues, this
research study has developed an embedded web-based remote instrumentation to
support remote laboratory system. Implementation of the embedded web-based
remote instrumentation system is expected to contribute to improving efficiency and
lowering the system’s costs.

Keywords Remote instrumentation � Embedded-web � Remote laboratory

60.1 Introduction

At the end of the 20th century, remote lab is a very active area of research in the
development of e-learning, and recently the number of universities working with
remote labs has increased [1]. There are several advantages of using remote labo-
ratories, such as laboratory performance will be better and more efficient because
students can use laboratory equipment for 24 h. A remote laboratory creates
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autonomous learning [2], allows uses by handicapped students [3], and supports
resource sharing and collaboration between laboratories. Various technologies in
web programming have been employed to provide a comfortable remote lab
environment, such as socket, applet, ajax, corba, labview, etc. [3] Typically the
design of the remote laboratory consists of several parts: the first is remote lab
management, the second is an experiment module, and the third is the instrumen-
tation equipment [2]. Remote lab management is a web-based application that
serves to manage user permission and set up the equipment module. Lab module is
an experiment object that can be controlled remotely, that is equipped with IP
cameras for object observation. Instrumentation equipment is a device used for
measurement or signal generation in the experiment modules such as oscilloscopes,
frequency generators, etc. Currently instrumentation equipment widely used for
remote labs is conventional measuring instruments or virtual instrumentation based
on LabVIEW. Based on the results of journal reviews, it can be inferred that most
remote laboratory research projects use a desktop computer, where the investment
costs of hardware, software, and maintenance are very high. Electrical energy
requirements for servers, computers, monitors, and cooling systems in a
computer-based remote laboratory are very significant. A desktop computer
requires electrical power on average between 60 and 100 W [4]. Energy con-
sumption for a computer contributes to the rise in greenhouse gas emissions. Every
personal computer that is being used produces about one ton of carbon dioxide
every year [5]. Based on the background described above, this research aims to
design and implement remote instrumentation to support remote laboratory, which
has efficient system specifications and is environmentally friendly. Development of
remote instrumentation includes the designs of oscilloscope and signal generator
that are implemented with embedded system technology, which is expected to
increase the efficiency of the system and support Green IT era.

60.2 Remote Lab Architecture

The proposed design of the remote instrumentation based on embedded web is
integrated with multiuser remote laboratory that has been developed and published
in the manuscript titled “New Architecture of Remote Laboratories Multiuser based
on Embedded Web Server” [6]. Block diagram of the remote lab architecture is
shown in Fig. 60.1. The activities of this research project are divided into two
phases. The first phase is the design and implementation of some remote instru-
mentation system including an oscilloscope and a signal generator; the research
activities have been carried out in 2015. The second phase will be the design and
implementation of a matrix switch module; the research activities will be carried out
in 2016. Matrix switches are a series of switches that can be programmed to connect
between the experimental modules and instrumentation equipment. Remote
instrumentation design is implemented using the embedded systems based on
Raspberry PI.
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60.3 Remote Instrumentation Design

The design of remote instrumentation, as shown in Fig. 60.2, consists of an
embedded system based on Raspberry Pi, a DDS (direct digital synthesis) module
based on AD9850, and a high-speed data acquisition system based on AD775. The

Fig. 60.1 Diagram of the remote lab architecture

Fig. 60.2 Diagram of the remote instrumentations
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Raspberry Pi embedded system functions as a web server to serve requests from the
user of the remote lab and to control the DDS and the data acquisition unit.
Raspberry Pi is based on the Broadcom BCM2835 system on a chip (SoC), that
includes an ARM1176JZFS 700 MHz processor, 512 MB of RAM, and a storage
capacity of 8 GB SD card. Raspberry Pi is also equipped with a GPIO, an Ethernet
port 10/100 Mbps and a USB port [7]. The operating system used in this research
project is embedded Linux Raspbian, and the installed application programs are
Apache web server and MySQL database server. The design of the signal generator
module uses AD9850. The AD9850 is highly integrated device that uses advanced
DDS technology coupled with internal high speed, high performance digital to
analog converter and comparator to form a complete, digitally programmable fre-
quency synthesizer and clock generator function. High speed DDS AD9850 pro-
vides 32-bit frequency tuning word, which results in an output tuning resolution of
0.0291 Hz for a 125 MHz reference clock input. The AD9850 circuit allows the
generation of the output frequency of up to one-half the reference clock frequency
(62.5 MHz). The DDS circuitry is basically a digital frequency divider function
whose incremental resolution is determined by the frequency of the reference clock
divided by the 2N number of bits in the tuning word. The relationship of the output
frequency, reference clock, and tuning word of the AD9850 is determined by the
formula [8]:

fout ¼ DPhase� CLKINð Þ=232 ð60:1Þ

wheres:

Δ Phase is the value of the 32-bit tuning word
CLKIN is the input reference clock frequency in MHz
fout is the frequency of the output signal in MHz

The design of a digital oscilloscope uses high speed data acquisition based on
AD775. The AD775 is a CMOS, low power, 8-bit data output, 20 MSPS sampling
rate analog-to-digital converter (ADC). The AD775 features a built-in sampling
function and on-chip reference bias resistors to provide a complete 8-bit ADC
solution. The AD775 utilizes a pipelined/ping pong two-step flash architecture to
provide high sampling rates (up to 35 MHz) while maintaining very low power
consumption (60 mW) [9].

60.4 Software Design

The software of the remote instrumentation system is implemented using Python
programming language, which is commonly used in embedded Linux operating
systems. The following subsections will discuss the flowcharts for DDS AD9850
and data acquisition unit AD775.
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60.4.1 Programming the DDS AD9850

The AD9850 contains a 40-bit register that is used to program the 32-bit frequency
control word, the 5 bit phase modulation word, and the power down function. The
interface between the DDS AD9850 with Raspberry Pi uses serial mode. In the
serial mode, subsequent rising edges of W_CLK shift 1-bit data on Pin 25 (D7)
through the 40 bits of programming information. After 40 bits are shifted through,
an FQ_UD pulse is required to update the output frequency (or phase). Flowchart of
the AD9850 program is shown in Fig. 60.3.

60.4.2 Programming the Data Acquisition

The remote oscilloscope unit consists of a data acquisition system and an embedded
system based on Raspberry Pi. The data acquisition system consists of a micro-
controller, a clock circuit, and ADC AD775. Raspberry Pi serves as web services
for the remote oscilloscope. Acquisition process of the analog signal is performed
by the data acquisition unit in real-time, and the data are stored in local memory of
the oscilloscope. Periodically the data conversion results are sent serially to the

Fig. 60.3 Flowchart of the
AD9850 program
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Raspberry Pi to be stored in the database server. Remote users can access the web
services provided by Raspberry Pi to view the observed signals, and the signals will
always be updated automatically. The flowchart of the DAQ program is shown in
Fig. 60.4.

60.4.3 Web Application of the Remote Instrumentations

The Web-based remote instrumentation application was developed using PHP and
Python programming languages. The application is used to control the hardware
instrumentation, such as setting desired frequency parameters in the signal

Fig. 60.5 Remote
instrumentations web page

Fig. 60.4 Flowchart of the
DAQ program
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generator or setting parameters on the oscilloscope (time/div and volt/div), and
produce graphic display on the client computer. The remote instrumentations web
page is shown in Fig. 60.5.

60.5 Conclusion

This paper presents the development of remote instrumentation based on embedded
web for supporting a remote laboratory. The aim of the research is to create a
prototype of remote instrumentation—consisting of an oscilloscope and a frequency
generator—that has highly efficient specifications: low cost, low power, and sup-
porting Green IT. At the time of writing, the research project is still ongoing and the
results are expected to contribute to the development of green remote instrumen-
tation system. The instrumentations system can be integrated with the multi-user
and multi-device remote laboratories that had been developed previously.
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References

1. Garcia-Zubia, J., Angulo, I., Irurzun, J., Orduna, P., Ruiz, J., Hernandez, U., Castro, M.,
San-Cristobal, E.: Easily Integrable platform for the deployment of a remote laboratory for
microcontrollers. Int. J. Online Eng. IJOE 6(3), 26–31 (2010)

2. Gomes, L., Bogosyan, S.: Current trends in remote laboratories. IEEE Trans. Ind. Electron. 56
(12), 4744–4756 (2009)

3. Garcia-Zubia, J., Lopez-de-Ipiña, D., Orduña, P.: Evolving towards better architectures for
remote laboratories: a practical case. Int. J. Online Eng. IJOE 1(2), 1–11 (2005)

4. Kazandjieva, M., Heller, B., Gnawali, O., Levis, P., Kozyrakis, C.: Green enterprise computing
data: assumptions and realities. In: Green Computing Conference (IGCC), 2012 International,
pp. 1–10 (2012)

5. Murugesan, S.: Harnessing green IT: principles and practices. IT Prof. 10(1), 24–33 (2008)
6. Limpraptono, F.Y., Ratna, A.A.P., Sudibyo, H.: New architecture of remote laboratories

multiuser based on embedded web server. Int. J. Online Eng. IJOE 9(6), 4–11 (2013)
7. Raspberry: Raspberry Pi Quick Start (2013). www.raspberry.org
8. Analog Devices: Datasheet: 125 MHz Complete DDS Synthesizer (2004)
9. Analog Devices: Datasheet: AD775 8-Bit 20MSPS Sampling A/D Converter (1993)

60 Development of the Remote Instrumentation Systems … 543

http://www.raspberry.org


Chapter 61
Enhancing University Library Services
with Mobile Library Information System

Singgih Lukman Anggana and Stephanus Eko Wahyudi

Abstract An Indonesian University has to serve three main activities: Research,
Teach, and Outreach. To support those activities, one of the most important
facilities was library. Library has evolved from its previous original purposes to
keep and preserve resources, such as books and other materials. The development
of Information and Communication Technology (ICT) shifted the main library
features to a broader one. However, some studies show that the end of traditional
library maybe not near, as many still prefer to read printed format books instead of
electronics one. Thus, it is still necessary to introduce the use of ICT to enhance the
user experience of using university library service. ICT can be used to allow the
user to find collection, borrow books, and many other services using mobile
applications. This paper discusses the development of an Android mobile appli-
cation that support the library information system, allowing the users to use the
library services in a more convenient way remotely. There are number of
server-side or client technologies used for the development, including:
Android SDK, Laravel Framework, Laravel Dispatcher, Iron.io, Google Cloud
Messaging (GCM), and Android Volley. A preliminary study carried out to gather
the features needed by the prospective users, then followed by an analysis and
design stages, then implemented using the aforementioned technologies. Finally,
upon successful implementation stages, it was followed with a series of interviews
to its prospective users, both the university’s librarian as well as the prospective
users. In conclusion, the developed apps met the users expectations whilst a number
of improvements can also be done to boost the user experience and usability.

Keywords Android � Hybrid library � Library information system � Mobile apps
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61.1 Introduction

The rapid development of Information and Communication Technology (ICT) also
push the limit of what can be introduced to its users that support their work. Numerous
applications of the technology also made possible as the number of the technology
users also increasing dramatically. Based on January 2015 data, approximately
42.4 % of more than 7 billion world population are Internet users [1, 2]. Among
of those figure, 45.6 % are people from Asia countries, which is approximately
1.4 billion people. In Indonesia, more than 71 million people use Internet, which is
more than 28 % of its population. Those figures record a growth of 753 % compared
to the year of 2000 data. Approximately 51 %—more than 3.6 billion people are
unique mobile phone users. Among those, 2.7 billion people or 38 % of those are
using smartphones [2].

In general, there are 3 main activities that Indonesian University should focus on
—called Tridharma, which include: research, teach, and community service. To
support these activities, a library is one of the main facilities needed. Universitas
Ciputra Surabaya as one the leading universities in Surabaya also tries to improve
the quality of its library service.

Digital Library is a popular terminology that has been around for more than a
decade. It refers to the use of Information and Communication Technology and
other services that provide a means of repositories of digital contents, including that
of electronic documents and other multimedia files [3, 4]. The documents might be
web pages, scanned legal documents, electronic books, or many other document
types [4].

With the availability of the ICT infrastructure and digital contents that support
the development of Digital Library, there is a question that the end of traditional
library might be in the very near future, replaced by Digital Library. Some
researches show that a physical library will stay for a very long period, as some
people still prefer printed format book compared to digital format [5]. Some
researches suggest that libraries should progress to hybrid library [5], a library that
still maintain printed resources and start to move towards digitalizing books and
collect electronic resources [8].

ICT introduces a lot of possibilities to improve the efficiency and effectiveness of
traditional as well as hybrid library types. It can be used to enhance some of their
main services, including book loans and returns. The availability of mobile tech-
nology should also allow them to use it to find the library collection that they need
to borrow even though when they are mobile.

This paper discusses of the development of an Android mobile apps to enhance
the user experience of borrowing book in a university library, especially at
Universitas Ciputra.
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61.2 Library

The definition of a library is a place where information resources, such as: books,
periodicals, magazines, and other materials—including videos and musical
recordings, are stored and available for people to borrow or use [6, 7]. A library
usually provides a number of rooms and facilities, including collection rooms,
reading rooms, audio-visual facilities, and many other facilities [7].

In the past few decades, we witness the emergence of ICT that shift of the library
services and functions. Many information previously only available in printed
format becoming accessible in electronic formats [8]. The original concept of
library are changed, books were switched by information whereas those information
are for dissemination not for preservation [8].

Libraries in this modern era should improve its facilities and functionality [8–10].
It should provide convenient and comfortable seating areas. The collection should be
organized in a way that is easily to be retrieved both the printed and non-printed
resources collection. It should start to digitalize its collections to allow computer to
process the information contained and allow for faster information searching. It
should also provide more services, both online and offline one, for examples: pro-
viding high-speed Internet terminals, a mobile app to allow the member to get
information and have a virtual tour of the collections. It should organize innovative
activities and learning programs in order to attract more people to come.

This paper discusses the development of a mobile application that could enhance
or improve the user experience on a traditional as well as hybrid type of university
library. The apps will allow them to browse collections, book or borrow books, pay
late returns penalty fees, and several other services.

61.3 Mobile Apps Development Technologies

There are a number of mobile platforms or operating systems available in the
market: IOS, Android, Windows Phone, Blackberry, and some others. Based on
May 2015 market survey result [11] shown on Table 61.1, Android leads in a very
significant number which is 78.0 %, compared to the 18.3 % of iOS which is the
closest rival. The number is declining from 81.2 % on previous year, it still very
strong for other competitors to catch up.

Table 61.1 Smartphone OS market share, Q1 2015

Period Android (%) Ios (%) Windows Phone (%) BlackBerry OS (%) Others (%)

Q1 2015 78.0 18.3 2.7 0.3 0.7

Q1 2014 81.2 15.2 2.5 0.5 0.7

Q1 2013 75.5 16.9 3.2 2.9 1.5

Q1 2012 59.2 22.9 2.0 6.3 9.5
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There are some technologies that support the development of mobile applica-
tions. There are many frameworks that support mobile apps developer to create
apps in an easier and faster way. The emerging cloud technologies also a major
technology that support the scalability of the backend feature.

Mobile apps usually need a backend application and database. For this purpose,
there are some frameworks available in the markets that support developers for a
faster development stage. Many of those frameworks are using PHP as basis the
scripting language, for examples: Laravel, CodeIgniter, Symphony, Yii, and many
more. Laravel is one of the most popular and widely used in the last couple of years
as seen on Fig. 61.1.

Laravel is an open-source framework developed by Taylor Otwell. Laravel
designed to facilitate the developers in their applications by providing features such as
security, RESTful routing, queue, unit test, schema builder, and many other features.
There are many advantages of using Laravel Framework, such as: a large community,
easy to understand documentation, supports PHP dependency by using the composer.

There are a number of plugin that works on top of Laravel to support this project
development, such as Iron.io and Laravel Dispatcher. Iron.io is a cloud-based
service IaaS (Infrastructure as a Service) that provides asynchronous message queue
and task. This service is useful to ease the job on the server that requires heavy
work, such as: large-scale email delivery, delivery notification, date checks, and
more. Dispatcher is useful for scheduling purposes that allow the application to run
artisan command without the need to create cron tab configuration manually.

Another technology required in typical mobile apps is notification. For this
purpose developers can use Google Cloud Messaging (GCM). GCM provide some
Application Program Interface (API) that provides the interface between the

Fig. 61.1 PHP frameworks market share [12]
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application and the server. The cloud-based messaging services can transmit data
from the server into the smartphone in real time. It handles the queue and delivery
to the target device.

To improve the application networking performance, there is an HTTP Library
called Volley. This library can help Android to perform efficiently and fast net-
working. There are many advantages of using a Volley: automatic scheduling,
simultaneous multiple networks request, network demand priorities and cancella-
tion, and the availability debugging and tracing tools.

61.4 Analysis and Design

The features provided in the system decided based on a study of 31 respondents of
the mobile information system prospective users. Additionally, a comparison to a
similar web based information system also conducted. Based on that study, the
main features that should be provided in the system are: user authentication, lending
system, late return penalties, notification system, loan history, collections, loan
extension, and delivery system.

The mobile library information system application consists of 2 different sys-
tems: the actual Android application and web based administration application.

Fig. 61.2 System design
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Figure 61.2 depicted the system architecture design where the Android apps will be
able to communicate with the server using the Internet connection. The server then
will be able to communicate with database server as well as to communicate with
Google Cloud Messaging service that will be able to send push notifications to the
Android device.

61.5 Results and Discussions

The application developed using variety of technologies previously mentioned.
Android was chosen as the target mobile platforms due to its popularity [11]. The
Android SDK was used as the basis for the Android mobile application develop-
ment, whereas PHP and Laravel frameworks as the basis for the server-side
scripting language and the administration application features respectively.
Additionally there are some other technologies used, including: Google Cloud
Messaging (GSM), Laravel Dispatcher, Iron.io, and Volley HTTP Library.

Figure 61.3 depicted some of the mobile application interfaces: the main inter-
face for user authentication (a), navigation drawer (b), book collection (c), and book
details (d). The interfaces were designed using the latest Flat UI theme found on the
latest Android versions.

Figure 61.4 shows the front page of administration applications upon successful
login attempt to the system. The administration dashboard was developed using
responsive web technology. The page also uses of flat color scheme to introduce the
modern look and feel.

Upon completion of the implementation stages, a system test was conducted
both on the mobile application on the client side as well as the administration
application. To test the Android application for the client side, a survey was carried
out to get feedback from prospective users. Another test was performed with the
university’s librarian for the administration application.

Fig. 61.3 Android mobile apps interface, left to right a, b, c and d
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The users agree that this mobile application helped them to use the university
library services remotely. They could find books, view loans list, book some books,
borrows books, as well as to extend the loans. The use of native mobile apps also
allows them to get notifications for some services.

The client side mobile application users agreed that the application was easily
understood and they did not find any difficulties on using it. While some parts of the
interface might need improvement in terms of usability, but in general the appli-
cation was simple enough to use. They also did not have any problems on finding
books from the collection, even though if there were more filter criteria provided the
feature might be more helpful. Borrowing books also easily performed while they
demand more information about book currently on loan.

The librarians test the administration system provided in the back-end side based
on the user scenarios. The scenarios including new user account registration, book
loans, lost item, late return fines, fines payment, and other scenarios. The staffs
found that the application user interface was easy to use, the button arrangement as
well as the naming were easy to understand. Book loans through the mobile phone
were considered as an innovative feature not previously available in any similar
applications. Book loan extension might needs more consideration to avoid mis-
used. Ultimately, the challenge to use the system is the integration of the system
with currently running system, the security features to ensure the data safety.

61.6 Conclusion

Information and Communication Technology can be used to enhance the user
experience of using traditional or hybrid library services through an Android mobile
application. The apps can be used to enable the user to check the book availability
as well as to borrow the book without having to go to the library. The collaboration

Fig. 61.4 Administration application interfaces
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with other services such as delivery service may also boost the user experience. The
developed application works according to the intended functionality, based on
features decided on the design and analysis stages. Android features such as noti-
fications on the mobile devices also added another functionality that is not found in
traditional web based information system. Future development of the system might
be needed, to allow the member to access other libraries using the same application.
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Chapter 62
Multi Level Filtering to Classify and Block
Undesirable Explicit Material in Website

Mohammad Iqbal, Hifshan Riesvicky, Hasma Rasjid
and Yulia Charli

Abstract The growth of Internet opens wide opportunities for content production
in various types of internet sites that provide information of various categories. For
students or kids, ease of access to the internet site have a positive impact to provide
days connectivity of user to the content that they needed for their study, but the
other side, it also cause a negative impact when they accessing sites that provide
undesirable explicit material such as pornographic content. During this time,
pornographic content can be easy inserted through the text or images in page of
internet sites. Therefore, we need a system that can filter information related to
pornography and can prevent users who are not old enough to access pornographic
content. To overcome this issue, we develop an online client-side filtering system
that allows the user to perform a domain filtering, URL filtering, keyword filtering,
and skin detection filtering. Also we proposed a hybrid skin color detection tech-
nique to overcome the failure of detecting skin when the images in close-up or
scene mode. This system consist of classification using n-gram tokenizer for text
and haar algorithm and skin chromaticity at HSV (Hue Saturation Value) and
Normalized RGB color spaces for images. The applications created using software
development tools such as flowchart and Unified Modelling Language (UML),
while for the programming language using PHP, CSS, Javascript and using MySQL
database.
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62.1 Introduction

Definition of pornography according to Merriam-Webster Dictionary [1] is the
depiction of erotic behavior (as in pictures or writing) intended to cause sexual
excitement, material (as books or a photograph) that depicts erotic behavior and is
intended to cause sexual excitement and the depiction of acts in a sensational
manner so as to arouse a quick intense emotional reaction (the pornography of
violence).

There is a large number of undesirable explicit material (Pornography) available
in the Internet. Pornography materials such as texts, images or any documents are
easy to access using any public search engine such as Google or Yahoo. Online
pornography’s have a wide effects on adults work and family lives, but even more
about its impact on children and teens. So, in this time, controlling access to the
Internet by means of filtering software has become a growth industry around the
world [2]. The formulation of the problem to be pointed as the research material
consists of several questions as follows:

1. How to design and implement a pornographic content websites classification by
applying tokenization method, filtering method, face detection and skin
detection?

2. Is the N-gram algorithm, haar algorithm and skin chromaticity detection can be
arranged and used to support the classification process pornographic content
websites such as texts and images?

62.2 Research Method

The main contributions of our work are as follows:

1. Design and implementation of a pornographic content recognition system which
achieves and provides information of classification pornographic content web-
sites to the user with clear information.

2. Block a user who is not old enough to access pornographic websites that will be
addressed.

The research method used in this study are:

1. Descriptive analysis of previous research publications. This method is imple-
mented by analyzing the results of previous research publications, in order to
integrate these findings and get a clear explicit material patterns in website and
how to filtering it. We use a descriptive analysis to determine the characteristics
of a variety of research consisting of:
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(a) Conventional or mechanical filtering aspects: Process building two lists of
either URLs or IP addresses, first list is called blacklist which consists of
forbidden web sites to access, and Whitelist is made up for allowed websites.
When a new request come to access a new web page, the analysis is made by
the matching the result.

(b) Text-based filtering aspect: Generally, it works on sensitive texts which
consists of specific words or phrases related to pornographic terms such as
“adult” or “sex”. Then, we try to extract keywords from texts using many
classification methods.

(c) Image-based filtering aspect: In this step, we study the image processing and
pattern recognition fields [3] to find a novel way to filter images with
pornographic sensitive in web pages.

2. Design of the prototype system, includes: Design of web application using
design tools flowchart and Unified Modelling Language (UML) tools, while for
the programming language using PHP, CSS, Javascript and using MySQL
database, and doing a black box testing.

62.3 Descriptive of Data Mining and Image Registration
Technique

62.3.1 N-Gram Algorithm

There are wide varieties of texts classification or any other further processing
techniques. One of them is an N-Gram extraction that include intermediate step in
the process of classification or clustering. In the previous research, N-Grams can be
a lightweight method, instead of using grammatical phases alike Non Polynomial
(NP) in indexing the texts, or even can improve Named Entity Recognition
(NER) [4]. N-Gram methods are general, there are two type of N-Grams: Character
N-Grams (word substrings), usually used in language identification, and word/token
N-Grams (sequences of words/tokens), used in many text classification/clustering
tasks. In this research, we use N-Gram Tokenizer. The “N” is can unigram, bigrams
or trigrams for some applications, but we try the max size for a particular task. The
number N-grams sequences is related to the performance accuracy and efficiency.
Regarding to the performance, the size “N” of the N-Grams depend on the whole
classification/clustering task. Regarding to the efficiency, the big size “N” can cause
slow system (for finding the N-Grams and for using them).

N-Grams can reduce input data size. Clustering and classification of the
N-Grams is in the next step. In this situation, N-Gram method can be faster than
Named Entity Extraction, since NER requires training on NLP extracted Noun
Phrases of interest. The use of N-Gram techniques to perform URL filtering,
domain filtering, and keyword filtering related to the pornographic content can be
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seen in the following illustration. N-grams are pieces of n characters in a given
string or piece of n words in a given sentence. For example, the word “teknik”
n-grams will be obtained as shown in Table 62.1.

Blank character “_” is used to represent space in front and at the end of the word
and for the word-based n-gram example is as follows. Sentence: “N-gram adalah
potongan n karakter dalam suatu string tertentu”. It can be seen in Tables 62.1 and
62.2.

The next step after pre-processing of the documents in the training set, is
learning it documents. Step-by-step of learning is carried out as follows:

1. The obtained features (token) are transformed into the form of n-grams with
n = 2, 3, and 4.

2. Enter each obtained n-gram in the hash table as a counter to count the frequency
of n-grams in the document. The hash table using conventional duplication
handling mechanism ensure that every n-gram has its counters respectively.

3. When appears n-gram “TE” again, then the frequency (counter) “TE” plus 1, no
longer add a new row in the hash table. So that duplication can be avoided.

4. Once everything is calculated, remove all n-grams and the amount appearance.
5. Sort N-Gram in reverse order based on the number of occurrence.

The end result of the above process is the N-gram frequency profile of the
document (for each category in the training set). For testing this result, we can
measure a distance profile with the profile category of the documents that will be
known category [5].

Table 62.2 Sample cutting N-gram-based on words

Name N-gram Words

Uni-gram n-gram, adalah, potongan, n, karakter, dalam, suatu, sring, tertentu

Bi-gram n-gram adalah, adalah potongan, potongan n, n karakter, karakter dalam, dalam
suatu, suatu string, string tertentu

Tri-gram n-gram adalah potongan, adalah potongan n, potongan n karakter, n karakter
dalam, karakter dalam suatu, dalam suatu string, suatu string tertentu

etc…

Table 62.1 Example cutting N-gram-based on character

Name N-gram Character

Uni-gram T, E, K, N, I, K

Bi-gram _T, TE, EK, KN, NI, IK, K_

Tri-gram _TE, TEK, EKN, KNI, NIK, IK_, K_ _

Quad-gram _TEK, TEKN, EKNI, KNIK, NIK_, IK_ _, K_ _ _

etc…
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62.3.2 Weighting Using tf-idf

Term Frequency (t f ) factor is a factor to determine the weight of a term in a
document based on the amount it appears in the document. A number of occur-
rences of a word (term frequency) assigning to weighting to the word. Greater
occurrences number of a term (high t f ) in the document have a meaning of greater
document weight or it will provide greater suitability values.

Inverse Document Frequency (id f ) factor is the reduction of the dominate term
which often appear in various documents. This factor is necessary because the terms
that have appeared in various area of documents can be considered as a common
term, and can be specified as un-important value. Instead, the factors rarely appear
of word (scarcity) in a collection of documents should be considered in assigning
weights [6, 7].

The tf-idf method is a term weighting method that is widely used as a method of
comparison to the new weighting method. In this method, the calculation of the
weight of term t in a document is done by multiplying the value of the term
frequency with inverse document frequency. On the term Frequency (t f ), there are
several types of formulas that can be used which are:

1. Binary tf, checking whether a word exists or not in the document. If it is found,
it will be rated with one, if not, it is given a zero value.

2. Raw tf, tf value is given by the number of occurrences of word in a document.
For instance, if a word appears five times then the word will be rated five.

3. Logarithmic tf, this formula is used to avoid the dominance of documents that
contain little word in the query, but has a high frequency.

tf ¼ 1þ log tfð Þ ð62:1Þ

4. Normalization tf, using a comparison between the frequencies of a word with
the total number of words in the document.

tf ¼ 0:5þ 0:5 x tf =max tf ð62:2Þ
Inverse Document Frequency (idf) is calculated using equation:

idfj ¼ log D=dfj
� � ð62:3Þ

where:

D is the sum of all the documents in the collection
dfj is the number of documents that contain term tj

In the research [6], the equation to be used for the calculation of term frequency
(tf ) is raw tf. Thus the general formula for the tf-idf is the incorporation of raw
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calculation formula tf-idf formula (Eq. 62.3) by multiplying the value of term
frequency (t f ) with inverse document frequency (id f ):

wij ¼tfij � idfj
wij ¼tfij � log D=idfj

� � ð62:4Þ

where:

wij is term weight tj against document di
tfij is sum of term tj in the document di
D is sum of all documents in the database
dfj is sum of documents is containing term tj (at least one word that is term tj).

62.3.3 Skin Detection

Skin detection technique perform by assuming skin color in certain range of values
in some coordinates of a color space. This algorithm develops a skin color model that
have a low false positive rate and high detection rate. It is mean, the skin detection
algorithm can minimize the amount of non-skin pixels classified as skin, while detect
most skin pixels. In the previous research in computer vision field, several studies
have been made to detect the behavior of skin chromaticity at different color spaces
such as RGB Color Space [8], the HSV (Hue Saturation Value) color Space, YUV
and Normalized RGB Color Space, [9–11]. The research of [12], by using combi-
nation of YUV and YIQ color spaces, the results are more robust than other color
spaces. The Duan et al. method fails to detect skin, when the background of image
contains similar pixels to human skin pixels (20 ≤ intensity ≤ 90) and it is not belong
to the skin region. This drawbacks can be solved by Girgis et al. [13] using the
saturation parameter. Research with another approach was found by using wavelet
transform to initial processing and image sharpening result to detect a pornographic
image recognition on the content of the information [14]. The success rate of
pornographic image recognition using wavelet transform is 67.02 %.

In this research, we implement the simplest algorithms for detecting and
extracting skin regions from images, with additional step to perform face detection
in 3 region of deep (near to camera, medium and far away to camera). After face
detection process using Haar detect object function, the next process is finding
coordinates of the face object. Afterward, the system create X1 and Y1 variables
that contain the value of the X and Y rectangle positions. The system also create X2
variable that contains the sum of X1 variable with the width of the rectangle, and
also create Y2 variable that contains the sum of X1 variable with the height of the
rectangle. These variables can be used as a reference to know the images in a
close-up mode or in a scene mode. When the images known as scene modes, then
we can run skin detection algorithm.
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The algorithm of this technique can be described as follows:

1. Extract Images found in the website homepage.
2. Execute the Haar-like to detect a face [15].
3. Execute the Skin Detection Algorithm: Locate skin regions based on the

detected skin pixels based on Girgis at 2002 [13].
4. Analyze the skin regions for clues of Pornography Decision as follows:

a. If skin color pixels are between 5 and 20 % it indicates a human being is
most probably in the image.

b. If the percentage of skin pixels are between 20 and 25 %, it indicates more
than likely Pornography image.

c. If the percentage of skin pixels are more than 25 %, it indicates a
Pornography image.

62.4 Design of Prototype System

Flowchart in Fig. 62.1 illustrates the flow of the application process for website
classification. The interface design is distinguished because there is a difference in
function between user groups and admin group (illustration can be seen in
Fig. 62.2). There are some activities that exist in the program flow:

Fig. 62.1 Application program flowchart
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1. Embed URL, is the process of entering the URL of the website that will check
the results of the classification.

2. Crawling URL, is the process of making the entire URL of the website in
questions.

3. Analyze URL, is the process of analysis of all URLs obtained from the process
of crawling URLs.

4. Check Domain Name, is the process of checking the domain name in the URL
of the website that will be matched with the domain Table.

5. URL Segmentation, is a segmentation process between the domain name,
document path and document name are distinguished by a slash (/).

6. URL Tokenization, is the process of transforming into a piece of word seg-
mentation result.

7. URL Filtering, is the process of removing all that is not associated with words
such as removing the top level domain (.co.id, .web.id, .com, .net, etc.), remove
the special characters (:, /, ., -, etc.) and remove common words (www, http or
https, .html, etc.).

8. N-gram algorithm, is the cutting process of letter word that starts from 3 to 8
letters and the results will be displayed in the output.

9. Forward URL links, is the process of reading out the URL of the website. If
there is a forward link, then the process is done the same as the process of
checking the website URL in the input and results will be displayed in the
output.

10. Text Mining, is the process of checking the word-based content from the
website URL in the input and the results will be displayed in the output.

11. Haar algorithm, is the process of reading face detection and the skin detection
of an existing image on the website URL in the input.

12. The classification process will be completed if there are no word, text and
images processed. The end result will show that the website URL in the input
will come in the type of classification.

Fig. 62.2 Use case diagram for admin (left) and Use case diagram for general user (right)
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Designing a database on a web application consists of a database that is
db_cindex. There are 8 kinds of tables consisting of table_index, table_cat_index,
table_keywords, table_url, table_url_status, table_meta, table_http_code and
table_user.

62.5 Implementation and Evaluation

All modules in the website classification pornographic content on the user and
admin group have been through the process of testing. Functional testing will be
explained as follows:

1. Testing User Interface Admin and General User Login/logout Form, Search
Words Result Page and home Page.

2. Testing Admin interface: Meta Tag and URL Website Result Process, text
Content Result Process, Image Content Result Process and Meta Tag, URL
Website, Text and Image Comparison Result Process.

First testing is to answer how to display the correct results of the tokenization
and filtering process from the URL website in the input. The results are displayed in
the form of a table containing the words and the weight of each word. Weights will
be used to add up the whole word. The stages of process of analysis pornography
sites is illustrated in Fig. 62.3.

The search using the N-gram performed up to the value of N = 5 by considering
the time needed to completed the search. When there is no more words or images
processed, the classification results will be incorporated into the domain table, the
table and the category table as a reference search keywords in the future.

To detect the skin, we add before face detection step to determine the presence in
the region where the person is based on the z-axis by a large fraction of the
rectangle marker face (Fig. 62.4).

Fig. 62.3 N-gram
segmentation (top-left),
forward link (top-right) and
text mining of pornography
website N-gram result page
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62.6 Conclusion

This paper presents an online client-side filtering application that allows the user to
perform multi level combination of pornographic filtering techniques such as
domain and URL filtering, keyword filtering and skin detection filtering. We
implement some established skin detection techniques for color images and com-
bine it with haar-like features for face detection as reference to find skin area, as
well as markers of the object in the image in the mode close up/macro or in the
scene modes. The experimental results show that our proposed filtering system is
working as planned. For future research, this system can be developed to discover
text content more details into internal links that exist in a website, because in this
study, keyword search performed on the first level of a website only (in homepage).
Moreover, it is still possible to improve run time efficiency in face recognition and
skin detection using other algorithms.
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Chapter 63
Query Rewriting and Corpus of Semantic
Similarity as Encryption Method
for Documents in Indonesian Language

Detty Purnamasari, Rini Arianty, Diana Tri Susetianingtias
and Reni Diah Kusumawati

Abstract Encryption and decryption can be used to the security of data or
important documents. Many methods have been developed to perform encryption
and decryption. In this article, the research is conducted to develop a corpus of
semantic similarity in Indonesian, and query rewriting technique that is used as one
method of encryption and decryption. Corpus of semantic similarity is used to find a
new query that will form a new document encryption, and the technique that is
developed in this study is to secure documents in Indonesian. Encrypted document
is using query rewriting techniques and corpus of semantic similarity, it will be a
document with a good sentence structure, so it looks like the original document and
is not expected to attract the attention of hackers. The categorization of documents
was also performed on the stage of the encryption.

Keywords Corpus � Document � Encription � Security � Semantic similarity �
Query rewriting

63.1 Introduction

Delivery of data or documents in text form is becoming increasingly easy without
knowing the distance and time, since technology and science have been developing.
E-mail was one of example from the technology that give the easy way to send an
important document.

Advances in technology of internet is accompanied also by the crimes com-
mitted by this technology, as it is known among them is the term hacker. Hacker is
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someone who goes into a computer system without permission and usually over a
network/internet to commit crimes such as identity theft, and theft of intellectual
property [1].

One way that can be used to secure the data/documents from hackers is to
encrypt a document. Encryption is the process of securing the information to make
that information cannot be read without the aid of special knowledge, while
Decryption is the reverse of encryption is the process of converting encrypted data
that has been returned to the original data, so it can be read or understood back.
Two keys are used, namely: the public key used for encryption and private key used
for decryption [4].

A study on the security of file transmissions using the RSA algorithm has been
modified with a public key of an asymmetric method [5]. Text watermarking which
combines images and text to encrypt documents can also be done to maintain the
security of data as it is done by Jaseena et al. [6].

In this article the query rewriting techniques are developed by using a corpus of
semantic similarity in Indonesian language. This technique is used as a method of
encryption and decryption of the document in Indonesian language.

Query rewriting is the stage of the information search process in which the initial
query statement users enhanced by adding the term [9].

Query rewriting is used as a technique to perform encryption and decryption
assisted with the corpus of semantic similarity in Indonesian language, and in this
article also described the steps being taken to build the corpus.

Semantics Similarity is a method to perform a search equivalence meaning of
concepts/words. Semantics Similarity provides rules for interpreting the syntax that
does not give meaning directly but limits the possible interpretations of what is
stated [3].

Encryption method using query rewriting technique provides results in the form
of encrypted document was still good, so it is not known that in fact the document
has been encrypted.

63.2 Research Methods

63.2.1 Stage for Developing of Corpus Semantic Similarity

Corpus is a collection of words that arranged systematically. Research on the corpus
by using semantic similarity ever undertaken, and this corpus in English [7].

In this research, the corpus of semantic similarity is the corpus that contain the
words in Indonesian and contain the value of its semantic similarity. Measurement
of semantic similarity between two words is done by using the method of Jiang and
Conrath, since the calculation of semantic similarity with Jiang and Conrath
(JNC) showed the best results [2, 10].
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Figure 63.1 is general stages to develop of the corpus of semantic similarity in
Indonesian.

General stages to develop of the corpus in this research as shown in Fig. 63.1
are:

1. Collection of words in Indonesian by using Indonesian thesaurus dictionary
official printed by Eko Endarmoko and published 2006 by Gramedia Pustaka
Utama (GPU). In this step, it is grouped based on similar meaning words.

2. Based on the words collected in step 1, then the value of semantic similarity is
looked for using the method of Jiang and Conrath.

3. Input the words and the value of semantic similarity to the corpus.

The corpus be equipped with the value of semantic similarity, because this value
will be used at the time of the query rewriting to perform encryption and decryption
of the document in Indonesian language.

63.2.2 Query Rewriting as Encryption Method

Query rewriting in this article for the encryption method is as follows:

1. Reading of the text/document.
2. Determinate category for theme/content of the document based on the number of

words contained in the document.
3. Separate the sentence in paragraph.
4. Separate the sentence structure.
5. Create a public key by look from the category that has been done in step 2 and

look at the value of semantic similarity in the corpus.

Fig. 63.1 Stages to
developing of corpus
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6. Rewrite a new query into a new document which is the result of encryption. This
document already contains a new query based on a formula obtained in step 6.

7. Create a private key to restore the encrypted document into the original
document.

Document does not only contain one sentence, but more than one sentence.
Therefore, step 2 takes categorization for theme/content of the document. This is
done, in order to document the results of encryption consists of sentences that
compose a new document that is encrypted to keep in touch between sentences.

Categorization in step 2 of this research was created by counting the number of
words that appear in most documents.

Separation sentence in step 3 is conducted by the following method [8]:

1. Position to read the document starts from the beginning of the document
character.

2. If punctuation characters beside the point (“.”) is found, then the character will
be deleted, and if reading documents find the character dot (“.”) or a question
mark (?) Or an exclamation mark (!), then separate sentences of position initial
reading of the document until the character point/question mark/exclamation
points are found and saved to a temporary database.

3. After separating the sentence, then move the starting position and read docu-
ments on the initial character of the next sentence.

4. Back to step (2) and step (3) and continue this separation sentence, until the end
of the document or until characters in the document are no longer found.

Separation of sentence structure in step 4 of this research is done by determining
word as the subject, predicate, object, preposition, and adverb.

Text documents is a series of paragraphs that consists of many sentences. The
sentence itself is a series of words that can express their ideas, thoughts, or feelings.
The sentence is the smallest unit of language that expresses a complete thought,
either by writing or verbally. In the sentence should have at least the ‘Subjek/S’
(subject) and a ‘pedikat/P’ (predicate). If it does not have a subject and a predicate,
it is not called the sentence but called phrases. Elements of sentences in Indonesian
is the ‘Subjek/S’ (subject), ‘Predikat/P’ (predicate), ‘Objek/O’ (Object), and
‘Keterangan/K’ (adverb) [8].

Elements of the sentence has been known, so that the preprocessing created
database containing (i) prepositions, (ii) subject, (iii) object, and (iv) adverb, and
(v) predicate

A public key to change the original document into a document that has been
encrypted by looking at the categories, and refers to the value of semantic similarity
in Indonesian corpus.

A public key can be created by the user to determine the value of semantic
similarity that will be used based on the desired level of closeness meaning. Once
the desired value has been determined, then the query rewriting as a result of the
encryption is done.
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Documents that have been encrypted can be returned into the original document
(the decryption process) by creating the complement from a public key.

63.3 Results and Disscussion

63.3.1 Corpus of Semantic Similarity

Creating corpus of semantic similarity is done by studying the Indonesian language
syntax and semantics in Indonesian. The value of semantic similarity is done with
reference to the thesaurus dictionary that has been officially published, and based on
the dictionary.

For the examples of words that will be included in corpus is the word ‘politik’
(politics). Based on the thesaurus dictionary, the word ‘politik’ (politics) have the
same meaning with three words, namely:

1. Word ‘Garis haluan’ (outline)
2. Word ‘Kebijakan’ (wisdom)
3. Word ‘Strategi’ (strategy)

Then calculating the value of semantic similarity by using the method of Jiang &
Congrath and WordNet similarity [11], which is conducted between 2 words found
in the dictionary thesaurus (presented in Table 63.1).

After the value of semantic similarity is found, then the words and the value is
stored into the corpus.

The categories in step 2 is used in the encryption methods to produce a docu-
ment that contains the encryption result interconnected constituent sentences.

The categories are also set in advance as preprocessing of this research.
Documents can be categorized for example:

1. categorized ‘politik’ (politics)
2. categorized ‘teknologi informasi’ (information technology)
3. categorized ‘ekonomi’ (economics)

Table 63.1 Example for the
value of word semantic
similarity

No Word 1 Word 2 Value

1 ‘Politik’
(politics)

‘GarisHaluan’
(outline)

0.066

2 ‘Politik’
(politics)

‘Kebijakan’ (wisdom) 0.077

3 ‘Politik’
(politics)

‘Strategi’ (strategy) 0.087
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63.3.2 Encryption and Decryption

In the encryption process, paragraphs of a document is separated between the
sentence. The following is an example of a sentence in Indonesian:

Alat untuk e-counting dapat disimpan di kantor desa.
(Tools for e-counting can be stored in the village office)

The example above is a sentence that will be separated by the word, and 8 words
are found. Each word will be checked into a database that has been prepared in
preprocessing to determine its position in the sentence structure, whether as a
subject, predicate, object, adverb, preposition. The words are:

(1) “Alat” (tools) as a ‘subjek’ (subject), (2) “Untuk” (for) as a ‘kata depan’
(preposition), (3) “E-counting” as a ‘keterangan’ (adverb), (4) “Dapat” (can be) as a
‘keterangan’ (adverb), (5) “Disimpan” (stored) as a ‘predikat’ (predicate), (6) “Di”
(in) as a ‘kata depan’ (preposition), (7) “Kantor” (office) as a ‘keterangan’ (adverb),
(8) “Desa” (village) as a ‘keterangan’ (adverb).

Once it is separated by the structure of the sentence, look for a new query from
the word of the original document by using a corpus of semantic similarity. Steps to
find a new query that will be used to prepare encrypted documents are as follows:

1. Define categories of documents as a result of encrypted document.
2. Determine the value of semantic similarity by user to be encrypted document.
3. The new query is obtained by the value of the semantic similarity.
4. New Query will be rewriting into a new sentence in accordance with the order of

appearance of the word in a sentence.

Encrypted documents will be back to an original document (the decryption
process) by reversing (create complement) of semantic similarity values from the
public key.

63.4 Conclusions

Developing the corpus of semantic similarity in Indonesian is done by looking at
the Indonesian thesaurus dictionary that has been published officially and the value
of semantic similarity obtained using the method of Jiang and Conrath.

Query rewriting is a technique that used to create a new document from the new
query by using a corpus of semantic similarity. Methods of encryption and
decryption by using this technique remains to form a document into a series of
words/phrases to be a good structure.

Further research can be done by designing a method to enrich the corpus of
semantic similarity, and developing methods to separate Indonesian complex sen-
tence structure. Implementation of the query rewriting techniques as the method of
encryption and decryption is also can be done to continue this research.

570 D. Purnamasari et al.



Acknowledgments This work is partially supported by Gunadarma University, and Study Center
of Information System Technology at Gunadarma University Jakarta Indonesia.

References

1. Ashoor, A.S., Gore, S.: What is the difference between Hackers and Intruders. Int. J. Sci. Eng.
Res. 2(7), 1–3 (2011)

2. Budanitsky, A., Hirst, G.: Evaluating wordnet-based measures of lexical semantic relatedness.
J. Comput. Linguist. 32, 13–47 (2006)

3. Euzenat, J.: Towards a Principled Approach to Semantic Interoperability. INRIA
Rhône-Alpes, Montbonnot Saint-Martin (France) (2001)

4. Goyal, S.: A survey on the application of cryptography. Int. J. Sci. Technol. 1, 3 (2012)
5. Jamgekar, R.S., Joshi, G.S.: File encryption and decryption using secure RSA. Int. J. Emerg.

Sci. Eng. 1, 4 (2013)
6. Jaseena, K.U., John, A.: Text watermarking using combined image and text for authentication

and protection. Int. J. Comput. Appl. 20, 4 (2011)
7. Mihalcea, R., Corley, C., Strapparava, C.: Corpus-based and knowledge-based measures of

text semantic similarity. In: Proceedings of the 21st National Conference on Artificial
Intelligence, vol. 1, pp. 775–780 (2006)

8. Purnamasari, D., Wicaksana, I.W.S., Anissa, L.R., Anneke, A.P.S., Gustin, H.: Penerapan
Semantic Similarity pada Kriptografi Suatu Dokumen Teksdalam Bahasa Indonesia. In:
Proceeding Seminar Nasional Kommit (2014)

9. Shiri, A., Revie, C.: Query expansion behavior within a thesaurus-enhanced search
environment: a user-centered evaluation. J. Am. Soc. Inf. Sci. Technol. 57, 4 (2006)

10. Sridhara, G., Hill, E., Pollock, L., Vijay, S.K.: Identifying word relations in software: a
comparative study of semantic similarity tools. In: Proceedings of the 16th IEEE International
Conference on Program Comprehension, pp. 123–132 (2008)

11. Wordnet Similarity: http://marimba.d.umn.edu/cgi-bin/similarity/similarity.cgi. Accessed 01
Apr 2015

63 Query Rewriting and Corpus of Semantic Similarity … 571

http://marimba.d.umn.edu/cgi-bin/similarity/similarity.cgi


Chapter 64
Securing Client-Server Application Design
for Information System Inventory

Ibnu Gunawan, Djoni Haryadi Setiabudi, Agustinus Noertjahyana
and Yongky Hermawan

Abstract This paper will discuss how to design a client server application for the
building supply store located at 3 different locations along with the networking
system design as well as how to secure it. Santoso Building Stores is a company
engaged in the sale of construction materials. The current system for the inventory
in the store is still done manually, making frequent errors in the data and the
resulting delay in presenting information. Based on these problems, the company
needed a system to record the inventory through purchase and sale transactions, so
that the report can be presented quickly. In order to meet these needs, it developed
an application to support the activities of the company so that all inventory record
scan be performed quickly and report scan also be presented in real time.
Applications are developed using Microsoft Visual Basic 2010 and SQL Server
2008 R2 includes SQL Encryption feature. The experiments results showed that the
application was able to meet the needs of the company, inventory system that is
accurate, fast and safe.

Keywords Client-server � Encryption � Inventory � SQL server � Visual basic

64.1 Introduction

The company carries out business activities by recording the sales process, pur-
chasing, etc. manually. The company carries out recording by using paper. Activity
recording the purchase and sale transaction has experienced an error. Staff often
makes mistakes in the calculation process, causing the company losses. In the sales
process, the staff simply records the transaction in a note. When it goes on sale in
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small quantities and the customer does not ask for a receipt, the staff did not report
these sales transactions.

In the process of purchase, owners often order goods that are still in stock. This
happens because the inventory can’t be calculated precisely. When the ordered
items arrive, the owner did not record the details of goods coming and when the due
payment of goods. This causes frequent delays in the payment process.

In the process of inventory of goods also take a long time, because it does not
have data on the number of stock. The company is still conducting an inventory
manually so it takes a long time to complete. Owner of the company had plans to
open branches in different locations. Certainly each branch must have accurate
information about inventory, either from a warehouse or center. Given these
problems, it is suitable for the company to use Client-server platform as similar as a
system built by Kumar [1].

The server will be placed at the head office and branches can access directly via
the connected network. The process is the server receives a client request and will
respond with the right result. In the client-server system design has not forgotten
aspects of data security. While sending data from the server to the client, the data
must first be encrypted so it can’t be read by unauthorized parties [2]. Applications
developed will help the staff to keep records of all sales and purchases, as well as
perform automatic inventory adjustment, so that errors in the calculation of stock
can be minimized. Reports can also be directly presented to owner and accurately.

64.2 Client Server System

Client/server system usually runs at least two different computer systems. One
computer acts as a client and the other as the server. But the client and server can
reside on a single computer system. A server usually serves multiple client com-
puter. Although there may be also that only serve one client only. This server
functions normally performed by a file server, except when maximum performance
is required it is used a special server that the client is usually in the form of a
desktop computer that is connected to the network.

If the user wants to retrieve or store information, part of the client application
will issue a demand that would send (usually over a network) to the server. The
server then run the query and sends the information back to the client. A database
cannot replace the client/server system, although the system is a client/server often
use the database server to perform the activity. Applications designed to use
Microsoft Access, Microsoft FoxPro, Paradox, or other database program is not a
client/server system (even if the database is in network server). All are examples of
network database application because all processing is done by the client [3].
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64.3 Encryption in SQL Server 2008

Encryption demands have increased over the past few years. For instance, there has
been a demand for the ability to store encryption keys “off-the-box” physically
separate from the database and the data it contains. Also there is a recognized
requirement for legacy databases and applications to take advantage of encryption
without changing the existing code base. To address these needs SQL Server 2008
adds the following features to its encryption arsenal:

• Transparent Data Encryption (TDE): Allows you to encrypt an entire database,
including log files and tempdb database, in such way that it it transparent to
client application.

• Extensible Key Management (EKM): Allows you to store and manage your
encryption keys on an external device known as a hardware security module
(HSM).

• Cryptographic random number generation functionality.
• Additional cryptography— related catalog views and dynamic management

views.
• SQL Language extensions to support the new encryption functionality.

SQL Server 2008 represents the most advanced SQL Server encryption capa-
bility to date, and you can leverage even more encryption functionality using other
tools. For example, you can encrypt an entire hard drive with SQL Server database
on it via Windows BitLocker technology. You can also use SSL to encrypt your
SQL Server communication, protecting your data in transit [4]. We can see the
architecture of SQL server 2008 encryption in Fig. 64.1

64.4 System Analysis

This section will discuss one business process to be analyzed as purchase returns.
Purchase returns process happened when the goods are received in damaged con-
dition or disability. If the goods are defective or damaged, it can be returns back. If
the goods are damaged, then also the number of items in the original sales notes and
it’s duplicate copies will be reduced, according to the quantity of goods with
damaged or defective condition. The store owner could only exchange goods with
the same type and size. Document flowchart purchase returns process can be seen in
Fig. 64.2.
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Fig. 64.1 SQL server 2008 encryption architecture
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Fig. 64.2 Purchase return process
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64.5 System Design

As we stated earlier in this paper, we will make a client server application for the
building supply store located at 3 different locations along with the networking
system design as well as how to secure it. Firstly, we designed a context diagram to
show the whole process of the system. Context diagram on the buyer’s side
describes the process of purchasing data and payment, as well as the purchase
invoice and payment. The supplier side shows purchasing data and payment pro-
cess, order, and data charges for purchases and payments. The last side is owner
who can look at reports such as purchasing reports, sales reports, report card stock
and income statement. The context diagram is presented in Fig. 64.3.

Secondly, we attempt to encrypt the feature for SQL Server 2008 encryption by
using the symmetric keys. For example, we create the sales.customer table using
this syntax as in Fig. 64.4. Finally, we encrypt the data as in Fig. 64.5 and while it is
on the client, we can see the syntax for decrypting the data. It can be seen in
Fig. 64.6.

64.6 System Testing

In this paper, we present one of many screens since the program was built in
Indonesian language. One of them is a program user interface of sale screen that we
can see in Fig. 64.7.

buyer
Owner

Order data

Supplier data

Purchase order

Income Statement

Sales report

Stock report

Purchases and 

bill statement

Purchases and bill data

Purchase and payment data

Bill Purchase and payment 

data

Fig. 64.3 Context diagram
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Fig. 64.4 Creating
sales.customer table

Fig. 64.5 Encrypting the data
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64.7 Conclusion

Based on the results and system test, we conclude as follows:

• Store 2 as the branch can connect to the database server is like being in one
central store network.

• The application can generate reports so as to facilitate the user for getting the
needed information, such as reports purchasing, sales, inventory and others.

Fig. 64.6 Decrypting the data

Fig. 64.7 Sales program screen
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Chapter 65
Analyzing Humanitarian Logistic
Coordination for Disaster Relief
in Indonesia

Tanti Octavia, I. Gede Agus Widyadana and Herry Christian Palit

Abstract Humanitarian logistics have been given an attention in recent years since
logistic is one of important factors in effective disaster response and disaster relief.
There are few researches on humanitarian logistic in Indonesia. In this paper, we
aim to map and analyze humanitarian logistic in Indonesia. Therefore, deep inter-
view method has been done to interview some institutions in humanitarian logistic
system. We analyze the coordination of humanitarian logistic system using RASIC
method. The finding of the deep interview reveals the private sector actively par-
ticipates in disaster relief. In particular, it is also found the private sector actively
participates in disaster relief but they do not collaborate with BNPB. It can be
concluded the private sectors are able to take on the role in Indonesia humanitarian
logistic system under supervision of BNPB. We finally proposed the RASIC model
involving the private sector for Indonesia humanitarian logistic.

Keywords Humanitarian logistic � RASIC � Indonesia

65.1 Introduction

Humanitarian relief environments engage many organizations such as government,
local and regional relief organizations, military, and private companies. Each
organization has different interest, mandates capacity and logistics [1]. Logistic is
one of important part in humanitarian relief, so it is important to make it efficient
and effective. Therefore, some researches focus on humanitarian logistic. Liberatore
et al. [3] tried to make a model for distributing emergency goods to population
affected by disaster. They applied the model in Haiti earthquake case in 2010 and
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concluded that coordinating recovery and distribution operations are important.
Ozdamar and Ertem [4] showed that information technology should be integrated in
humanitarian logistic to make humanitarian logistic more effective. They got the
conclusion by applying survey.

According data from Badan Nasional Penanggulangan Bencana Indonesia
(BNPB), number of disasters in Indonesia in 2015 until June are 1116 events where
dominant in flood (32.1 %), landslide (33.2 %) and waterspout (28.5 %). Due to the
disaster frequency, Indonesia needs an efficient and effective humanitarian logistics.
However there are few researches on humanitarian logistic in Indonesia. In this
research humanitarian logistic in Indonesia is evaluated, and improved by engaging
private companies.

65.2 Research Method

In this research, functions of each organization in humanitarian logistics in
Indonesia are evaluated using RASIC scheme that is developed by Kaynak and
Tuger [2]. RASIC is a tool to set roles of every organization. The benefits of RASIC
are developing a clear relation between activities and resources, defining clear
responsibility for every resource, and giving suggestion for communication plan-
ning. RASIC is an acronym which stands for Responsible, Approves, Support,
Informed, and Consulted. Responsible is related to the organization that is ulti-
mately responsible for completing the activity. Approves is related to the organi-
zation that has responsibility and authority to take an action. The organization that
provides resources or can help responsible organization is defined as supported.
Informed is defined as an organization that has to know result of implementation to
the activities. Consulted is defined as an organization that contributes the imple-
mentation suggestions for making it smoothly.

Data are conducted by interviewing Badan Penanggulangan Bencana Daerah
Jawa Timur (BPBD), Indonesian Red Cross (IRC) East Java branch, public health
office, public social office and survey through email with a logistics company which
is DHL international.

65.3 Result

RASIC chart is used for showing the role of each organization in Indonesia
humanitarian logistic. The organization includes government, social and private
institution. Government institution in humanitarian logistics is Badan Nasional
Penanggulangan Bencana Daerah (BPBD), public social office and public health
office. BPBD is a non-department government institution, which has planning and
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operational function in disaster management, and emergency. BNPB was formed
according to Indonesian law in year 2007 number 24. Scope of BNPB includes
pre-disaster, disaster response and post disaster. BPBD is part of BNPB that has
smaller scope which is in provinces or towns. Public health office has a unit to
handle health aspects of disaster management. The unit is called Pusat
Penanggulanggan Krisis Kesehatan (PPKK Kemkes). The unit has the responsi-
bility for providing medicines and medical personnel for disaster response phase.
Public social office has responsibility on preparing, giving technical guidance, and
supervising the implementation the preparedness’ activity, mitigation, response and
rehabilitation for natural disaster victims. The Indonesia Red Cross (IRC) has
responsibility to prepare temporary distribution points based on the input of local
government and assessment. The Indonesia Red Cross works on preparedness,
response and rehabilitation phases.

RASIC chart shows the role of every organization in every activity today. We
seek to analyze the role of each institution in each activity. Recent RASIC chart is
shown in Fig. 65.1.

Where:

R : Responsible
A : Approved
S : Supported
I : Informed
C : Consulted

No Job

Institution 

BPBD IRC
Public
Social
Office

Health Social 
Office

Preparedness 
1 Community training RA RA RA RA
2 Information sharing and coordination RA I I I
3 Collaboration with private sector RA I I I
4 Provide funding RA S R R
5 Develop relief standardization RA RA RA (medicines)

6 Prepare buffer stock RA RA
Response

1 Assessment RA RA RA RA
2 Coordination with government RA I I I
3 Sends aid RA S R R (medicines)

4 To get aid from donator RA       
5 Providing staffs RA R R R
6 Operating soup kitchens S S RA
7 Distributing logistic aids RA S RA
8 Distributing health aids S S S

Fig. 65.1 The existing RASIC chart
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65.4 RASIC Analysis

In the vertical RASIC analysis, BPBD as a coordinator has responsibility for
humanitarian logistic in Indonesia in preparedness and response phases. Instead of
as a coordinator, BPBD also acts as a decision maker for most of critical activities.
For preparing temporary distribution points and giving quick response in limited
areas, BPBD is supported by IRC. IRC has responsibility in some activities such as
community training, assessment and preparing field staffs. Public social office has
activities in most area and responsibility in soup kitchen sector. Public health office
focuses on health sector and has responsibility in this area.

Figure 65.1 shows that private sector is not part of humanitarian logistics in
Indonesia, although some private sectors have actively participated in disaster relief
programs. One of private sector that actively participates in disaster relief program
is DHL. DHL is a postal and logistics industry and encompass on three divisions:
DHL Express, DHL Global Forwarding, Freight and DHL Supply Chain. DHL is
present in over 220 countries. DHL has two humanitarian logistic programs which
are Get Airport Ready for Disaster (GARD) and Disaster Response Team (DRT).
GARD was developed by cooperation between DHL and United Nations
Development Programme (UNDP). GARD program goal is preparing an airport to

No Job

Institution

BPBD IRC
Public
Social
Office

Health
Social
Office

Private 
Sector

Preparedness 
1 Community training S R S S

2
Information sharing and 
coordination  RI SI SI SI SI

3
Collaboration with private 
sector RA I I I

4 Provides funding RA S S S S
5 Develop relief standardization RA I I I I

6 Prepare buffer stock RA NA NA
R (medi-

cines)
S

Response
1 Assessment C RA I I
2 Coordination with government R I I I I

R (medi-
cines)

R

S R S S S

3 Sending aid RA S R

4 To get aid from donator RA I I I
5 Providing transportation R R S S R
6 Providing staffs 
7 First aid operation S R S S
8 Operating soup kitchens S S RA
9 Organizing posts disaster S S RA  
10 Distribute logistic aids S S R
11 Distribute health aids S NA R

Fig. 65.2 The proposed RASIC model with private sector
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handle escalation of disaster aids. GARD programme has been applied in more than
29 local airports such as airport In Armenia, Bangladesh, Nepal and Indonesia.
GARD training was conducted in Indonesia in 2009 and 2011 such as Medan,
Aceh, Middle of Sulawesi, Makassar, Bali and Kupang. DRT was developed by
cooperation between DHL and United Nations Office for the Coordination of
Humanitarian Affairs (OCHA). DRT supports on distribution relief including cargo
airplane, warehousing and distributing for disaster relief institution. DRT network
has more than 400 volunteers who are ready in less than 72 h. DRT has involved
helping earthquake disaster in Padang in 2004. They worked for 1 week to organize
escalation of aids in Padang airport. DRT also involved helping earthquake disaster
relief in Yogyakarta in 2006. The RASIC model including private sector can be
seen in Fig. 65.2.

65.5 Conclusion

We study the recent humanitarian logistic systems in Indonesia that involves some
institutions such as BPBD and IRC. BPBD acts as a coordinator of other institutions
such as IRC, health department and social department. It is found that private
sectors have a contribution in humanitarian logistics but it does not include in
humanitarian logistics system in Indonesia. One of them is DHL through GARD
and DRT program. RASIC method is applied to show the relation between
humanitarian logistic in Indonesia and to analyze the role of private sector when it
is included in the system. In this research we conclude that private sector can be one
of role institution in humanitarian logistic in Indonesia under supervision of BPBD.
Second, we change some institution roles such as BPBD should act as coordinator
in standardization, assessment, and funding. However, funding can be collected by
any institutions under supervision of BNPB. In this research we only show the main
model of humanitarian logistic in Indonesia. This research can be developed by
detailing the roles of each institution considering their strength, weakness, oppor-
tunity and threat and use the strength of one institution to cover the weakness of
other institutions. Future research can also be done by integrating an information
system between each institution to make the humanitarian logistic system more
efficient.
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Chapter 66
Surakarta Cultural Heritage Management
Based on Geographic Information Systems

Ery Dewayani and M. Viny Christanti

Abstract Tangible cultural heritage is the legacy of physical artifacts from past
generation in a nation. Indonesia is a nation which is rich in cultural heritage.
Surakarta is a city that has a lot of historic buildings and other physical cultural
heritage. Preservation of the cultural heritage of Surakarta can be done in various
ways. One way to preserve it is to create an integrated documentation and renewable.
In this research, we try to build Geographical Information System (GIS) based on
web. The making of GIS of Surakarta cultural heritage, intended to facilitate the
inventory, monitoring, follow-up and can be used as a reference for determining
policy related to the cultural heritage conservation. Surakarta GIS is complemented
with a function to register the historical heritage. Registration can be done by either
the local community or the manager of the historical heritage. This function can also
assist the government in obtaining the data of other historical heritages that have not
been registered, so that the heritage can be protected by the government. The system
is built using MapServer and PostgreSQL to manage spatial data.

Keywords Geographic information system � Mapserver � Postgresql � Surakarta �
Tangible cultural heritage

66.1 Introduction

Indonesia is a nation that has a lot of cultural heritage. Surakarta is one of the cities
that have a history of high heritage value and become the city’s identity, so that the
building and the region must be preserved [1]. Surakarta have many physical
cultural heritage, especially physically immovable cultural heritage. National
culture is something that must be preserved as a heritage and that preservation was
done for the sustainability of this nation. Preservation of culture can be done in
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different ways. From maintaining, promoting and pass them from generation to
generation. The cultural heritage itself can consist of two major categories i.e.
tangible cultural heritage and intangible cultural heritage [2]. While on The World
Heritage Convention article 1, tangible cultural heritage consist of 3 categories, i.e.
monument, groups of buildings and sites [3].

Preserving means maintain for a very long time, because it can be imagined if 5
or 10 years again, the cultural heritage may no longer exist or have changed into
another form. For example in Italy, the criteria and the aims of protection have
changed, so that it does not tend only to preserve and manage the existing assets as
well as to proceed with legal and administrative measures, but also to exploit the
assets through a more complete knowledge of them [4]. Preservation effort is a
maintenance effort for a very long time. Therefore, it is necessary to develop
conservation as a sustained effort.

Computers can be used as a place of gathering, archiving, management, analysis
and generate output geographic shape [5]. The use of these technologies can enable
people to access and disseminate information. One of the ideas that can be
developed is the manufacture of GIS for mapping the physical cultural heritage in
Surakarta and surrounding region. The system built implemented for: (a) the
acquisition and verification of data, (b) the compilation of data, (c) the storage of
data, (d) changes or updating of data, (e) management and data exchange, (g) access
and data presentation.

Geographic Information System (GIS) will map each activity related to spatial
data and associated with the local geography. Hopefully, this mapping can give an
idea or information on activities occurring graphically linked with the condition of
the cultural heritage in Surakarta and surrounding areas. The purpose of this system
is to provide information that can be used by public and private agencies designated
to protect and utilize the cultural heritage (such as architects, archaeologists, his-
torians and others). Moreover, it can also be used by ordinary people who are
interested in cultural heritage.

In this study, the collaboration process has been conducted with the Department
of Spatial Planning (Dinas Tata Ruang Kota) and the Department of Tourism
(Dinas Pariwisata) of Surakarta. This collaboration has been established for
2 years. Data collection and data analysis is done intensively in 2014. Based on
interview with some of managers of historical tourism destination and Head
Section of Maintenance and Protection Zone and Heritage Buildings City Hall
Surakarta, they state that there are some of objects not registered as cultural her-
itage. So the government cannot protect this object, although the object is historical
object.

66.1.1 Cultural Heritage

Based on article 1 of Law No. 5 of 1992, an object can be referred to as ‘objects of
cultural heritage’ is man-made objects and natural objects which are moveable or
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not moveable, that are considered to have significant value for the history, science
and culture [6]. While the location that containing or suspected to be the objects of
cultural heritage called ‘sites’. Based on world heritage in 1995, cultural heritage
consist of three categories, there are monuments, groups of buildings and sites [3].

In general, people familiar with the cultural heritage is an ancient building which
is protected by the government. But more broadly, cultural heritage is preserved by
the local communities and the livelihoods are protected by law from the danger of
extinction. Based on the analysis and field research, not the entire physical cultural
heritage is protected by the government. There is some physical cultural heritage
that has not been included in the cultural heritage so that the heritage is not pro-
tected by the government.

People who become owners or managers of buildings and areas of cultural
heritage have rights and obligations to register the object. Once the object has been
examined and declared complies with the requirements of the cultural heritage, then
the object will get the sign in the form of a label that is placed near the object. Label
is a sign that the object is registered in the government’s decree of cultural heritage
and the right to be protected.

66.1.2 Surakarta Cultural Heritage

Thomas Karsten, a Dutch architect who also designed a number of ancient build-
ings in Surakarta say, a process that must be done before setting Surakarta as
objects of cultural heritage is mapped the historic district. There are three classes
that distinguish; first class is two palace complexes in Surakarta (Mangkunegaran
and Pakubuanan), class two ancient buildings around the first grade and third grade
are other ancient buildings beyond first class and second class [7].

The first class of the region shall be maintained the original form of the building,
for any reason in these places should not be reduced or plus building. While in the
second grade covers an area around the first-class area that still has the old city
structure and contains ancient buildings. This area also includes the former
European residential, Pacinan, Kampung Laweyan and so on. Preservation of
ancient buildings can be done through four forms of conservation, among others
Preservation, Rehabilitation, Reconstruction and Revitalization [6].

The determination of the direction of preservation for potential building done by
classifying potential building into two, namely the high potential and low potential
[8]. Categorization of buildings into a high or low potential status can be viewed
from various aspects of assessment. Aspects of the assessment can be determined
based on the value of cultural meaning and condition of the building or object. The
assessment process carried out beforehand by experts of cultural heritage.

At this time The Department of Spatial Planning of Surakarta not has sufficient
documentation to support the Surakarta cultural information, especially regarding to
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the physical cultural heritage. Therefore, we collect all the primary and secondary
data. Primary data collected directly in the field to do a photo shoot and interviews
with locals. While secondary data obtained from The Department of Spatial
Planning in the form of printed document.

66.1.3 Geographic Information System

Geographic Information Systems (GIS) is defined as a component which consists of
hardware, software, geographic data and human resources that work together
effectively to capture, store, repair, update, manage, manipulate, integrate, analyze,
and display data in a geographic-based information [5]. To get spatial information,
GIS using a location within a particular coordinate system, as a basic reference.
Therefore, GIS has the ability to connect various data at a given point on earth,
combine, analyze and finally mapped the results. GIS answer some questions such
as: location, condition, trends, patterns, and modeling. These abilities are exactly
what differentiate GIS from other information system.

Meanwhile, according to other sources, GIS is a set of computer hardware,
software, data and people are combined to address spatial-based questions and
provide new ways of looking at the GIS to find solutions or make decisions [9].
Based on these GIS functions, the GIS become a tool to preserve the cultural
heritage. Data can be stored cultural heritage, renewable and known by the public.
Cultural heritage which has changed shape, missing or unknown can still be traced
back to this system.

66.1.4 Spatial and Non Spatial Database

Building a database to GIS is divided into two parts, namely spatial and non spatial
database. GIS spatial database for this culture is built based on the results of data
collection has been done in the previous year’s study. Layer on the base map used is
sub-district, district, provincial and village. Other spatial data classification carried
out in several categories. Classification layer is the stage of grouping elements of
spatial data in accordance with the theme of each.

At this GIS data classification carried into five parts, namely the reserve is not a
tourist, not a cultural heritage tourist attractions, heritage sites, historical buildings
and tourist attractions of historic buildings [10]. The purpose of this division is to
locate the physical cultural heritage that has become the reserve or not, physical
cultural heritage that are well known and become tourist attractions or just a cultural
heritage of historic buildings.

As for non-spatial data, compiled based on data collected in the previous year’s
research. This Surakarta culture heritage GIS focuses on the registration process of
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cultural heritage. Heritage Surakarta divided into several categories. Data have been
obtained from the study of literature, has been analyzed and can be divided into
three categories: Labeling, Object Types and Forms conservation [6, 10]. In
Table 66.1 we can see the contents of each category.

Next analysis is that the cultural heritage can be registered by: owner, family,
business or other. This analysis done based on SK. No: 646/116/1/1997 about
Determination of the buildings and the historical ancient region on Surakarta
Municipality level II. People who become owners or managers of buildings and
areas of cultural heritage have rights and obligations as specified in local regulations
on cultural preservation. The owner of cultural heritage are entitled to legal pro-
tection in the form of a Certificate of Cultural Heritage and Status Certificate of
Ownership is based on evidence, which was made by the local work unit that has
tasks and functions in the field of cultural heritage.

66.1.5 Geographical Information System of the Surakarta
Cultural Heritage

After the database is built, there should be an analysis of the needs of software and
hardware to build a website. Specifications of the software that used to build a GIS
divided into two sides, server side and client side. We build Surakarta GIS in
Ubuntu 14.04 operating system environment. PostgreSQL with PostGIS extension
is used as software for database management system. For map management and
visualization, we use MapServer. At client server, user only need web browser.
PostgreSQL and MapServer is open source software that support and facilitate the
making of GIS [11].

GIS system is built with the main purpose to preserve the physical cultural
heritage city of Surakarta. As is known physical cultural heritage can be a monu-
ment, groups of buildings and sites. This legacy can be a private, family or in open

Table 66.1 Category of cultural heritage based on Surakarta Department of Spatial Planning

No Categories Description

1 Labeling Tugu, Tembaga, Granit

2 Type of object Traditional area: traditional and non-traditional

Traditional house

Colonial public building

Worship building

Gapura, Tugu, Monumen, PerabotJalan

Open Space: Makam, Park, Open Garden and Open space

3 Conservation Preservation, Rehabilitation, Revitalization, Reconstruction
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spaces. Therefore, the government itself gave the opportunity to register the her-
itage to be protected by law.

In this GIS system, the data of cultural heritage is presented complete with the
history, location and label of the cultural heritage. Results of this GIS will connect
the process of enrollment, management and storage of data with the physical cul-
tural heritage map of the city of Surakarta. Each user can see where the location of
the physical cultural heritage. The success of this research is expected to help in the
preservation of the cultural heritage, in particular the physical cultural heritage in
Surakarta and surrounding region. The Department of Spatial Planning and the
Department of Tourism are expecting that this research could be implemented by
the Surakarta government.

66.2 Result and Analysis

Data collection has been carried out and managed to find 74 locations of cultural
heritage, and the data obtained some 62 photos of cultural heritage, cultural heritage
label and the coordinates of its location. A total of 7 label of cultural heritage is not
acquired by obstacles, such as heritage label is not installed, not found the location
label reserve, requires permission from the owner or location of heritage buildings
are being used for an activity. At Table 66.2 we can see the example of location,
coordinate data of Surakarta cultural heritage and distance between location and
tourism destination.

Table 66.2 List of cultural heritage location, complete with coordinate and distance to other
destination

No Location Destination Distance (km)

1 Bandara Adisucipto Yogyakarta
Coordinate:
S -7° 47.1219′, E 110° 26.2233′
address:
Raya Solo KM. 9, 55282, Indonesia

Candi Sambisari 3.1

Candi Prambanan 7.8

Museum
Prambanan

8.6

Candi Plaosan 10.2

Ratu Bokoh 9. 7

2 Candi Sambisari
Coordinate:
S 07o 45.811′, E 110o26.797′
address:
Desa Sambisari Kelurahan Purwomartani
Jalan Nasional 15
Depok, Sleman, Yogyakarta 55281,
Indonesia

Candi Prambanan 9.2

Museum
Prambanan

10

Candi Plaosan 11.6

Ratu Bokoh 11.1
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Review the location, shooting and coordinate reserve, guided by the manage-
ment staff of cultural heritage label assigned by the Department of Spatial
Surakarta. In addition, based on the observation, then there are 19 historic sites are
considered to be a tourist attraction. That historic place is a place most often
become a tourist destination by domestic and foreign tourists. The picture of cul-
tural heritage and its label can be seen at Table 66.3.

When collected Surakarta data is done, we analyze the data, and then we found
some facts that not all the historic place is the cultural heritage. Like,
Mangkunegaran palace is one of the cultural heritages listed in SK
No. 646/101-F/1/2012 and also became one of the most visited tourist attractions.
Whereas Prambanan temple and museum is not listed as a cultural heritage though
it is tourism place. Museum Radya Pustaka is listed as a cultural heritage place, but
not as tourism place.

Geographical Information System of The Surakarta Cultural Heritage has fol-
lowing functions: display a map, pan and zoom throughout a map, identify features
on a map by pointing at them, culture heritage registration, manage all culture
heritage data and others. Surakarta GIS is divided into two sides of the admin and
user. Admin side is for managers of Department of Spatial Planning Surakarta.
Admin has functions to add, update and manage existing data.

The user side is the public at society, especially society the city of Surakarta.
User can see information, history, photo and location of culture heritage. The users
can also make the registration process of the cultural heritage that has not been
registered in government offices. Registered cultural heritage will be reviewed by
government agencies. If it has met the requirements listed in the law then the
heritage will get a decree from the government.

Table 66.3 Example pictures of the historic heritage of Surakarta

No. Cultural heritage
name

Coordinate Photo Label

1 Tugu Lilin
Kelurahan
Penumping

S 07°34′07.2″
E 110°48′
19.8″

2 Patung Slamet
Riyadi
Jalan Slamet Riyadi

S 07°33′55.3″
E 110°48′
19.1″
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Figure 66.1 consists of a map of Surakarta and legends from one of the cultural
heritage objects. Figure 66.2 is admin side that has list of cultural heritage. At
Fig. 66.3 we can see categories of cultural heritage object that consist of tourism
cultural heritage, tourism not cultural heritage and tourism historic building. the
distribution of these categories, helping people to see the tourist attractions which
have not become cultural heritage or cultural heritage which has not been promoted
as a tourist or historic buildings which have not been registered as a cultural
heritage. At Fig. 66.4 we can see the information of cultural heritage.

Fig. 66.1 Surakarta Map and the map legend

Fig. 66.2 Lists of cultural heritage
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66.3 Conclusion

This study has successfully collected data historic sites and cultural heritage is
based on regulations in Surakarta. Such data has been validated directly to the
informant. Researchers also managed to collect primary data and secondary data in
accordance with the data recorded in the local government. The original data in the
form of complete documents obtained directly from the Department of Spatial
Surakarta.

Fig. 66.3 Categories of cultural heritage

Fig. 66.4 Information of cultural heritage
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Surakarta GIS is complemented with a function to register the historical heritage.
Registration can be done by either the local community or the manager of the
historical heritage. This function can also assist the government in obtaining the
data of other historical heritage that have not been registered in order to be pro-
tected by the government.

GIS Culture Surakarta already meets the required specification data analysis.
Implementation is done to Department of Spatial Planning Surakarta. Expected
results of this GIS can be beneficial and improve the affection of the people of the
physical cultural heritage of the city of Surakarta. Building a GIS system, is as a
proof of the government’s attention to the physical cultural heritage of this nation.
Hopefully, this concept of GIS can be implemented for other cities.
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Chapter 67
Gray Code of Generating Tree
of n Permutation with m Cycles

Sulistyo Puspitodjati, Henny Widowati and Crispina Pardede

Abstract This paper proposes a new combinatorial Gray code. Combinatorial
Gray code is a method of generating combinatorial objects so that every two
successive objects differ as little as possible. Combinatorial object in this paper is a
set of words that associated to Puspitodjati’s generating tree of n-length permuta-
tions with a given number of cycles. Nodes of the tree is labeled and then coded.
The way nodes visited while traversing the tree constructs a new Gray code
presented in this paper. The proof that it is a Gray code is given.

Keywords Combinatorial gray code � Generating tree � Permutation with cycles

67.1 Introduction

The term of Combinatorial Gray code originally comes from Gray code, after Frank
Gray. Gray code, also known as reflected binary code, is a list of n-binary digit
(bit) numbers that every two successive numbers differ in only one bit. This concept
then apply to any other combinatorial class, called combinatorial Gray code.
Additionally, the definition extends to as a list of combinatorial objects such that,
every object in the class appears once in the list, and every two successive objects in
the list differ in some small prescribed way. Sometimes, they may differ, for the first
and the last word in the list in the same way. This Gray code is called cyclic or
circular. How they differ as it is prescribed, depends on the objects listed, and how
they are listed.

The combinatorial Gray code is a way to solve problems of generating objects in
the class as exhaustively, effectively and efficiently as possible. Therefore, the
objects are generated, one by one, listed in such away, so the appearance of
the successive objects is only in a small way. Savage in [1] presented some
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combinatorial classes that construct a combinatorial Gray codes. Some examples of
the variety of ‘differ in small way’ [1] can be listed, such as: a Hamming distance
one in generating k-element subset of an n-element set, differ only by the exchange
of two elements (one swap) in generating permutations, differ by a single edge in
generating spanning trees of a graph, etc.

Some surveys which are conducted in [1–3] said, combinatorial Gray code has
many applications in diverse areas, such as signal encoding, compression, circuit
testing, software testing, biology and biochemistry, and parallel computing.
Therefore, there are quite a lot of researches lead to the combinatorial Gray code for
some combinatorial class, for examples: avoid pattern of permutation, derangement,
permutation with a fix minimum number left to right minima, P-sequence, multi set
permutation, or any objects counted by Catalan numbers. They are developed
through varied approached. One approach is by using their generating trees, or their
ECO structures, as in Bernini [2] and Vajnovszky [4]. This paper presents a new
combinatorial Gray code of new combinatorial objects. The combinatorial object of
this research is motivated by Bernini’s paper [2] that object emerges based on path
in generating tree of Puspitodjati’s permutation of size n with m cycles.

This paper is organized as follows. Section 67.2 explains briefly what is the
generating tree and its ECO structured. Section 67.3 explains the construction of
the new Gray code we offered, and the concluding remarks of this research, pre-
sented in the last section.

67.2 Permutation n with m Cycles

Permutation n in this paper means permutation on set S = [n] = {1, 2, 3, …, n}, that
is a bijection π: S → S. Cycles with length k in a permutation is an ordered e1, e2,
…, ek such that ei = π(ei-1) for i = 2, 3, …, k, and e1 = π(ek) or πk(ei) = π(ei).
Permutation n with m cycles can be expressed in their cycles product. As an
example, a permutation 5 with 3 cycles, in one line notation, 2 1 3 5 4 has their
cycles product
(1 2) (3) (4 5). In this paper, a cycle products of a permutation always arranged
which the least element always put as the first element on a cycle, and cycles
ordered in increasing order of their first element. The set of all permutation n with
m cycles in this paper is denoted as Sn,m.

67.3 ECO Method and Generating Tree

Generating tree is a method to generate exhaustively combinatorial objects in
certain combinatorial class. Every node in the tree is labeled and related to the
object. Level of the tree is related to the size of the objects. Each object in
the children is obtained from smaller objects in its parent with a local expansion.
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The relation of every node with its children, formulated in rules called succession
rules. This set of rules, known as “Enumerating Combinatorial Objects”
(ECO) system [5].

67.4 Generating Tree of Permutation n with m Cycles

Let πn or just π (without an index n), is a permutation πn: [n] → [n], while πn(i),
i = 1,2,…, n to indicate an element on i-th position of permutation. Puspitodjati in
[6] generate all permutation n with m cycles, Sn,m, using generating tree as in
Fig. 67.1. Let si is i-th cycle of Sn,m, and sij is j-th element of si. Puspitodjati’s
generation of all objects in Sn,m [6] was developed based on the nature proposed by
Baril in [7]. According to [7]:

1. if π2Sn-1,m, n ≥ 2, 1 ≤ m≤n, then it can be obtained π′ 2Sn,m, by mapping π′
(i) = n and nπ’(n) = π(i), 1 ≤ i < n, e.g.: S3,2(12)(3) = 213 → S4,2: 4132, 2431,
2143, as much 3 of S3,2 for n − 1 = 3

2. if π2Sn-1,m-1, n ≥ m ≥ 2, then it can be obtained π″ 2 Sn,m, by adding n to
position n, e.g. S3,1 (123) = 231 → S4,2 (123) (4) = 2314.

Based on those characteristics, we define a function iπn: Sn,m × [n] → Sn+1,m,
1 ≤ m ≤ n, i2[n], that map a permutation πn 2 Sn,m to a permutation iπn+1 2 Sn+1,m as:

ipnþ 1ðjÞ ¼
pnðiÞ for j ¼ nþ 1
nþ 1 for j ¼ i
pnðjÞ others

8<
: ð67:1Þ

Therefore, generation of all objects of permutation n with a given m cycles Sn,m
starts with identity permutation (1)(2)…(m), as a root of the generating tree. Then
we generate a permutation m + 1 with m cycles Sm+1,m, as its children, by extending
them using iπm+1, for i2[m]. Other objects are then presented by implementing the
second property, that is replacing m, which this time m, with m + 1 in m-th cycle,
and putting m to other cycles, alternately, in other word, implementing iπm. The
process continues by applyingiπk, for k = m − 1 to 2. The process continues until the
desired value of n. The node that obtained by implementating the function iπk, is
labeled as ok. See Fig. 67.1 as an example of the generating tree of permutation
n with m cycles for the four first level. In Enumerating Combinatorial Object
(ECO) system, the tree has the susccession rule as follows:

⎩
⎨
⎧

= −+
+

+
++

11
21

1

( ) ( ) (... )

identity permutation,
lm

lm
j

j
j

jj oo oo

o
Ω ð67:2Þ
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Motivated by [4], that constructed a combinatorial Gray code from a generating
tree, we then propose a new Gray code that developed from Puspitodjati’s gener-
ating tree of permutation n with m cycles.

67.5 Gray Code of Generating Tree of Sn,m

Nodes in Puspitodjati’s generating tree of permutation n with m cycles, could be
abbreviated by labeling each nodewith the sum of their children, as in Fig. 67.2. Node
with label (j)oj+1would havem + l− j, where l= n−m ascociated with level of the tree.

In order to have a Gray code, the tree rearranged using Vajnovszki’s idea as in
[4]. Vajnovszki uses color-coded label. Two colors used there, they are up and
down. So the label k may have two colors, k for up color, and kR for down. The
color leads to the list of its successors. The list of successors kR is attained by
reversing the list of successors of k. Therefore, to list the Puspitodjati’s generating
tree of Sn,m, to become a Gray code, the succession rule (2) is rewriten as:

⎩
⎨
⎧

=Ω RRR kk

m

...321

identity permutation,...321
'

ε ð67:3Þ

The generating tree as in Fig. 67.2, with the modified rules (3), becomes the new
generating tree GTSn,m. Figure 67.3 shows the generating tree for m = 4 for the first
three level.

o1

(m+1).om+2 (m).om+ (m-1).om … (3).o4 (2).o3(m+1).om+2

(m+2).om+3 (m).om+1(m+2).om+3 (m+1).om+2…

m.om+1 (m-1).om (m-2).om-1 … (2).o3 (1).o2

Fig. 67.1 The first four level of generating tree of a permutation n with m cycles
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1

1 2 3 … m-1 m1

1 31 2…

1 2 3 … m-1 m
.

Fig. 67.2 Puspitodjati’s
generating tree of Sn,m with
label of nodes abbreviated

Fig. 67.3 The generating tree
GTSn,4 with rules as in
formula (67.3)
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When we visit nodes of the tree in Fig. 67.3 in a preorder way, start at 111, we
then have ordered list of words formed as:

<111, 221, 222, 211, 331, 332, 333, 321, 322,…, 441, 442,…, 411>
Notice that every two consecutives words in that list, only slightly different, with

differ in at most 2 positions, even for the first (1111) and the last word in the list
(5111). Therefore, the Hamming distance of the two consecutive words of that list,
is at most 2.

Theorem 67.1 The succession rule (3) gives a cyclic Gray code list with at most
differ in 2 positions.

ProofWe prove by induction. Let Ld = <ld1, ld2,…, ldrd ld> is a list of the codes with
length d, and rd is the cardinality of the Ld.

Base: if d = 1 then the theorem is true, since L1 = <1, 2, 3, 4,…, m>, they differ
in 1 position;

Inductive hypothesis: let us suppose that l(d-1)i and l(d-1)(i+1), with 1 ≤ i ≤ rd-1,
differ for at most 2 digit;

Inductive step: the list Ld is obtained by concatenating operation “○” to every
word l(d-1)i in Ld-1 with <1, 2,…, last(l(d-1)i)> or with <last(l(d-1)i), last(l(d-1)i) − 1,…,
2, 1>, depending on the color of l(d-1)i whether it is up or down. In the tree, this
word extend by children of the node last(l(d-1)i), so they are differ only in 1 position
when the words comes in the same last sub tree with l(d-1)i as its parent and up to its
ancestor. Now, we will show how they differ for last(l(d-1)i ○ <1, 2,…, last(l(d-1)i)>)
and the first(l(d-1)(i+1) ○ <1, 2,…, last(l(d-1)i+1) >). There are two cases for two words
l(d-1)i and l(d-1)(i+1), they can differ one position if they come in same parent, so
concatenating each, would make them differ in two positions. The second case is
when l(d-1)i and l(d-1)(i+1), differ in two positions, they will not in the same grand-
parent, therefore they both have 1 the level of grandchild, and 1 could only con-
catenate with 1, so they differ by two positions would be maintained.

The last to be proved is that the Gray code is cyclic. The first word of the list Ld

is 1111…11, and the first letter or value of the last word of the list is mR, therefore
they would start with 1, and 1 is always concatenated with 1 again, therefore they
differ in only 1 position at the beginning.

The construction of the Gray code of permutation n with given m cycles is done
by concatenating every word with letter of {1, 2,…, j}, for 1 ≤ j ≤ m, in every step,
sequentially, whether, it is form 1 up to the j, or from j down to the 1. Therefore, it
is from O(N) algorithm, for N the number of object in the list.

67.6 Conclusion

There are some papers discussed the generation of permutation with some
restrictions [8–10], but not so many discussed permutation with cycles. The new
Gray code offered in this paper is constructed from Puspitodjati’s generating tree of
permutation with cycles. Since, words of the code related to the number of objects,
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then it could be used as a new way to count the number of permutation size n with
m cycles. Although, the proposed Gray code has not been transformed to the
corresponding object yet, i.e. permutation with cycles, but the relabeling nodes is a
function of the corresponding object. Therefore, it would be possible, to construct a
Gray code of permutation with cycles with a simpler algorithm than Baril [7], that
has some cases related to the size permutation and the given cycles.
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Chapter 68
Android and iOS Hybrid Applications
for Surabaya Public Transport
Information

Djoni Haryadi Setiabudi and Lady Joanne Tjahyana

Abstract This study is conducted to address the lack of route information of public
transportation in Surabaya by creating an online guide that can be accessed by
passengers to get complete information on maps and travel routes for public
transportation. This guide is made interactive, simple, accessible and appropriate for
transportation that is adapted to the conditions in the city of Surabaya. This research
will develop an Android and iOS applications that can be used on smartphones and
tablets using Android and iOS operating systems. Maps and routes are obtained
from the Department of Transportation of Surabaya. Maps and route are developed
using OpenStreetMap, Ajax, Javascript, XML, OpenLayer, PostgreSQL, and
PostGIS. The hybrid application is compiled using PhoneGap. Passengers simply
point to the destination of their journey, such as the name of the street, landmarks
and public places. The system will automatically choose the alternative line of bemo
they should choose, including the routes to reach the destination. The information
includes the connecting line of a public minibus (called bemo in Indonesian) if the
route needs to be connected by more than one bemo line. The information also
includes the fare to be paid. From the test results, both the Android and iOS
applications can adapt to a wide range of smartphones with a variety of screen sizes,
from 3.5 to 5 in. smartphones and 7 in. tablets.

Keywords Routes � Maps � Public transportation � Bemo � Openstreetmaps �
Android � iOS

D.H. Setiabudi (&)
Informatics Department, Petra Christian University, Surabaya, Indonesia
e-mail: djonihs@petra.ac.id

L.J. Tjahyana
Communication Science, Petra Christian University, Surabaya, Indonesia

© Springer Science+Business Media Singapore 2016
F. Pasila et al. (eds.), Proceedings of Second International Conference
on Electrical Systems, Technology and Information 2015 (ICESTI 2015),
Lecture Notes in Electrical Engineering 365, DOI 10.1007/978-981-287-988-2_68

607



68.1 Introduction

Currently one of the mass public transportations in the city of Surabaya is the type
of small and medium 1000 cc minibus commonly called bemo with a maximum
carrying capacity of 10 persons [1]. Watkins et al. [2] in the studies of open source
development of mobile transit traveler OneBusAway information system for King
County Metro (KCM) in Seattle suggest that the provision of good information
system for public transport passengers will increase passengers’ satisfaction and
increase the interest of the public transport. It would be useful to encourage people
to switch from the use of private transportation to the public transportation.
Setiabudi and Tjahyana [3] did a research on Surabaya public transport by using
PHP language programming and MySql database, accessed by a web browser. This
application has applied website responsive technology, but each time a user will use
this application s/he must be connected to the internet. Yulianto et al. [4] did a
research on Jakarta public transport developed with web-based framework code
igniter. However, the route map displayed was only for private cars and for public
transport was only ready for one route on the map.

Furthermore, based on the observation of the initial research, there are some
Android applications of Trans Jakarta Busway public transportation in Jakarta.
Among them is Komutta that has the highest rating 4.6 out of 1,263 voters and has
been downloaded more than 50,000 times in the Google Play Store. However, all
the applications that have been created can only be running on one operating
system. For instance, the application that can be used on Android cannot be used in
iOS, Blackberry and Windows Mobile. Conversely the one that runs on Blackberry
cannot be used in other operating systems.

As a result, not all smartphone users can take advantage of software applications
that have been created. This is because all of the applications initially were
developed using a native application and not with the hybrid application [5]. As a
result, if an application is already developed as an Android native application, in
order to make it available for iOS native application the developer must re-develop
the application from the beginning, due to different programming languages that are
used to develop native applications for different operating systems. If initially the
applications were developed using a hybrid technology to produce cross-platform
application, for example for Android, then only very minor and simple changes
needed to be done when it would be developed for iOS. The idea of implementing
hybrid application could be seen in the diagram of Fig. 68.1.

The head of IDC Operations of Indonesia, Sudev Bangah argued that many
smartphones with varying price would be affordable for smartphone users who were
on the middle segment of the market [6].

Based on the fact that market share is issued by IDC Indonesia, to increase the
satisfaction of bemo passengers in Surabaya, this research will develop applications
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that can be used by smartphones of Androidand iOS operating systems for trip
planning using bemo in Surabaya using Open Street Maps. Those applications will
help the passengers plan their trips based on routes, timetables, and costs.

As shown in Fig. 68.1, the time can be shortened and costs can be saved because
after developing a web-based application in the form of responsive website, it
becomesa native applications using PhoneGap that can then be distributed through
the application store for each mobile operating system.

The applications will provide information about route guide and timetable of
public transportation in Surabaya. The information will be equipped with a search
feature and a trip planning using public transportation simply by typing the place of
origin and destination specified by the passengers. Both the place of origin and
destination can either be a street name or a landmark name and public place such as
bemo stations, parks, rivers, shops, schools, and others.

The planned features will use a multimodal transport network that takes into
account some factors such as multimodal routes, timetables, and costs to provide
recommendations for the optimized route. This feature will guide the passengers to
the nearest public transportation station, by giving the instruction on which public
transportation they should take, to arrive at the nearest public transportation to the
destination. This feature will also be equipped with an estimation of the fare for the
service.

Fig. 68.1 Block diagram of the system
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68.2 Hybrid Applications

There are several types of mobile application, which are Native App, Web App and
Cross Platform Mobile App or Hybrid App. According to Stark [7], Native
application is application installed on the phone, such as Android and iOS-based
Smartphones. Native applications have access to the Smartphone hardware features
such as camera, speaker, etc. developers have to use different kinds of programming
language to develop native applications for different platforms. To develop Android
native applications, Java programming language is needed. Objective—C is used to
develop iOS native applications. Native applications are available on the official
application markets such as Google PlayStore for Android and iTunes App Store
for iOS.

On the contrary to the Native application, Web applications are not installed on
the phone and they are not available on the official application markets such as
Google PlayStore and iTunes App Store. However, they are easily accessed with
the Smartphone’s web browsers and developers are only required to use HTML,
CSS, and JavaSript to build Web applications. The downside for Web applications
is that it cannot access certain hardware features on the smartphone [7].

Hybrid application or Cross Platform mobile application is considered to be the
right solution for developer to build iOS and Android applications without mas-
tering many programming languages and downloading any SDKs (software
development kits) for each platform, but it can put the application on Google
PlayStore and iTunes App Store [8]. To build a hybrid application or a cross
platform mobile application both for iOS and Android, developers only need to use
HTML, CSS and JavaScript to develop a web application. Next, with PhoneGap
technology, the web application will be packaged into a native application for iOS,
Android and other mobile platforms [7].

Fig. 68.2 Three types of
applications
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A graph that highlights the differences in native, hybrid and mobile web
applications can be seen in Fig. 68.2. Native applications are built for a specific
platform with the platform SDK, tools and languages, typically provided by the
platform vendor (e.g. xCode/Objective-C for iOS, Java for Android, Visual
Studio/C# for Windows Phone).

Mobile Web applications are server-side applications, built with any server-side
technology (PHP, Node.js, ASP.NET) that render HTML that has been styled so
that it renders well on a device form factor. Hybrid applications, like native
applications, run on the device, and are written with web technologies (HTML5,
CSS and JavaScript). Hybrid applications run inside a native container, and
leverage the device’s browser engine to render the HTML and process the
JavaScript locally. A web-to-native abstraction layer enables access to device
capabilities that are not accessible in Mobile Web applications, such as the camera
and local storage.

68.3 Research Methodology

68.3.1 Fishbone Diagram

The method used in this research can be seen in Fig. 68.3. The first step includes a
survey of the timetables of public transportation, the fare of travel, and the location
of public places.

Fig. 68.3 Fishbone diagram of research methodology
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The first step is to compile the responsive website that has been made to be
cross-platform mobile application using Phonegap. At this stage the process will
begin with registration of Developer ID in the application store for each operating
system, until a developer SDK for each platform is secured. After this, the com-
pilation of web-based applications with the SDK of each platform using phonegap,
resulting in cross-platform mobile applications needs to be done. The outcomes are
cross-platform mobile applications that can be used for each operating system (iOS
and Android).

The second step will be the implementation and testing of applications with the
following stages: Registering and uploading applications on each application store
for each operating system (iOS and Android), namely AppStore for iOS and Google
Play Store for Android. Testing the applications on a variety of mobile devices for
each operating system with a different screen resolution size. Testing the use of
applications in the real case and doing the journey planner on public transportation
in Surabaya with some case studies of travel route need to be done.

The last stage or the third step will be disseminating and evaluating the appli-
cations with the following phases: Create tutorial posters about the application that
will be shown at the terminal and all public transportation. Upload the tutorial
posters at the Department of Transportation website and official Facebook page of
the Department of Transportation. Finally evaluate the application by providing a
place for criticisms and suggestions the make the application better.

68.3.2 System Design

The design of the client system is shown in the flowchart in Fig. 68.4. Firstly, the
users must choose what they want to do, whether they want to look all routes or
directly get to the direction. If they choose to see all routes, all lists of bemo lines
nearby their current position will be shown.

Furthermore, they have to pick one from the list to see the route on the
map. However, if they want to get directly to their destination, they must choose
one point of interest available in the server database. Then, they have to choose how
the application detects their current location using GPS or manually clicking on the
map. Nevertheless, the method to detect the user’s location still depends on whether
the GPS is available on their device or not. If the application can detect the current
location of the user, then it will show the routes to go to their destination using the
closest line available near their current location.

The developing process is started by preparing a source code in the form of
HTML, Javascript, and CSS on the Client, while on the Server there are database
and PHP script. Next, it is converted into a hybrid application by using
Phonegap. For development on the Android environment, softwares Node.JS,
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Android Studio, Java Runtime Environment, JDK (Java Development Kit), and
Android SDK (Software Development Kit) are needed. For development on iOS
environment, softwares Node.JS, Xcode dan iOS Simulator are needed.

68.4 Experimental Results

The testing of the applications was done using two devices, namely 3.5 in.
smartphone and 7 in. tablet, respectively for Android and iOS. The first time the
applications is initialized, it willdisplay the screen like in Fig. 68.5. There are two
options to choose, namely ‘Search bemo routes to destination’ and ‘See all existing
routes of bemo’.

If the user selects the option ‘See all the existing routes of bemo’, then the screen
shows as in Fig. 68.6. If the user types a particular letter or word and presses one of
the available buttons from the options, then the application will bring up a page
with a map of the selected line.

Fig. 68.4 Flowchart of the client system
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Fig. 68.5 Two options to choose

Fig. 68.6 Alternatives of Bemo routes and maps of the route
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If in Fig. 68.5 the user selects the option ‘Point of interest’, the screen will
display options as shown in Fig. 68.7. If the user types a particular word (i.e.
MALL) and presses ‘ok’ button, then it will display a maximum of 5 points of
interest containing the word typed by the user. Once the initial location has been
determined, it will show the route to be passed and the estimated fare to be paid as
in Fig. 68.8.

Figure 68.8 shows that the user originally is on Nyamplungan Street and she or
he wants to travel to Ambengan Street. The first time the user is suggested to go by
Line A bemo. On the way s/he should get off from the Line A bemo on Tambaksari
Street and walk to Kapasari Street to get on Line B bemo. Next she or he has to get
off Line B on Tambaksari Street and walk to the destination on Ambengan Street.

When the user wants to see the resulting route s/he can press on the ‘view map’
button, then options will appear on the display as in Fig. 68.9 on smartphone (left)
and tablet (right).

Fig. 68.7 5 Point of Interest
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Fig. 68.8 Information of routes

Fig. 68.9 The routes generated on the map (On Smartphone and Tablet)
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Chapter 69
Games and Multimedia Implementation
on Heroic Battle of Surabaya: An Android
Based Mobile Device Application

Andreas Handojo, Resmana Lim, Justinus Andjarwirawan
and Sandy Sunaryo

Abstract Number of users of who use mobile devices and other handheld devices
is rapidly increased (such as smartphones and tablet computers). This phenomena
has changed the lifestyle of many people, especially in the ease of access to
information. For example, access to any business information, political information,
tourism information, as well as educational information. Education has also entered
a new era, where books and other teaching materials, are not only presented using
paper media but also in electronic form. Student can easily access that electronic
information using computer/laptop or smartphone/tablet PC. So now, learning can
be delivered in a more interesting and interactive media and model. It becomes new
challenges for education, especially in teaching nation history, where education in
paper material is no longer quite interesting. Therefore, new teaching media is
required, that more interesting and interactive to the student. At this time, there are
not many applications on mobile devices that explore education especially on
heroic history of Indonesia. On the other hand, the education of heroic history
become more necessary today, especially for young people. To answer this chal-
lenge, in this research we like to build an application software based on android
mobile devices that contain education the history of the heroic battles 10 November
1945 in Surabaya. The application will provide the information of battle history,
and also games and multimedia interactive such as sound, video streaming that built
on android based mobile device. With this educational applications we expected
that everyone especially young people can learning the knowledge about the history
of the heroic battle 10 November 1945 Surabaya in the mobile device based on

A. Handojo (&) � J. Andjarwirawan � S. Sunaryo
Informatics Engineering Department, Faculty of Industrial Technology,
Petra Christian University, Jl. Siwalankerto 121–131, Surabaya 60236, Indonesia
e-mail: handojo@petra.ac.id

R. Lim
Electrical Engineering Department, Faculty of Industrial Technology,
Petra Christian University, Jl. Siwalankerto 121–131, Surabaya 60236, Indonesia

© Springer Science+Business Media Singapore 2016
F. Pasila et al. (eds.), Proceedings of Second International Conference
on Electrical Systems, Technology and Information 2015 (ICESTI 2015),
Lecture Notes in Electrical Engineering 365, DOI 10.1007/978-981-287-988-2_69

619



Android in interactive educational applications that provide a thorough under-
standing and fascinating history of the events surrounding the battle, and also
exploring the historic sites in Surabaya and found fascinating city of Surabaya.

Keywords Android � Games � Heroism � Multimedia � Surabaya

69.1 Introduction

Number of users of who use mobile devices and other handheld devices is rapidly
increased (such as smartphones and tablet computers). This phenomena has chan-
ged the lifestyle of many people, especially in the ease of access to information. For
example, access to any business information, political information, tourism infor-
mation, as well as educational information. Education has also entered a new era,
where books and other teaching materials, not only presented using paper media but
also in electronic form. Student can easily access that electronic information using
computer/laptop or smartphone/tablet PC. So now, learning process could deliver in
a more interesting and interactive media and model.

It becomes new challenges for education, especially in teaching nation history,
where education in paper material is no longer quite interesting. Therefore, new
teaching media is required, that more interesting and interactive to the student.
Here, we saw an opportunity to present the heroic values in an application for
mobile devices based on android in the interesting and interactive way. We like to
present information especially related to the history of epic heroic battle in the
historic events that occurred on 10 November 1945 in Surabaya. For example, the
information about location of the historical battle with location photo gallery,
including games (such as puzzle, quiz, finding object) and multimedia interactive
implementation (such as sound, video streaming). Therefore, with this application
we expect that many people would have interest to access information about the
historical places in Surabaya and to explore these historic sites in Surabaya, as a
memento of the heroic battle 10 November 1945.

This application builds in Indonesian and English, and enriched with multimedia
content (text, sound, music, video, animation) and quiz game about historical event
of 10 November 1945. With an attractive and interactive application, we expect that
these applications will be widely used by mobile device users in Indonesia for
teaching history lesson and provide a thorough understanding and fascinating
history of the events surrounding the battle of 10 November 1945. The applications
will be constructed using Java programming language, IDE Eclipse, JSON, SQL
Lite database on Android, and the MySQL database on the server and using the
Google Map API and GPS.
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69.2 Related Works

Android application as an enhanced or aided learning on educational has done in
many ways. Such as to deliver learning material [1, 2], to deliver test online and
quiz [3, 4], class attendance report [5], etc. Another research also conduct to create
computer application to enhanced learning process such as Nurazwan [6] that build
2D animation (animated multimedia) presentation to attract children’s interest in
learning history. This 2D animation tell story about Antenom heroism (Malay) in
fighting the British army. The animation create in the website and on the compact
disk that distributed on the schools.

In other hand, learning on Indonesian history and the aspects of heroism have
been try to explore in the various forms of media, like comics [6] that try to visualize
heroism of Pattimura that design for primary school children. Suardi [7] also tried to
build 3D media on monuments building as the learning media. It shows the moments
of heroic battle in the Dutch colonial period that occurred in the Bangsal Bali area.
Meanwhile, Sabastian [8] tried to design an encyclopedia of 30 Indonesian inde-
pendence heroes. This encyclopedia increases the value of history education for the
public, especially young people to increase appreciation of the national hero.
However, until now, still a few applications that explore the history of Indonesian
patriotism. Such as historic heroism buildings, locations, artifacts, etc.

From the available references, we conclude that the exploration of Indonesian
heroism history not yet been explored using mobile device applications as the
media. Especially with interactive and educative games also with multimedia fea-
ture (text, sound, movie). So, in this research we try to create applications that run
on mobile device that we hope this application might interesting for to young
people.

69.3 Battle of 10 November 1945 in Surabaya [9, 10]

The battle of Surabaya at 10 November 1945 started when Captain Huijer, Dutch
Navy arrived in Surabaya. This army have task to takeovers of Japanese army that
had lost world wars 2. However, under force by Indonesian army led by Sudirman
and Doel Arnowo, Japanese army handed their weapons to the Indonesian army
called Badan Keamanan Rakyat (BKR). Therefore, on 1 October 1945, a fight
begun to happen between Ducth Navy and Indonesian army. Indonesian begun to
attack airfields on Morokrembangan and detention camp on Darmo. The Japanese
army headquarters (Kempetai) also surrounded by Indonesian army. This fight
ended after Captain Huijer arrested by Indonesian army. To respond this action, on
25 October 1945, allied force led by British army landed at Tanjung Perak harbor in
Surabaya. This army led by Brigadier General Mallaby along with the 49th Brigade
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that contained six thousand elite troops. Mallaby then send one platoon led by
Captain Shaw to save Captain Huijer. Allied forces also took over the office of
railways, telephone and telegraph centers, Darmo hospitals, and others vital
building. The great battle was inescapable between six thousand British elite troops
with around one hundred thousand soldiers and Indonesian people. Due outnum-
bered, Mallaby asked president Indonesia, Soekarno, to persuade Indonesian army
to stop the battle. Sukarno, Hatta, and Amir Sjarifoedddin finally come to Surabaya
to stop the battle. Then a cease-fire occurred between both armies.

However, an incident happened. On 30 October 1945, Buick that carrying
Brigadier General Mallaby intercepted by Indonesian militia group when going to
pass the Red Bridge (also known as Jembatan Merah). The incident ended with the
death of Brigadier General Mallaby. Because of this incident, Lieutenant General
Christinson, commander of Allied forces in the Netherlands East Indies (AFNEI)
send fifth Infantry Division complete with weapon and tanks to Surabaya under the
command of Major General Mansergh. This army approximately carried fifteen
thousand troops. On 9 November 1945, the British issued an ultimatum to
Indonesian army to surrender all their weapons at 10 November 1945. Then at 9
November 1945 23.00 PM, Soerjo, governor of Surabaya announced his decision
through radio that Surabaya will fight until the end. So, on 10 November 1945 the
heroic battle in Surabaya began. The battle happened on the next 3 weeks. In late
November 1945, the entire city of Surabaya has fallen into the hands of Allied
Force. Indonesian fighters that still alive join the refugees fled from Surabaya. The
Indonesian army then created a new line of defense at West site (Mojokerto City)
until East site (Sidoarjo City). This heroic battle triggered the resistance in many
areas in Indonesia. Right now, this event celebrated as hero day on every 10
November.

69.4 Android

Android provides an open platform for developers to create their applications.
Android is built using object oriented, where the constituent elements of the oper-
ating system in the form of objects that can be reused/reusable. Android also use an
operating system based on Linux for mobile devices that includes an operating
system, middleware and applications. The architecture of the Android Operating
System and its elements can be illustrated as in Fig. 69.1. Android architecture
consists of four layers of components. At the beginning, Google Inc. bought Android
Inc., newcomers who make software for mobile phones/smartphones. Then to
develop Android, Google formed the Open Handset Alliance, a consortium of 34
hardware, software, and telecommunications companies, including Google, HTC,
Intel, Motorola, Qualcomm, T-Mobile, and Nvidia [11].
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69.5 JSON (JavaScript Object Notation)

JSON or JavaScript Object Notation is a code for the exchange of mission data in
XML format. The format is quite simple JSON because it will understand by people
easily. JSON JavaScript programming language, ECMA-262 edition was built 3
Based on December 1999 common, CA, uses a style used by C programmers,
because JSON is not affiliated in any programming language standard + C#, Java,
JavaScript, Perl, Python and others [12].

69.6 Implementation and System Testing

The implementation and system testing of this application is apply using various
types and specifications of mobile devices such as the Sony Xperia Z, Sony Xperia
Arc S, LG G3, and the Samsung Galaxy Note S6 to test the reliability of appli-
cations in a wide range of devices.

The application, contain with history of battle on Surabaya and also provide with
photos gallery about Surabaya battle history and also the existing Surabaya (can be
seen in Fig. 69.2). User can show images and stories regarding the history of the
battle of Surabaya from an existing location.

The application, also provide multimedia interactive like sound (Fig. 69.3) from
history of battle on Surabaya for example like Bung Tomo (one of Great War hero
on that battle) speech on 10 November 1945.

To attract and give the user an overview of thes condition of the current battle
this application also have movie features which will provide information (in video

Fig. 69.1 Android architecture [11]
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Fig. 69.2 Photos gallery on
Android

Fig. 69.3 Sound features on
application
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Fig. 69.4 Video multimedia
on application

Fig. 69.5 Video multimedia
on application
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media) about the battle 10 November 1945. This video is also provide testimony
from the fighters who fought at that time (as can be seen on Figs. 69.4 and 69.5).

This application also provide by games feature based on the battle story to attract
user to use this application. Each of chapter will provide with mini games as can be
seen on Fig. 69.6. This games is expected to attract users, especially young people
to use this application. Available games such as object finding (Fig. 69.7), puzzle
(Fig. 69.8), and quiz (Fig. 69.9).

We tested this application to 200 student in various age (5–17 years old) and
various background of education (elementary, junior and high school). All of the
respondent were very interested in sound (particulary on Bung Tomo speech). They
also very interested on image and movie that are provided by this application. The
respondent with age 5–10 years old have more interest in object finding game and
puzzle, but respondent with age 11–17 years old have more interest in object
finding game and quiz. Their opinion is that the more interactive game that they
must play, the more interesting is the game. All the respondent though that this
application is very interesting to learn history especially with interactive games and
multimedia.

Fig. 69.6 Games on each
chapter
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Fig. 69.7 Object finding games

Fig. 69.8 Puzzle games
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69.7 Conclusion

The application that has been made can perform all the features such as image
gallery, games, movie player, and sound player. This features also can run well on
many mobile device without any technical problem. Based on testing to 200
respondents a variety of ages (5–17 years old) and educational backgrounds (ele-
mentary, junior and high school), we found that the content of Games and
Multimedia on this application very interest to user especially on age 5–15 years
old. We also found that 87 % of respondents have the opinion that this application
is very interesting and useful for the city of Surabaya.
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Chapter 70
Streamlining Business Process: A Case
Study of Optimizing a Business Process
to Issue a Letter of Assignment
for a Lecturer in the University
of Surabaya

S.T. Jimmy

Abstract This paper focused on revealing how a business process can be
streamlined by thoroughly examined a project to optimize a business process to
issue a letter of assignment in the University of Surabaya (Ubaya). The case shows
evidences on how the university could successfully deliver significant benefits by
utilizing IT to optimize a business process. It shows how Trkman’s success factor
framework can be used as a guideline to implement a business process improve-
ment project in a higher education institution.

Keywords Business process � Improvement � Success factor

70.1 Introduction

Business process is a system which consists of activities performed by various
employees from a set of diverse units in an organization [1]. It represents how an
organization works and thus, determines the organization’s performance. Efforts
made to streamline business process, which also known as Business Process
Re-engineering (BPR) and Business Process Management (BPM), can be consid-
ered as “the fundamental rethinking and radical redesign of business processes to
achieve dramatic improvements in critical measures of performance such as cost,
quality, service, and speed” [2, 3].

Such potential has lured most firms to conduct BPR [4]. Unfortunately,
streamlining business process is not an easy task. Various researches suggest that
BPR project are an extremely high risk project where only 30 % of those initiatives
are able to successfully deliver the expected results [5–7]. Such facts suggest that
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BPR is a complex project which should be engaged carefully to harvest the
expected outcomes.

This paper attempts to reveal how a business process can be streamlined by
thoroughly examines a project done by Ubaya to optimize the process of issuing a
letter of assignment. Other than attempting to optimize the business process, the
project is also a pilot project to measure the organization’s readiness towards a
computer based approval system.

70.2 Literature Review

Prior thoroughly analyzing the case study, it is important to firstly measure the
project’s success since a success story offers different kind of lessons than a dis-
astrous story. This paper will use the four dimensions model of process redesign
effects [9] to measure the success level of the case study. The model compares the
business process’ performance before and after the improvement on four dimen-
sions: cost, quality, time, and flexibility. Achieving maximum results on all
dimensions is unlikely as each dimension might contradict other dimensions and
thus often lead to trade-off that has to be made when streamlining a business
process.

One way to reveal lessons behind the success story is by confirming the case
with literatures regarding key success factors of business improvement project. For
this purpose, Trkman [8] proposed a framework which classified the success factors
into three distinct groups: contingency theory, dynamic capabilities and
task-technology fit.

The contingency theory focuses on fitness between the business process and the
business environment. Secondly, dynamic capabilities refer to continuous
improvement to assure sustained benefits from streamlining the business process.
Lastly, task-technology fit focuses on fitness between IT and the business process.

70.3 The Case Study

The case study is an initiative from Ubaya to streamline the process to issue letter of
assignment to lecturers who want to present his/her paper in a conference.
Although, this process is not a major process in the university, it plays a critical role
as paper publishing is an important task that needs to be done by every lecturer in a
university. The number of publication produced by a lecturer directly affects per-
formance appraisal of the lecturer, the lecturer’s department and the university.
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70.3.1 Analysis of the Previous Process

Legacy process to issue the letter of assignment in Ubaya involves the use of tradi-
tional paper based procedures with no suffice documentation procedure. The use of
paper forms has caused many redundant processes needs to be done by various
stakeholders. The redundancy and the nature of paper based systems contribute to the
lengthy time required to issue the letter of assignment. Figure 70.1 shows the flows of
the legacy process using the BPMN (i.e. Business Process Mapping Notation).

Further, the biggest problem with the legacy system occurred after the lecturer
accomplished the given assignment. Although data about published papers is
required by various units, there was no clear decision towards who and how should
the published paper be documented. Therefore, whenever data about publication is
required, unit which requires the data will conduct survey to all lecturers to gather
information about their publications. On top of that, important evidences regarding
the publications often went missing with no possible way to recover it.

70.3.2 Implementation of the New Process

Implementation of the new process is enabled through the use of IT. Aligned with
the university’s policy, the new system is built on open source technologies.
Database of the new system is designed using extended entity relationship diagram
and is modeled using the mySql Workbench 6.0. The system itself is embedded

Fig. 70.1 The legacy business processes
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within the university’s portal which is developed using PHP and MySQL server as
the database.

This process of optimization project was initiated by the Vice Rector of aca-
demic by gathering all stakeholders who often require the publication data and the
IT department which is expected to develop the required systems. One of the most
important decisions produced in the gathering is decision regarding authority of the
publication data which will be held by the center of research. Another important
decision is to streamline the business process using IT as a catalyst to solve various
issues of the old process. Figure 70.2 shows the new business process mapping.

All tasks in the new system were designed to be done using the university’s
portal including the generation of the signed letter of assignment. Signatures and
stamps of all deans and the vice rector were collected, scanned, and stored in the
server to be used to generate the letter of assignment. Approvers could review and
decide to accept or reject the proposed assignment via internet at their convenient
time and location. Further, the system also stores all necessary documentation
regarding the publications. Thus, publication data along with the related docu-
mentation can be easily accessed by any authorized stakeholders.

70.4 Results and Discussion

This section seeks to justify the case’s success using the four dimensions as
described in the literature review. Comparison of the old and new processes on each
dimension is described in Table 70.1.

Table 70.1 evidently shows that the new process is better than the old process on
all four dimensions. The new system is proven to be more cost effective, able to
deliver better stakeholders’ experience, able to provide a better quality of publi-
cation data, more cost effective and more flexible than the old processes. Therefore,

Fig. 70.2 The new business process
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the project to optimize the business process to issue the letter of assignment can be
considered as successful.

After confirming the case’s success, the Trkman’s framework of key success
factors in business process improvement will now be used to reveal how Ubaya
could successfully streamline the business process (see Table 70.2).

Table 70.2 shows that all success factors of business process improvement as
suggested by Trkman have occurred in the implementation of the new business
process as described in the case. This might answer how Ubaya could successfully
deliver the expected benefits from changing the business process to issue the letter
of assignment. Important remark to be learnt from this case is that although IT has
an essential role in business process improvement, investing in IT does not auto-
matically means guarantee performance improvements [10]. The key is to find a
proper level of IT investment to support the organization’s strategy.

70.5 Significance and Further Study

The case confirms that Trkman’s success factors framework can be used as a
guideline to implement a business process improvement project in a higher edu-
cation institution. It is hoped that such success story could provide insight to other
institutions who wish to leverage their performance.

Interesting direction for further study is measuring the necessity level of each
success factor. It is likely that some factors are more important than others. Such
ranking is crucial especially when it is not possible to satisfy all success factors and
thus need to sacrifice some less important success factors in order to satisfy the
more critical success factors.

Table 70.1 Comparison of the old and the new processes

Old Process New Process

Cost Requires application forms, Dean’s
secretary to write letter of assignment,
and effort to collect publication data

No application forms, letter of
assignment is generated by the system,
easy and instant access to publication
data

Quality No clear documentation procedures, no
publication database, frequent
redundant questionnaires about
publication irritates lecturers

Centralized publication database
available conveniently for any
authorized stakeholders, no publication
questionnaires

Time Days to get the letter of assignment
approved, weeks to collect publication
data from lecturers, hours to collect
publication documentation

Head of department, Dean, and Vice
Rector could approve immediately even
when they are out of office, instant
access to publication data

Flexibility Requires physical contacts for approval
and also physical contacts to reach
lecturers to collect publication data

Instant approval via internet,
publication data stored in server
available for authorized users at any
time
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70.6 Conclusions

The project done in this case is considered successful as the new process able to
produce significant improvements in all four dimensions: cost, quality, time, and
flexibility. Further analysis shows that the business process implementation in the
University of Surabaya satisfies all success factors in Trkman’s framework.
Compliance to all success factors in the framework explained how Ubaya able to
successfully completed the business process improvement project. Unfortunately,
there is no indication on level of each factor’s influence toward the project’s suc-
cess. Identification of each factor’s necessity is a good direction for further study as
it is important especially when the organization unable to satisfy all factors and thus
need to select the most important factors to be prioritized.

Table 70.2 Evidence of key success factors in the case

Contingency
theory

Strategic alignment: Publication is critical for lecturers to leverage their
carrier. The publication data is also required as a major indicator in the
university’s and department’s accreditation

Level of IT investment: Business owner in Ubaya should prepare a suffice
amount of investment based on the Directorate of Information System
advise to ensure appropriate level of IT investment

Performance measurement: as described in Table 70.1

Level of employee’s specialization: The new system eliminates the
existence of staff that specializes in writing letter of assignment and
collecting publication data.

Dynamic
capabilities

Organizational changes: The new system does not change existing
organizational structure but confirming the authority of publication data to
the center of research department

Appointment of process owners: All stakeholders were gathered to gain
consensus on how the new process ideally works. Progresses are reported
to gain feedback from all stakeholders

Implementation of proposed changes: The University preferred to
deliver quick wins by deploying several small projects. Project in this
paper’s case is the pilot project with several other sequencing projects

Use of a continuous improvement systems: Ubaya held regular cross
sectional meetings to ensure any units are aware of the latest regulations
and improvements

Task-Technology
fit

Processes standardization: Business process is agreed at the university
level to be applied consistently across all faculties

Informatization: The new system uses less paper but still allow user to
print any necessary documents when needed

Automation: The new system automatically generates the letter of
assignment after the Vice Rector approval

Training and employee’s empowerment: The new system is introduced
and trained to all representatives from faculty before officially launched
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Chapter 71
Design of Adventure Indonesian Folklore
Game

Kartika Gunadi, Liliana and Harvey Tjahjono

Abstract These days traditional thing has been left behind not only by adults but
also by children. One of them is folklore. It disappears because its package cannot
interest the people. It needs a better package that interests a lot of people, for
example game. The game took folklore theme that would teach the children about
morale values. This game was made based on PC game because electronic device
are increasingly in demand and with adventure game-based which is a game genre
that a lot of people like including the children. This game was made by Unity3D
which is can place the objects that we use easier. Besides, camera setting which is a
feature of Unity3D can make the setting of the 2D graphics easier. First of all, the
folklores need to be parted into the playable-part and the non-playable-part. In
playable-part, the player needs to solve some tasks to play the next folklore. In
non-playable-part, the game will show an animation. This folklore game can
interests the children to become a better person from the morale value. But, it is
hard to implement folklore into adventure game for some folklores. For example
Origin of Mahakam River’s Creek that has some complicated detail to express the
setting of the story.

Keywords Folklore � Adventure game � Unity3D � Mystical crocodile of Tami
River � Origin of Blue Lake � Origin of Mahakam River’s Creek � Origin of Toba
Lake � Timun Mas
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71.1 Introduction

The game is divided into two kinds, namely physical games and electronic games.
Physical games are games that are often played by children, such as jumping rope,
hide and seek, and so on. Electronic games are games played via electronic devices.
The emergence of electronic games originated from the invention of
Thomas T. Goldsmith Jr. and Estle Ray Mann [5].

One type of electronic games are computer games. There are several genres of
computer games, among which is action, role-playing games, adventure. Many
enthusiasts of every genre of the game, and not a few of them are still in the age of
the children.

Today, children more like modern games so things that are traditional folklore
are becoming obsolete or missing from the lives of childrenTherefore, it will be
made a game-themed folklore presented with the concept of adventure games that
can be attractive and understood by children.

71.2 Theory

71.2.1 Game

“According to John von Neumann and Oskar Morgenstern, the game consists of a
set of rules that establish competitive situation from two to several people or groups
by choosing a strategy that is built to maximize its own victory or to minimize the
win against” [8]. “Game is an application of the most widely used and enjoyed by
the users of today’s electronic media” [6].

PC game genres there are various kinds, one of which is a adventure game.
Adventure has a sense of adventure. Games in this genre focus on the game
plot/storyline [2]. The important things are to be part of the adven-ture games
include puzzles, storyline, dialogue between characters, and the purpose of the
game. Making the adventure game has several steps that need to be met in making
adventure game is a game writer, artist, and programmer.

Game writer is a part in making adventure games planned plot/storyline in the
game. Puzzles made in the game that also need to be designed so as to fit with the
storyline. In addition, game writer needs to plan the place settings, objects, char-
acters, and conversations in the story.

Artist is a part of the audio and visual design plan that supports the course of the
story in the game. Sound effects and good quality of graphics that can give satis-
faction to the game players [4].
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71.2.2 Unity 3D

Unity 3D is a cross-platform game engine. Unity can be used to create a game.
Unity can also be used to create a game that uses a web browser Unity web player
plug-in. Scripting features provided, supports 2 programming language, JavaScript
and C # [1, 3].

71.2.3 Folklore

Folklore is a story that circulated orally and passed down from generation to
generation that are traditional. In folklore contained beliefs and moral message.
Folklore there from various regions in Indonesia.

71.2.4 Origin of Lake Toba

Once, in North Sumatra, Indonesia, there lived a young wanderer. One day, he
arrived at a place that is beautiful and fertile landscape. In the vicinity there is a
clear river water. The young man was keen to settle in the place. Finally, he built a
modest house not far from the river. After building a house, the young man was
soon looking for a piece of land that is fertile for he planted various plants.

One day, coming home from the fields, the young man went to the river fishing.
Arriving at the river, he immediately threw the fishing line to the middle of the
river. He lifted and tossed back into the river fishing many times, but yet there is
also a fish that eat the bait. Finally he decided to stop fishing. However, when it was
about to draw his line, suddenly grabbed a fish. Quickly, he raised his fishing rather
far into the land that is not released into the river. With feelings of joy, he
immediately takes the fish into the basket of fish.

At home, the young man brought the fish to the kitchen. When about grilling
fish, it turns firewood supply has been exhausted. He was soon out firewood
underneath his house. What a surprise it after returning to the kitchen. Fish that are
stored in the bin is no longer there. He was even more surprised and confused. How
shocked he was when opening the door. He saw a girl. The girl also told the young
man he actually was an incarnation of fish brought in by the young man from the
river. He could not yet say anything, the girl spoke again to be allowed to stay in the
house. The young man and eventually allow the girl was living in his house.

After a few weeks of living together, the young man proposed to her to be his
wife. But the young man had to promise not to tell the origin of her as an incar-
nation of a fish to anybody. The young man agreed and swore. After the young man
took the oath, they were married. A year later, they were blessed with a son. They
care for and raise the child with attention and affection. However, due to the
excessive affection, the child becomes a spoiled child and idler.
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One day, the mother was feeling unwell. He also sent his son in order to deliver
the packages containing rice and grilled fish for his father. At first the boy refused,
but as the mother continues to force him, finally feeling annoyed with the boy that
deliver food. Along the way, the boy felt hungry. He stopped and opened it.
Greedily, he ate some rice and side dishes to the left just a little rice and fish meat
attached to the bones. He repacked the food and proceed to the field. Arriving at the
field, he immediately handed it to his father. The father was surprised when he saw
the contents of the package are only remains. He also hit his son and said that her
son was a child and his mother fish is an incarnation of a fish. Hearing the words of
his father, the boy immediately ran back to his home crying. At home, he imme-
diately complained to his mother. Mother was very sad to hear the complaint that
her son, because her husband had violated his oath with insults which bring origin.
Instantly she sent his son in ascend to the top of the hill.

Without question again, the boy immediately ran up the hill, not far from their
homes. When the child was up on the hillside, the mother immediately ran towards
the river. At that moment, the mother immediately jumped into the river and
suddenly turned into a big fish. Not long after, the river was flooded and the water
overflowed valley where the river flows. Eventually, it widespread waterlogging
and eventually turns into a huge lake. By the local community, the lake was called
Lake Toba [7].

71.2.5 Origin Creeks Mahakam

In the past, around the headwaters of the Mahakam River, there is a large cottage
inhabited by three brothers. The oldest brother of a girl named Siluq, two brothers
named Ayus, and the youngest, called Ongo. Siluq is a girl who likes to do bebelian
(traditional rituals) and bedewa (worship the gods) to find the magic. Meanwhile,
Ayus was a teenage boy who sloppy and meddlesome brother. Ayus have a great
body and strong. While the youngest are still in their teens do not have the expertise
except eating and sleeping.

On night, heavy rain fell all night, causing their roofs leak. Ayus and Ongo
intends to woods to look for leaves serdang to replace their damaged roofs. Before
leaving, Ayus told his brother that he would go looking for leaves serdang and
asked his sister to cook. Siluq undertakes brother’s request and ordered that the
younger siblings do not unscrew them from the forest pot on his return later.

When Ayus and Ongo set off into the woods, Siluq immediately took a few
leaves of rice to be cooked. After cleaning, the leaves of rice that she put in a pot
that has been filled with water. After that, she prays to god that cooked rice leaf was
turned into rice. By noon, Ayus and Ongo are back from the forest with leaves
serdang. Ayus went straight into the kitchen. He immediately opened the lid of the
pot. How shocked he was when he saw the pot in which there are only a few leaves
of rice and some other form of rice. Fear of getting caught by his sister, he quickly
closed it.
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Meanwhile, Siluq just finished bebelian, she opened the pot lid, she saw there are
still some remaining pieces of rice leaves. With the upset, she immediately
approached Ayus sitting resting beside their cottage. Siluqtold her brother that she
decided to stay near the center of the water so that it is free bebelian and bedewa
without disturbing anyone.

Before leaving, she took her favorite magic rooster. Then, Siluq went down to
the river downstream by using rafts. When looking at a raft carrying Siluq drove
over a rushing river flow, hurry Ayus ran about to dissuade his sister.Ayus then
took a large stone and threw it into the middle of the Mahakam River, forming a
dam. Raft carrying Siluq began to slow down. When Siluq arrived near the dam,
she ordered a magic male rooster crowed. Rooster powerful voice that was
immediately destroyed the dam. Siluq with her raft again drove towards down-
stream. Ayus not to be outdone, several times he raced ahead of her sister and make
the dam again even removing trees that form forest nipa in the river [7].

71.2.6 Timun Mas (Golden Cucumber)

Once, in a village in Central Java, there lived a middle-aged widow named Mbok
Srini. One night, in a dream she was visited by a giant creature who told him to go
into the forest where she usually look for firewood to take a parcel under a large
tree. When she awoke in the morning, Mbok Srini hardly believe her dream last
night. However, middle-aged woman was trying to ward off her doubts. Hopefully,
she rushed to the place designated by the giant. Arriving in the woods, she finds a
parcel under a big tree.The giant told Mbok Srini to immediately plant cucumber
seeds and Mbok Srini will get a girl. The giant advised if the child has grown up,
then Mbok Srini must submit the child because it’s going to be a giant meal. The
woman was immediately planted the cucumber seeds on her farm. Hopefully, every
day she took care of it with a good crop.

Two months later, the plant began to bear fruit. But strangely, the cucumber
plants bear fruit only one. The color was very different, which was golden brown.
When cucumber was ripe, Mbok Srini took it home. She found a baby girl who was
very pretty. She gave the name of the baby Timun Mas.

The next day, in the morning, set out Mbok Srini to the mountain. Once there,
she went directly to ascetics and express purpose of her arrival. Before long, the
hermit was carrying four small packets and giving it to MbokSrini. The hermit gave
four brackish each parcel that contains cucumber seeds, needles, salt and shrimp
paste. The hermit explained that if the giant was chasing him, Timun Mas should
disseminate the contents of the parcel. After receiving an explanation, Mbok Srini
brought the fourth package.

Two days later, the Giants came to collect his promise to Mbok Srini. He already
cannot wait to bring and eat meat Timun Mas. Before long, Timun Mas came out
and stood beside her mother. Seeing Timun Mas grown, the giant was getting
impatient want to eat immediately. When he tried to arrest her, Timun Mas the giant
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was chasing her. After running away, Timun Mas began to fatigue, while the giant
was getting closer. First, Timun Mas sow cucumber seeds given by her mother.
Miraculously, the surrounding forest suddenly turned into a cucumber field. In an
instant, cucumber stem the spread and wrapped around the body of the giant.
However, the giant was able to escape and return chasing Timun Mas. Cucumber
Mas immediately threw the package that contains the needle. In an instant, the
needle is changed into bamboo trees are tall and spiky. However, the giant was able
to pass through and continue to pursue Timun Mas, although his legs bloody
because the bamboo punctured. Seeing his efforts have not succeeded, Timun Mas
unwrapping a third containing salt and spread it. Instantly, the forests that have been
passed suddenly turned into a sea of vast and deep, but the giant still got through
with ease. Timun Mas began to worry, because the only weapon left one. With full
confidence, she threw the last bundle containing paste. Instantly, where the collapse
of the shrimp paste suddenly transformed into a sea of boiling mud. As a result, the
giant was plunged into it and was killed. Afterwards Timun Mas walked to her
cabin to meet her mother. Seeing her girl survived, Mbok Srini immediately say
thanks to God Almighty. Since then, Mbok Srini and Timun Mas live happily [7].

71.3 Design System

At the beginning of this game, we are told of a child with a gender appropriate
choice player. The child was in the library and found a book titled folk story
“5 Folklore Options”. Then suddenly they were sucked into the book. Then he saw
a piece of paper containing an article. “Complete the journey in 5 folklore and you
will be freed from this book”. He also saw a gate, and he follows the command that
is in the paper. After he entered the gate, will be shown a picture of the Indonesian
archipelago which has 5 points in some of the islands that show 5 folklore. Not all
the folk tales are open to play, but the stories should be played with a certain order.

If all the folklore that has been completed and 5 pieces of the puzzle has been
obtained, the child returned to the map. It will instantly appear light and the child
will be out of the book. As shown in Fig. 71.1.

71.4 Implementation and Testing

Game was tested with some testing to determine the smooth course of the game,
here some testing were conducted.

Testing in this section is divided into two terms. First performed on Ayus to
enable obstacle on the path traversed by Siluq and Ayus movement followed by the
child (Fig. 71.2). The second test conducted on Siluq running and destroy the
obstacles in front of him. In the second test was initially Siluq can not eliminate
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Fig. 71.1 Flowchart of game

Fig. 71.2 Pursuing Siluq in
river
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the object in front of him because the coordinates are not exactly the same as when
checking the object in front of him so that checks need to be carried out between the
x coordinate object—0.1f and coordinates x object plus 0.1f.

Testing in this section initially had trouble because the player should not be
allowed to take wood in the same tree. However, testing can be immediately
resolved by checking on each object tree so that the tree can be seen already timber
or not (Fig. 71.3).

71.5 Conclusion

Based on the testing, it can be concluded that the game still needs improvement in
terms of making it more attractive picture. This game needs the development of
interface design to make it more understandable to the user. It should be added AI
in this game making it more interesting and challenging for the user. In addition
there are some difficulties in the implementation of folklore into adventure games.
For example the story of the Magic Crocodile River Tami content of the story is too
simple that it is difficult to make a game of this story. Another story is the Origin of
the Mahakam River Children who have difficulty in creating appropriate view the
story as the details are complicated.
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Chapter 72
Measuring the Usage Level of the IE
Tools in SMEs Using Malcolm Baldrige
Scoring System

I. Nyoman Sutapa, Togas W.S. Panjaitan and Jani Rahardjo

Abstract The amount of Small and Medium Enterprises (SMEs) in Indonesia is
larger than large industries but possessed very low competitiveness. In many
countries, SMEs have a vital role in supporting the economy so should receive more
attention in order to sustain and support the economy of a country. SMEs need to
implement the Industrial Engineering (IE) tools from an early stage or planning,
process, and marketing that can improve customer satisfaction. Previous researches
already done to develop innovative management model to improve SMEs perfor-
mance using Malcolm Baldrige model but only measured some determinant factors
that have the effect on performance and not measured the usage level. This study
was done to get measurement models of the usage level of Industrial Engineering
Tools and Methods in SMEs. Measurement is to design a scoring system of usage
level at Planning and Design, Operation and Control, and Quality and Productivity
Improvement. Design method was done by determining the tools in each stage and
proceed with setting the usage level and score by using the Malcolm Baldrige
concept.

Keywords Scoring system � Planning and design tools � SMEs � Malcolm
Baldrige

72.1 Introduction

Small and Medium Enterprises (SMEs) have a crucial role for the economy of a
region like East Java, Indonesia, where economic growth is contributed by this
sector reached 46.37 % [1]. Small medium enterprises (SMEs), operate a major role
in national economies and considered as the machine for economic growth all over
the world [2]. After the local commercial become to the globalization of markets,
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SMEs will have many opportunities to deal business in integration with large-scale
enterprises. Based on the above data, it should be given more attention to the
development of SMEs in order to provide greater impact both in terms of economic
and social. SMEs are also seen to have great opportunities to increase their con-
tribution and be able to compete with advanced or large industries.

In the process leading to such conditions, SMEs encountered some obstacles,
among others, such as difficulty finding potential markets, business legality, simple
packaging, lack of capital, technology is still modest, family management, stan-
dardized operation is not optimal, innovation is still weak, and the market access
difficulties at international level [1]. One effort that can be done for SMEs is to use
Industrial Engineering tools and technique (IE tools) in support their performance,
in which large-scale industry already implemented it. An innovative management
model to improve SMEs performance has already developed in Thailand using
some performance measurement models, like Malcolm Baldrige model [3]. Their
models only measured some determinant factors that have the effect on SMEs
performance, but not measured the usage level. Therefore, it is necessary to conduct
research on how to measure the usage level of IE tools in SMEs. It is intended to be
able to have a guide in assessing the implementation and performance of SMEs.

72.2 Malcom Baldrige Scoring System

Malcolm Baldrige is one of the tools that have been widely applied in measuring the
performance of an organization. In the United State of America, there are awards for
the quality of performance that is named Malcolm Baldrige National Quality Award
(MNBQA) [4]. Where the purpose of the application of the Malcolm Baldrige is to
determine/measure the strength of which has been owned by an organization [4, 5].
The performance of each of these criteria is measured by using a score. Formulation
of the score obtained from the collection of the data compiled into a detailed list of
criteria that will be searched. Where the criteria by requiring qualitative answers
scoring system to quantitatively determine the results [6].

The draft scoring system is divided into several stages, namely: (1) determine the
types of tools that correspond to the stages to be measured, (2) the theories that
support these tools, (3) the theoretical conclusions based on the entire supporting
theory, (4) the operational definition, and (5) the level of usage of each tool based
on the concept of Malcolm Baldrige. Usage levels using a score ranging from 0 to
4. The concept of measurement is based on the level of completeness and con-
sistency of processes applied and the quantity and/or quality of the results.
Validation of the design is done through focus group discussion (FGD).
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72.3 Design of Industrial Engineering (IE) Tools
and Methods

72.3.1 Product Design

IE the basic tools needed in the design of products in SMEs is Quality Function
Deployment (QFD) [7, 8]. QFD is an effective management tool where consumer
expectations are used to design a process or to encourage the improvement of
product quality [9]. Furthermore, the stages on QFD is designing the product
characteristics that fit consumer’s needs, assess the characteristics that a top priority
for consumers to make a miniature of a product in accordance with consumer
demand, as well as conduct tests on products that have been made and improve the
quality of existing design.

Product design is the stage in which the transformation of consumer demand into
design quality to design a product that fits the needs of consumers, as well as testing
on such products to improve design quality. The operational definition of design
planning product is a product that will be produced by first researching/ensure the
requirements and priorities of consumers, the presence of competitors’ products, as
well as the technical and economic capabilities of the company, and in addition it
also conducted due diligence measures in the design of the design process. Scoring
system to assess the usage level of product design implementation is presented in
Table 72.1.

72.3.2 Planning and Inventory Control

IE the basic tools required in planning and inventory control in SMEs is Material
Requirement Planning (MRP), Master Production Schedule (MPS), Bill of material
(BOM), Economic Order Equation (EOQ), Reorder Point (ROP) and forecasting
[10, 11] to plan production. MRP to obtain components and the appropriate amount
at the right time and place. EOQ to adjust inventory to better efficiency, so that the

Tabel 72.1 Scoring system for product design usage level

Score Description

4 Have done the planning, market research, competitor research, technical and
economic analysis, and test the feasibility of the design

3 Most of the activity/stage design has been done

2 Approximately half activity/stage design is not done or done

1 Most of the activity/stage design is not done

0 Without planning, market research, competitor research, technical and economic
analysis, and Test the feasibility of the design. Design is completely determined by the
company without regard to consumers, competitors/market
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company supplies can run well. ROP is the reorder point necessary goods.
Forecasting is a technique to forecast future demand. Operational definitions for
planning and inventory control are SMEs can do the planning and control of raw
materials, auxiliary materials, semi-finished goods and finished goods before and
after production. Usage level scores for assessment tools can be seen in Table 72.2.

72.3.3 Planning and Production Control

Operation Process chart (OPC), Process Flowchart, charts Assembly, and the
scheduling method is IE the basic tools needed in the planning and production
control in SMEs [11, 12]. OPC is an operation process map depicting the work
steps and checks from beginning to end. Process flow chart shows the process
flowchart. Assembly chart is a map that describes the steps the assembly process
from beginning to end. The scheduling method is a method to set the order of
job/product that will run in a system. So that an operational definition for Planning
and Production Control is a production process that aims to produce a product that
has stages that must be passed from the start of production until after production,
where there is an inspection activity to maintain that no defective products that pass.
Scoring system to assess the usage level of Planning and Production Control
implementation is presented in Table 72.3.

Table 72.2 Scoring system for inventory control and planning usage level

Score Description

4 Implement properly and consistently 5 or more tools. Examples using BOM, MRP,
MPS, ROP and forecasting

3 Implement properly and consistently to four tools such as using BOM, MRP, MPS
and ROP

2 Applying 3 using a tool such as BOM, MRP and ROP

1 Applying only one or two tools, among others, BOM and MRP

0 Applying only a few tools but inconsistent or no clear standards

Table 72.3 Scoring system for planning and production control usage level

Score Description

4 Implement properly and consistently to four tools or more. (ex. OPC, process flow and
assembly chart, method of scheduling)

3 Implement properly and consistently 3 tools. (ex. OPC, process flow and assembly
chart)

2 Implement properly and consistently 2 tools. (ex. using OPC, process flow charts)

1 Applying just one tool. (ex. OPC)

0 Do with inconsistent or no clear standards.
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72.3.4 Quality Control

Seven tools is one of the basic tools needed IE in quality control in SMEs. Seven tool
itself consists of check sheet, scatter diagrams, Pareto diagrams, fishbone diagrams,
histograms, control charts, flowcharts, quality plan and sampling [11–14].

Checksheet is a tool to record every product passes and handicapped. Scatter
diagram to see the correlation/cause of disability. Pareto diagram is a diagram that
illustrates the main problem according to its weight. Fishbone diagram to see the
potential root cause of quality problems. The histogram is a distribution diagram of
disability. Control charts are charts acceptance limit. Flowchart is an overview
process flow. A quality plan is planning to control the quality of the product. SMEs
are also required to keep records of actual disability and examine the existing
discrepancy to find the root causes of quality. Usage level scores can be seen in
Table 72.4.

72.3.5 Cost Control

IE tools needed to control costs are the tools that used to determine the cost of
production (HPP) [12, 15, 16]. HPP is a calculation of the total cost of a product.
The costs are included in HPP production and non-production costs. Production
costs include material costs, overhead costs and direct labor cost. Non-production
costs include indirect labor. Operational definitions to control costs is to control
operating costs in order to avoid swelling, as well as the price for each product, can
be kept to a minimum. Usage level scores for assessment tools can be seen in
Table 72.5.

Table 72.4 Scoring system for quality control usage level

Score Description

4 Has the quality characteristics, noting that the products do not fit the characteristics of
quality, knowing the cause of nonconforming product, and determine the root cause

3 Do 3 points. (ex. has the quality characteristics, determine the cause of
nonconforming product, and determine the root of the problem)

2 Do 2 points. (ex. quality characteristics, determine the cause of nonconforming
product)

1 Doing 1 point. (ex. only has the quality characteristics)

0 Does not have the characteristics of quality, did not record a product that does not fit
with the quality characteristics, not know the cause of nonconforming product and the
root of the problem
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72.3.6 Maintenance

IE the basic tools needed in the maintenance of working tools or machines in SMBs
is total productive maintenance (TPM) [14, 15]. TPM is a system of maintenance
and repairs on the machine or equipment. TPM is designed to prevent losses due to
the cessation of production activities. The purpose of the TPM is to optimize the
overall efficiency of production systems through maintenance and repair activities
are organized. Operational definitions for maintenance work tools are able to reduce
losses due to production activities. In addition, the improvement involving all
divisions and employees up to the top management (Table 72.6).

72.3.7 Product Quality Improvement Tools

Quality improvement is a process that requires unity in the company to be able to
develop activities and take decisions for the use of quality tools. The development
of quality can be applied to several aspects, such as the quality of the products
produced and the quality of the service to consumers [13, 17].

Table 72.5 Scoring System for cost control usage level

Score Description

4 Applying standard definition cost, noting the actual production costs, comparing
actual costs and standards, and can determine the cause of cost overruns

3 Just do 3 points. Ex.: Perform only standard definition cost, noting the actual
production costs, comparing actual and standard

2 Just do 2 points. Ex.: Perform only standard definition cost, noting the actual
production costs

1 Only 1 point. Ex.: only consider material costs alone

0 Not doing standard definition cost, does not record the actual production costs, does
not compare with the actual standards, and can not know the cause of the cost
overruns

Table 72.6 Scoring system for maintenance usage level

Score Description

4 Identifying, recording records, analysis, planning improvements and monitor and
work tools are always ready to use

3 Identifying, recording records, analysis, planning and monitoring improvement.
However, sometimes working tools ready

2 Identifying, recording records, analysis. But no improvement planning and
monitoring, so that the working tools are sometimes not ready

1 Identifying, recording records, analysis. But no improvement planning and
monitoring, so that the working tools are often not ready

0 Just to identify it and work tools are very often not ready
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IE the basic tools needed by SMEs in improving the quality of products is the
method of DMAIC (define, measure, analyze, improvement, and control) [12, 14].
Define is the first step to identify problems that occur in the production process.
Measure the measurement phase is to evaluate the quality level of product quality to
the specified goals. Analyze is the stage of identifying the root cause of the problem
is based on the measurement results. Improvement is the stage of implementation of
an alternative solution to improve product quality. Control is the stage monitoring
quality improvement process to fit the purpose. The operational definition of pro-
duct quality improvement is to improve the quality by identifying problems, per-
form measurements, analyze, make improvements, and controlling. Usage level
scores for assessment tools can be seen in Table 72.7.

72.3.8 Service Quality Improvement Tools

IE tools need basis SMEs in improving the quality of customer service is the Voice
of the Customer (VOC), Importance Performance Analysis (IPA), and Service
Quality [18–20].

VOC is a tool to capture preferences, reluctance, and customer expectations for a
given product. IPA is a research technique to analyze the attitude of the interest or
consumer satisfaction with the services received. Service Quality by Parasuraman is
an empirical model to compare the performance of quality of service with customer
service quality needs. The operational definition of service quality improvement is
to figure out or investigate needs and customer response to the product.

These tools also perform the priority of customer needs to be based on its
importance, evaluate products and make improvements. Furthermore, customers
will have more confidence in the products produced, this is evidenced by the
emergence of a new customer or customer loyalty. Usage level scores for assess-
ment tools can be seen in Table 72.8.

Table 72.7 Scoring system for product quality improvement usage level

Score Description

4 Doing all stages ranging from determining the quality problems, disability
measurements, analyze, and implement improvements, as well as control the results of
the improvements made

3 Determining the quality problems, the measurement of disability, to perform the
analysis of disability

2 Determining the quality problems to the measurement of disability that occurs

1 Only at the stage of determining or finding product quality problems

0 Not once did the stages of product quality improvement
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72.3.9 Productivity Improvement Tools

IE the basic tools needed to increase the productivity of SMEs is the maintenance
increased competence and motivation of employees [12, 14, 17]. This improvement
can be done with several functions, namely: (1) the procurement function is to
determine the type or quality of employees and the amount needed. (2) the function
of development is to improve the technical skills, theoretical, conceptual, and
morale of employees in accordance with the needs of job or position through
education and training. (3) the function of compensation is to provide fringe ben-
efits, tangible money or another reward in accordance sacrifice or employee con-
tributions. (4) maintenance function is to maintain or improve the physical, mental,
attitude of employees to remain loyal and productive work to support the
achievement of corporate objectives. Increased employee productivity can be
interpreted in terms of the preliminary determination to recruit, develop skills,
provide compensation, and maintain the condition of the employee to support
productivity. The operational definition increase employee productivity, namely the
recruitment of employees in accordance with the job specification, assessing
employee performance, providing special programs or incentives for employees,
and provide assurance of safety of employees. Usage level scores for assessment
tools can be seen in Table 72.9.

Table 72.8 Scoring system for services quality improvement usage level

Score Description

4 Doing all stages of improving the quality of customer service (to find out, prioritizing,
evaluation and improvement) by taking into account constraints or limitations that
exist, such as employee salaries, facilities company, HR

3 Doing improvement by finding out the needs of consumers, carry out priority attention
to the existing constraints

2 Doing improvement by finding out the needs of consumers just by observing the
existing constraints

1 Doing improvement without finding out the needs of consumers

0 Do not do all the stages in an effort to improve the quality of customer service

Table 72.9 Scoring System for productivity improvement usage level

Score Description

4 Recruiting employees in accordance job specification, assessing employee
performance, providing special programs, and provide assurance of safety

3 Recruiting employees in accordance job specification, conduct performance appraisals
of employees, and provide special programs for employees

2 Recruiting employees in accordance job specification and assessing employee
performance

1 Only the recruitment of employees according to job specification

0 Do not do these four points at all, even without regard to recruitment job specification
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72.4 Conclusion

This study attempted to obtain usage level assessment scheme of Industrial
Engineering (IE) tools and methods at any stage or process that occurs in SMEs.
Based on previous theories and researches on IE implementation, from this research
can develop nine kinds of schemes like Product Design, Planning and Inventory
Control, Planning and Production Control, Quality Control, Cost Control,
Maintenance, Product Quality Improvement Tools, and Service Quality
Improvement Tools that represent the three major stages (Planning and Design,
Operation and Control, and Quality and Productivity Improvement) in the running
industry especially SMEs.
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Chapter 73
Enumeration and Generation Aspects
of Tribonacci Strings

Maukar, Asep Juarna and Djati Kerami

Abstract Fibonacci string has been widely used as object of combinatorial studies
by researchers. This research discusses some aspects of combinatorial Tribonacci
strings, beginning with enumerating aspects that define the relationship between the
length of the Tribonacci string (|t|) and the number of Tribonacci strings with length
(|Tn|), where t 2 Tn. These results are formulated in the form of recurrence rela-
tions. The next aspect is the generation to develop a formulation of recurrence
relation generating Tribonacci string following lexicographical order, and identify
some properties of this relation. On the enumeration aspect, the recurrence relation
that describes the relationship between the number of Tribonacci strings and
Tribonacci string length is generated. On the generation aspect, the recurrence
relation to generate the Tribonacci string according to lexicographical order is
formed. Specifically, results from the generation aspect is very useful as a basis for
the formation of Gray codes and give variation to the theory of coding.

Keywords Enumeration � Fibonacci string � Generation � Tribonacci number �
Tribonacci string � Recurrence relation

73.1 Introduction

Some research has associated with the Fibonacci, among others, can be seen from
the writings of [1–5]. In this case, Fibonacci was viewed as a string that is the object
of Combinatorics. As it known that Combinatorics is a part of mathematics which
studies the structure of discrete, referred to as Combinatorial objects (or objects).
Combinatorial objects are often referred to by the term Combinatorial class
(or classes). Research in the field of Combinatorics has some aspects, among others:
counting (counting) or enumeration (enumeration), generation or generation
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(generation), registration or listing, Ranking and Unranking, and the nature of the
Hamiltonian.

The background of this research is the research conducted by Kenji Mikawa [6],
and Vajnovszki [7–9]. The object of their research is about Fibonacci string.
Fibonacci string is a string in which there is no shape or pattern of a substring 11.
These research take a combinatorics class which is a family of Fibonacci, namely
Tribonacci. If Fibonacci uses the involvement of 2 objects before, then Tribonacci
uses the involvement 3 objects before.

Until now, there have been several studies related to the Tribonacci numbers.
Among other things have done by: Jonas Siurys; Eun Mi Choi; Zhengang Li
Jianghua, Wu1, and Han Zhang; Nurettin Irmak, and Murat Alp; Lexter r.
Natividad, and Paola b. Policarpio; and Dumitriu. I. Their research results can be
seen on the following writings [10–16].

If Fibonacci string is defined as a binary string where there is no substring or
pattern form 11, then the Tribonacci string is defined as a string of binary which
contains no shape or pattern subtring 111. Here are examples of the Tribonacci
strings: 110, 011, 00110, 10110, 011010011, and these are not Tribonacci strings
111, 0111, 010111, 1010111.

73.2 Methods

The scope of this research consists of two aspects, namely the aspects of enumeration
and aspects of generation. On the enumeration aspects, the activities are researching
how the shape of the relationship between numbers and strings of Tribonacci.
Whether it can be formulated in the form of recurrence relation to describe the rela-
tionship between them. If possible, then the kind of recurrence relations was formed.
On these aspects, research is managed to formulate a recurrence relations intended.
Mathematically proof is done to guarantee the truth of what has been produced.

The main activities of the generation aspect is doing observation to know if the
recurrence relations could be developed to generate or stir up a Tribonacci string
sequence meets the criteria leksikografis. Further research is also done on some of
the properties owned by the recurrence relations. All the properties that are suc-
cessfully identified on this aspect have been proven mathematically to guarantee the
truth of what has been produced.

73.3 Results and Discussion

Some of the terminologies below are used in this research:

• String S is a sequence zero or more symbol a, where a 2 alphabet ∑. If
∑ = {0,1} then called binary alphabet that form binary string.

660 Maukar et al.



• Strings that was formed from binary alphabet B {0,1}, which is not include
substring 111 called Tribonacci strings.

• The variable used to determine the length of the string is n.
• The set of all strings that are formed from the binary alphabet ∑ with length n is

Bn.
• The set of Tribonacci strings with length n is Tn.
• The number of Tribonacci strings with length n is |Tn|.
• If t is a variable which represent a string, then t is element of Tn or writes t 2 Tn.
• If t is a string element of Tn (t 2 Tn), then |t| is length of string t.

73.3.1 Enumeration Aspect

Enumeration of Tribonacci strings is conducted to know the number of Tribonacci
strings with length n called |Tn|. If a binary string with length n called |Bn| and
Tribonacci numbers nth called BTn, then it can be ascertained that |Tn| ≤ |Bn|, and |
Tn| = BTn. From the observations, we find:

• For n = 1, then B1 = {0,1}. Because 8b 2 B1, b 2 T1, so | T1| = 2.
• For n = 2, then B2 = {00,01,10,11}. Because 8b 2 B2, b 2 T2, so | T2| = 4.
• For n = 3, then B3 = {000, 001, 010, 011, 100, 101, 110, 111}. Because 9b 2 B3,

b 2 T3, so | T3| = 7, b = {000, 001, 010, 011, 100, 101, 110}.
• For n = 4, then B4 = {0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111, 1000,

1001, 1010, 1011, 1100, 1101, 1110, 1111}. Because 9b 2 B4, b 2 T4, so
|T4| = 13, b = {0000, 0001, 0010, 0011, 0100, 0101, 0110, 1000, 1001, 1010,
1011, 1100, 1101}.

Recurrence relations are deduced from the results of the observation above as
follows:

Tnj j ¼
2 if n ¼ 1
4 if n ¼ 2
7 if n ¼ 3
Tn�1j j þ Tn�2j j þ Tn�3j j if n[ 3

8

>

>

<

>

>

:

ð73:1Þ

73.3.2 Generation Aspect

From recurrence relation in Eq. (73.1) can be seen that, if string 0, 10, or 110
connate with T formerly, it will not generate an element that contains the substring
111. But when a string of 1110 11110 111110, 11111…0 connate with T formerly,
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then it can certainly contain the substring 111 and of course it’s not Tribonacci
strings.

If we want to get string Tribonacci Tn, then it should be connate operation
between string 0 with Tn-1, so the retrieved t 2 Tn, and can be written: 0 Tn-1 = t1,
where t1 2 Tn-1. If t2 2 0 � Tn�2, then |t1| = |t2|. The same thing can be seen if string
10 connate with Tn-2, and string 110 connate with Tn-3, and can be written as follow:
10 � Tn�2 ¼ t3, where t3 2 Tn-2. If t4 2 0 � Tn�2, then |t3| = |t4|; 110 � Tn�3 ¼ t5,
where t5 2 Tn-3. If t6 2 10 � Tn�2, then |t5| = |t6|. So it can be concluded that:

i. For n = 1 and 2, Tn = Bn

ii. For n = 3, Tn = Bn – {111}; T3 ¼ 0 � T2[10 � T1[110.
iii. For n = 4, Tn = Bn – {0111,1110,1111};

T4 ¼ 0 � T3[10 � T2[110 � T1
Thus for n > 3 can be formulated as follows:

Tn ¼ 0 � Tn�1[10 � Tn�2[110 � Tn�3 ð73:2Þ

Recurrence relation that was successfully developed in the enumeration aspect as
follows:

Tn ¼
0; 1½ � if n ¼ 1
00; 01; 10; 11½ � if n ¼ 2
000; 001; 010; 011; 100; 101; 110½ � if n ¼ 3
0 � Tn�1[110 � Tn�2[110 � Tn�3½ � if n[ 3

8

>

>

<

>

>

:

ð73:4Þ

Proofing of Eq. (73.4), as follows:

Proof Clearly that for a Tribonacci strings with length n ≤ 3, recurrence
relations Eq. 73.4 is true. Next to prove that recurrance relation 73.2 is true, note the
process of formation of the Tribonacci strings with length n = 4 is called T4. T4 was
formed from Tribonacci strings with length 3, 2 and 1, where:

• Tribonacci strings with length 3 are: T3 = {000,001,010,011,100,101,110}
• Tribonacci strings with length 2 are: T2 = {00,01,10,11}
• Tribonacci strings with length 1 are: T1 = {0,1}

So that T4 = T3[T2 [ T1.
If known set of string T4.1 is string 0 concated with T3, so:

T4:1 ¼ 0 � T3
¼ f0000; 0001; 0010; 0011; 0100; 0101; 0110g
2 Tn
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Note that, if 8t 2 T4.1, then t 2 T4. This indicates that all strings in T4.1 are
Tribonacci strings with length 4. But if string 1 connated with T3 then retrieved T4.2,
as follow:

T4:2 ¼ 1 � T3
¼ f1000; 1001; 1010; 1011; 1100; 1101; 1110g

Note that, 9t not 2 Tn, i.e. 1110
If assumed,

T4:2:1 ¼ T4:2�f1110g
¼ f1000; 1001; 1010; 1011; 1100; 1101g

Clearly that, 8t 2 T4.2.1, then t 2 T4, and of course 8t 2 T4, then t 2 Tn. Note that
if assumed

T4:2:2 ¼ f1000; 1001; 1010; 1011g

It is clear that,

T4:2:2 ¼ 10 � T2
¼ f1000; 1001; 1010; 1011g � T4

Similarly, if it is assumed

T4:2:3 ¼ f1100; 1101g

so it is clear that,

T4:2:3 ¼ 110 � T1
¼ f1100; 1101g � T4

Note that if 8t1 2 T4.1, 8t2 2 T4.2.2, and 8t3 2 T4.2.3, then 8t1, t2, t3 2 T4. This can
be shown as follows:

T4 ¼ T4:1[T4:2:2[T4:2:3
¼ f0000; 0001; 0010; 0011; 0100; 0101; 0110; 1000; 1001; 1010; 1011; 1100; 1101g:

Clearly visible that all of the elements T4 included in Tribonacci strings are
formed by the following relation: T4 = T1[T2 [T3. Likewise for,

T5 ¼ 0 � T4[1 � T4
¼ 0 � T4[10 � T3[110 � T2
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Assuming that n = 3k is true, then it is shown that for n = 3k + 1 is also true,

T3kþ 1 ¼ 0 � T3k[10 � T3k�1[110 � T3k�2

0 � T3k ¼ 0 � f000
|{z}

3

. . .000

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

k

; . . .; 110
|{z}

3

. . .110

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

k
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Ta

g

10 � T3k�1 ¼ 1 � f000
|{z}

3

. . .000 � 000
|{z}

3
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

k�1

; . . .; 110
|{z}

3

. . .110 � 011
|{z}

3
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

k�1
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Tb

g

110 � T3k�2 ¼ 1 � f000
|{z}

3

. . .000 � 110
|{z}

3
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

k�1

; . . .; 110
|{z}

3

. . .110 � 101
|{z}

3
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

k�1
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Tc

g

It can be seen that if 8t 2 Tβ, then t 2 Tα; and if 8t 2 Tγ, then t 2 Tα. It is easily
seen that Tα = T3k.

To conduct observations of recurrence relation 73.4, needs to be defined as
follows:

If X 2 T and X = x1, x2,…, xn then,
Xp = X1, X2, .., Xp and Xq = x1, x2,…, xq, where p, q, n positif integer and q < n.
Furthermore, the results of observations against recurrence relation 73.4 have

some properties as follows:

i. Lemma: The first string generated by the recurrence relation is First(Tn) = (0)n

ii. Lemma: The last string generated by the recurrence relation is Last
(Tn) = (110)(n div 3) (110)(n mod 3)

iii. Theorem: Recurrence relation is exhaustive (no repetition and no one is
missing).

Proof Lemma: The first string generated by the recurrence relation is First
(Tn) = (0)n. Proofing Lemma using mathematical induction techniques. It is clear
that lemma is worth right for n = 1, where T1 = 01 = 0. If it is assumed that lemma is
worth right for n = k, then is proofed that lemma is also true for n = k + 1. If n = k
true, then FirstðTkþ 1Þ ¼ 0kþ 1 ¼ 0k þ 01 ¼ 000. . .0

|fflfflfflffl{zfflfflfflffl}

k

� 0
|{z}

1

.

Plain to see that the first string with length (3k + 1) is formed from the string
connate operating between string with length 3k and 0.

Proof Lemma: The last string is generated by the recurrence relation is Last
(Tn) = (110)(n div 3) (110)(n mod 3). Proofing Lemma using mathematical induction
techniques. It is clear that lemma is worth right for n ≤ 3. If it is assumed that
lemma is worth right for n = 3k, then proofed that lemma is also true for n = 3k + 1.
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If n = 3k true, then

LastðT3kþ 1Þ ¼ ð110Þð3kþ 1Þdiv3ð110Þð3kþ 1Þmod3

¼ ð110Þkð110Þ1
¼ 110

|{z}

1

� 110
|{z}

2

. . . 110
|{z}

k

�1

¼ 110
|{z}

1

� 110
|{z}

2

. . . 110
|{z}

k
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

3k

� 1
|{z}

1

Certainly looks that last string with length (3k + 1) was formed from the
operation connate between string with length 3k and string 1, i.e. (110)k (110)1.

Proof Theorem: Recurrence relation is exhaustive (no repetition and no one is
missing). Note again the relation recurrence 73.2. For n ≤ 3 it is clear that the
existing string is always different and complete. It is known that T3n = 0T3n-1 [
10T3n-2 [ 110T3n-3. It is clear that every string that is in T3n-1, T3n-2, T3n-3 no
repetition and no string is missing. Thus to prove that T3n is the new set of strings
that form has a different string and no missing, have to proof 2 interfaces, namely:

i. 0 � Last T3n�1ð Þ and 10 � First T3n�2ð Þ
ii. 10 � Last T3n�2ð Þ and 110 � First T3n�3ð Þ
The discussion started from the first interface, 0 � Last T3n�1ð Þ and 10 �

First T3n�2ð Þ: Suppose a1 ¼ �Last T3n�1ð Þ and a2 ¼ 10 � First T3n�2ð Þ. Note that,

a1 ¼ 0 � LastðT3n�1Þ
¼ 0

|{z}

a11

� 110. . .110 � 11
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

a12

ð73:5Þ

and,

a2 ¼ 10 � FirstðT3n�2Þ
¼ 10 � 0. . .0

|ffl{zffl}

3n�2

¼ 1 � 0. . .0
|ffl{zffl}

3n�1

¼ 1
|{z}

a21

� 0. . .0
|ffl{zffl}

a22

ð73:6Þ

From Eqs. 73.5 and 73.6 can be seen that,

a12 6¼ a22 and a11 6¼ a21

Then it can be ascertained

a1 6¼ a2
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Further discussion for the second interface, i.e. 10∘Last(T3n-2) and 110∘First
(T3n-3). Suppose β1 = 10∘Last(T3n-2) and β2 = 110∘First(T3n-3).

b1 ¼ 10 � LastðT3n�2Þ
¼ 1 � 0 � 110. . .110 � 1

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

3n�2

¼ 1
|{z}

b11

� 0 � 110. . .110 � 1
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

b12

ð73:7Þ

and

b2 ¼ 110 � FirstðT3n�3Þ
¼ 110 � 0. . .0

|ffl{zffl}

3n�3

¼ 1
|{z}

b21

� 1 � 0 � 0. . .0
|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

b22

ð73:8Þ

From Eqs. 73.7 and 73.8 can be seen that, β12 ≠ β22 and β11 ≠ β21. Then it can be
ascertained β1 ≠ β2. So it can be proofed that the recurrence relation is exhaustive
(no repetition and no one is missing).

73.4 Conclusions

Some conclusions and suggestions that can be drawn from this research are as
follows. On the enumeration aspect, the research successfully demonstrates the
relationship between the Tribonacci numbers nth and the number of strings with
strings length n, which can be formulated in the form of reccurance relation 73.1

On the generation aspect, research form reccurance relation to produce
Tribonacci strings with string length n, where n ≥ 1, which can be formulated in the
form of reccurance relation 73.4. This aspect also successfully introduce two2
lemmas dan 1 theorem associated with Tribonacci strings,

This research can continued by developing reccurance relation for the estab-
lishment of Gray code for Tribonacci strings, and observing the properties of the
Gray code. So the overall research can contribute to the field of coding theory.
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Chapter 74
A Leukocyte Detection System Using Scale
Invariant Feature Transform Method

Lina and Budi Dharmawan

Abstract This paper describes an automatic detection and recognition system of
leukocytes on a given microscopic image. The developed system detects the
locations of leukocytes from a blood cell image. After the automatic detection, the
system classifies each leukocyte in one of the five categories (neutrophils, eosi-
nophils, basophils, lymphocytes, and monocytes). The system processes an input
image with the Scale Invariant Feature Transform (SIFT) algorithm for leukocyte
detection. Meanwhile, two different recognition methods, i.e. the Euclidean dis-
tance and the Co-occurrence matrix methods are applied for automatic recognition.
The combination of detection and recognition approaches provide the optimal
recognition accuracies for almost all leukocyte types.

Keywords Leukocyte detection � Leukocyte recognition � Microscopic image �
Scale invariant feature transform

74.1 Introduction

Blood is a bodily fluid that delivers nutrients and oxygen to cells. The analysis of
blood cells can be used to detect blood disorder or to determine the presence of
infectious diseases in human body. In order to identify the hematopoietic system
disorders, hematologists need to perform the blood cells identification and counting
for every blood elements, such as the erythrocytes (red cells), leukocytes (white
cells), and platelets [1]. Since the task is very tedious and really time consuming, an
automatic blood detection and recognition system is really helpful.

Several researchers have proposed various methods to detect and recognize the
blood cells, such as the Support Vector Machine method [2] and EM algorithm [3].
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However, the recognition systems have not been tested for blood cells that were
influenced by rotation or illumination effects after the segmentation process.

In this paper, an automatic leukocyte detection system that can detect the white
blood cell locations from microscopic images is developed. The proposed system
works based on the Scale Invariant Feature Transform (SIFT) method. First, the
system detects the white blood cells locations using the SIFT method, then the
system crops the images which contains the region of interest. After the automatic
detection and cropping, the system will recognize the leukocyte type using two
different recognition methods: (1) the distance based recognition system using the
Euclidean distance method, and (2) the color based recognition system using the
co-occurrence matrix method.

The remainder of this paper is organized as follows. In Sect. 74.2, the proposed
leukocyte detection system based on SIFT algorithm is explained. Section 74.3
presents the leukocyte recognition system, while Sect. 74.4 describes the experi-
mental setup and results. Finally, the conclusion is presented in Sect. 74.5.

74.2 Leukocyte Detection System

In the proposed system, the Scale Invariant Feature Transform (SIFT) method is
applied to detect the leukocytes from the captured microscopic images. The SIFT
algorithm, developed by Lowe [4] is an algorithm for image features generation
which are invariant to image translation, scaling, rotation and partially invariant to
illumination changes and affine projection. The steps for defining the SIFT image
features are as follows: (1) Scale space construction, (2) Keypoint localization,
(3) Orientation assignment, (4) Keypoint descriptor.

First, the system creates a scale space from the input images by calculating the
Difference of Gaussian (DoG) using the Gaussian kernel. This step is necessary as
an input image may consist unnecessary details for detection or recognition pro-
cesses. Therefore it is important to identify locations and scales that contain only
the region of interest from an image. The first step for detecting locations that are
invariant to scale changes is by constructing a continuous function of scale, known
as the scale space. The scale space of an image is defined as a function,
Lðx; y; rÞ ¼ Gðx; y; rÞ � Iðx; yÞ, that is produced from the convolution of a
variable-scale Gaussian G(x,y,σ), with an input image I(x,y).

To build the DoG pyramid, the input image is convolved iteratively with the
Gaussian kernel. The last convolved image is down-sampled in each image
direction by factor of 2, and the convolving process is repeated [4]. Each collection
of images of the same size are then build together the so-called Gaussian pyramid,
which is represented by a 3D function. The DoG pyramid is computed from the
difference of each two nearby images in Gaussian pyramid.

The next step is to define keypoints. Keypoints are pixels from an image which
have constant values for scaling, rotation, blurring, and illumination changes.
Keypoint construction is done by finding the local extrema (maxima or minima) of
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DoG function. The local extrema are detected by comparing each pixel with its
neighbors in the scale space. If the pixel value is higher or lower than the maxima or
minima, then the pixel becomes the candidate for being a keypoint. The DoG
function will have a strong response along edges, even if the location along the
edge is poorly determined and therefore unstable to small amounts of noise.

Further, keypoints are important to be localized. In keypoint localization,
a threshold cutting is applied on simple contrast value for each keypoint. The low
contrast feature points are generally less reliable than high contrast feature points.
The keypoints are selected only if they are larger than all of these neighbors or
smaller than all of them. To improve the stability of matching, the points that have
low contrast or are poorly localized along an edge are rejected.

After the thresholding step, the system performs the corner detection process.
Harris corner detection algorithm is realized by calculating each pixel’s gradient
[5]. If the absolute gradient values in two directions are both great, then judge the
pixel as a corner.Once the SIFT feature location is determined, a main orientation is
assigned to each feature based on local image gradients. For each pixel of the region
around the feature location the gradient magnitude and orientation are computed
using m(x,y) and θ(x,y) [6].

Finally, the region around a keypoint is divided into 4 × 4 boxes. The gradient
magnitudes and orientations within each box are computed and weighted by
appropriate Gaussian window, and the coordinate of each pixel and its gradient
orientation are rotated relative to the keypoints orientation. Then, for each box an
8 bins orientation histogram is established. From the 16 obtained orientation his-
tograms, a 128 dimensional vector (SIFT-descriptor) is built.

74.3 Leukocyte Recognition System

For the recognition system, two methods are applied to the system: (1) the distance
based recognition system using the Euclidean distance method, and (2) the color
based recognition system using the co-occurrence matrix method. In the Euclidean
distance based recognition system, the dissimilarities between the testing and
training feature vectors are calculated [7]. Meanwhile, in the color based recogni-
tion system using the co-occurrence matrix method, the co-occurrence matrix is
constructed by clustering the gray-scale values of an image. Such matrix is derived
from the angular relationship between the neighboring pixels as well as the dis-
tances between them. The higher the color intensity of an image, the larger size of
co-occurrence matrix can be obtained. First, the probability value p(i,j) of the color
frequency f(i,j) of index pair i and j is calculated. Then, the Haralick features are
obtained by processing the probability values of the co-occurrence matrix. Five
characteristic features are processed in the proposed system, i.e. entropy, contrast,
homogeneity, energy, and correlation [7].
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74.4 Experiments

This section describes the experiments conducted for the proposed leukocyte
detection and recognition system using the Scale Invariant Feature
Transformmethod. We developed our own database, called the FTI-Untar blood
cells database, which consists of a total of 183 blood cell images with 112 neu-
trophils images, 37 lymphocytes images, 21 monocytes images, 10 eosinophils
images, and 3 basophils images. The images were taken using a digital camera with
1600 × 1200 pixels that was attached to a microscope. Figure 74.1 shows the
samples of blood cell images used in the experiments.

First, we evaluated the performance of the SIFT method for detecting the
leukocytes as shown in Table 74.1. Next, we tested the system with various lighting
conditions. The natural lighting means the condition where images were taken with
microscope standard lighting, while darken and brighten effects were done by

Type:

Neutrophil 

Eosinophil 

Basophil 

Lymphocyte 

Monocyte

Blood cell 
images

Cropped 
leukocyte 

images

Cropped images 
with 10% darken 
lighting effects

Cropped images 
with 10% brighten 

lighting effects

Fig. 74.1 The image samples of white blood cells used in the experiments

Table 74.1 The detection
results using SIFT method

Blood cell
type

Σ data Σ training Σ testing Accuracy (%)

Neutrophil 112 67 45 86.67

Eosinophil 10 6 4 100

Basophil 3 2 1 100

Lymphocyte 37 22 15 86.67

Monocyte 21 12 9 100
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adjusting the contrast of the natural lighting images using a picture editing software.
As shown in Table 74.2, the detection accuracies for images with brighten lighting
effects were lower than that of the natural lighting and the darken effects.

We also tested various threshold values for keypoint localizations in SIFT
method. Table 74.3 shows the detection results using SIFT method with three
different threshold values: 0.02, 0.03, and 0.05. It is clearly seen that the detection
accuracies using θ = 0.03 gave the highest results compared to the other thresholds.
Finally, we conducted experiments to recognize leukocyte types from images which
have fixed window sizes, both for training and testing images, i.e. 47 × 47 pixels
and 57 × 57 pixels. These dimensions were the average size of leukocyte cells that
were captured from the microscopic images. We applied two recognition methods
for the leukocyte recognition system: (1) the Euclidean Distance method and (2) the
Co-occurrence Matrix method. Table 74.4 shows the overall recognition accuracies

Table 74.2 The detection results using SIFT method for darken lighting effects

Blood cell type Σ data Σ training Σ testing Accuracy (%)

For darken effects For brighten effects

Neutrophil 112 86.67 82.22 80 75.56

Eosinophil 10 100 100 75 75

Basophil 3 100 100 100 100

Lymphocyte 37 86.67 86.67 80 86.67

Monocyte 21 100 100 88.89 88.89

Table 74.3 The detection results using SIFT method with various threshold values for keypoint
localization

Type Σ data Σ training Σ testing Accuracy (%)

θ = 0.02 θ = 0.03 θ = 0.05

Neutrophil 112 67 45 77.78 86.67 93.33

Eosinophil 10 6 4 50 100 75

Basophil 3 2 1 0 100 100

Lymphocyte 37 22 15 66.67 93.33 93.33

Monocyte 21 12 9 88.89 100 100

Table 74.4 The recognition results for leukocyte images with various cropping sizes

Type Σ training Σ testing Accuracy (%)

Image size 47 × 47 pixels Image size 57 × 57 pixels

Euclidean
distance

Co-occurrence
matrix

Euclidean
distance

Co-occurrence
matrix

Neutrophil 213 53 90.62 73.58 96.88 90.56

Eosinophil 100 22 83.33 63.63 77.78 59.09

Basophil 74 20 40 55 50 30

Lymphocyte 10 3 100 66.67 100 100

Monocyte 3 2 100 50 100 100
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for images with 47 × 47 pixels and 57 × 57 pixels sizes with the Euclidean Distance
method were 82.79 and 84.93 %, respectively. Meanwhile, the overall recognition
accuracy for leukocyte recognition system using the Co-occurrence Matrix method
was 75.93 % for images with 47 × 47 pixels and 61.78 % for images with 57 × 57
pixels sizes. In general, for both recognition methods, it is clearly seen that
Basophilwas the most difficult leukocyte type to find and to recognize.

74.5 Conclusion

We have presented the Scale Invariant Feature Transform method to automatically
detect leukocyte areas and recognize the leukocyte types from microscopic images.
The detection results of the leukocyte images using SIFT method are highly
dependent on the threshold value of keypoint localization. Other parameters such as
lighting condition and window size also give significant effects on the accuracy of
the system. For the recognition system, the Euclidean Distance method gives a
slightly better result than color based recognition, i.e. the Co-occurrence Matrix
method.

In the future, we consider to develop a dynamic window model for detecting the
leukocyte area, the use of other color domains, i.e. Hue, Saturation, and Value
(HSV) for improving the system’s accuracy.
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Chapter 75
The Diameter of Enhanced Extended
Fibonacci Cube Interconnection Networks

Ernastuti, Mufid Nilmada and Ravi Salim

Abstract In this paper, we study a new cube interconnection network topology
which is called Enhanced Extended Fibonacci Cube (EEFC). This cube is the result
of enhancing the Extended Fibonacci cube (EFC) where extra connections are
included, linking different cube vertices, which originally form idle links left at each
vertex. We construct the formulation of EEFC based on the extended Fibonacci
cube in whichany two vertices in EEFC are connected by an edge with the same
way of the enhanced hypercube. One of the important parametersto measure the
computational speed performance in a network is the diameter. The diameter of
EFC(n) is n – 2. In this paper the size of the diameter of EEFC will be searched. To
obtain the diameter in EEFC first of all should be proved that EEFC is a connected
graph and forms an induced subgraph of the Enhanced Hypercube. Based on the
analysis of the properties and the performance of EEFC, it has been proved that the
EEFC(n) is a connected and an induced subgraph ofthe enhanced Hypercube, and
the diameter of EEFC(n) is n – 3. The diameter of EEFC is decidedly smaller than
the diameter of EFC, this means that the computational speed in EEFC is more
efficient than in EFC.

Keywords Diameter � Enhanced hypercube � Extended fibonacci cube �
Interconnection network topology

75.1 Introduction

Among the fundamental problems in a parallel computational system is the inter-
connection network design. Interconnection network is meant in order that the
processors in the network be able to send messages to each other. The messages are
data which are required by other processors in performing computations. Ideally
each processor may send messages directly to the target without having to go
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through an intermediary processor. In the last several decades, interconnection
network is increasingly more important for modern technologies. So, studies of
computer interconnection network topology design increases significantly. In the
studies, graphs serve as models of the interconnection network topologies. Vertices
in a graph represent processor elements while edges represent communication
channel in the network. In many system designs such as distributed systems and
multiprocessor systems, appropriate network topology selection is very important,
since it determines many crucial features and consequently has overwhelming
impact on the network’s performance. It is crucial to speed of internode commu-
nication [1, 2]. The chosen network topology will determine the computer network
system’s performance ability in executing computational task. Ideally, the chosen
topology should be the best possible.

However, comparing abstractly one interconnection network topology with
another is a notoriously difficult task [3, 4]. Comparing advantages and/or disad-
vantages among interconnection network topology is highly relative, because it
depends on hardware implementation technology, data flow scheme, computation
workload, data/task distribution, and parameters of architecture, system, or other
applications. Nowadays researchers are motivated in suggesting new network
models or improvements of earlier topologies by showing their advantages, and
also suggest performance evaluation in various contexts. Figure 75.1 shows several
interconnection network topologies. There are ring, 2D Mesh, star, tree, linear
array, tree, hypercube, and fully connected.

Network topologies are compared, by analyzing various parameters, namely for
structural properties, among others: degree, diameter, radius, and center; for enu-
meration properties: numbers of vertices, edges, and cycles; for Hamiltonicity
properties: Hamiltonian paths, and Hamiltonian cycles.; for embedding properties:
linear arrays, rings, 2D Meshes, trees, and hypercube, etc.; and also for scalability;
modularity, regularity, potential bottleneck; fault tolerance; recursive decomposi-
tion (Figs. 75.2, 75.3 and 75.4).

Fig. 75.1 Interconnection network topologies
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Overall, the criteria to say that a network topology being better if it is superior in
efficiency, convenience, and extendibility. But on account of the many parameters
that can be analyzed, there is no single network capable of handling and optimizing
everyparameters at once [4]. Differently speaking, there is no single criterion for
comparing network topologies, although no less than two fundamental factors exist,
that must be taken into account in designing network topologies. One of them is

Fig. 75.2 Hypercube Q(3), Q(4), and Enhanced Hypercube EQ(3), EQ(4)

Fig. 75.3 FC(5), FC(6), EFC(5), and EFC(6)

Fig. 75.4 EEFC(5), and EEFC(6)
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that usually ports that are directly connected to every processor elements are limited
in number. This is due to the cost which tends to be high whenevery elements are
directly connected to each other. Thus the degree of each vertex tends to be small.
The other one is the communication time among processors which is demanded to
be short enough. Thus the diameter of the graph representing it is required to be
small enough. Network topologies which have small degrees tend to have big
diameters, and vice versa. Thus there should be compromised between degrees
representing hardware costs, and diameters representing communication times.
Thus, the multiplication of the two numbers can be introduced as a measurement
criterion [5].

Common topologies of multiprocessor interconnection in current use for parallel
architecture are linear array, ring, mesh, hypercube, and tree. Rich diverse prop-
erties of the hypercube networks attracts intensive researches lately. Among them
are symmetries of nodes and edges, simple recursive structure, nice Hamiltonicity,
and efficient embedding properties into other interconnection networks such as
linear array, ring, mesh, and tree. Hence the hypercube can be viewed as ideal
topologically. However for a hypercube having k-dimensions amounts to having 2k

vertices. So the number of processors increases exponentially as it expands. This
limits profoundly the system size where it is to be implemented.

Attempts to counterbalance this disadvantage is to consider incomplete hyper-
cubes. Some of them retain most of the desirable properties of the hypercube, for
example the Fibonacci Cube (FC), Extended Fibonacci Cube (EFC), Lucas Cube
(LC), Extended Lucas Cube (ELC), respectively by Wu [6–9]. They are induced
subgraphs of the hypercube. Sandi Klavzar grouped them in the family of Fibonacci
cubes [10]. They have less than 2k vertices, but all the diameter of them are the
same with the hypercube that is k.

Hypercube systems frequently leaves some vertices idle, since every vertex is
assigned to a predetermined link number in order for the size to be maximum in the
configuration. It was Ning Feng Tzeng who had an idea to add extra connections by
some of the idle vertices. Thus he introduced the enhanced hypercube. These extra
connections can maximize the performance measure at various traffic laden points
or links. The diameter of enhanced hypercube become k – 1. It is significantly
improved. So also in mean internode distance, and traffic density. It is more
effective in cost minimizing if we compare it to its regular, unenhanced version
[11, 12].

In this paper, we study the extended Fibonacci cube (EFC) with extra links are
included between two vertices through otherwise unused connections left at every
vertex. This cube is called Enhanced Extended Fibonacci Cube (EEFC). We
construct the formulation of EEFC based on the extended Fibonacci cube in which
any two vertices in EEFC are connected by an edge with the same way of the
enhanced hypercube. We will analyze the properties and performance of EEFC.
The aim of this research is to find the diameter of EEFC. To obtain the diameter, we
first prove that the EEFC(n) is a connected, and then prove that is an induced
subgraph of enhanced Hypercube.
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75.2 Basic Conception

For a graphG ¼ V ;Eð Þ, V denotes the set of its vertices, and E the set of its edges; an
edge is an unordered pair xy = {x, y} of distinct vertices of G. To avoid ambiguity,
V and E are denoted by VG and EG. And we denoted by |VG| and |EG| the number of
vertices and edges of G [13].

Definition 75.1 A path on a graph is a sequence (x1, x2, …, xn) such that {x1, x2},
{x2, x3}, …,{xn−1, xn} are edges of the graph and the xi are distinct. A closed path
(x1, x2, …, xn, x1) on a graph is called a cycle.

Definition 75.2 For x, y 2 VG, dG(x, y) or d(x, y) denotes the length of a shortest
path (a path with the least number of edges) in G from x to y.

Let {0, 1}n denote the set of length n binary strings. Thus, {0, 1}n = {x1, x2, …,
xn|xi 2 {0,1}, i = 1,2, …, n}, where n is positive integer.

Definition 75.3 The Hamming distance between two binary strings x, y 2 {0, 1}n

denoted H(x, y), is the number of bits where x and y differ. For example if x = 0010
and y = 1000, then H(x, y) = 2.

Definition 75.4 Let Q(n) = (VQ(n), EQ(n)) is a graph which denote the hypercube
of the order n, then VQ(n) = 0. VQ(n − 1) [ 1. VQ(n − 1), where VQ(1) = {0,1}. Two
vertices x, y 2 VQ(n) are adjacent in Q(n) if and only if H(x, y) = 1.

Definition 75.5 Let EQ(n) = (VEQ(n), EEQ(n)) is a graph which denote the enhanced
hypercube of the order n, then VEQ(n) = 0. VEQ(n − 1) [ 1. VEQ(n − 1), where
VEQ (1) = {0,1}. Two vertices x, y 2 VEQ(n) are adjacent in EQ(n) if and only if
H(x, y) = 1, or two vertices x, y2VEEFC are adjacent in EEFC(n) if x = (x1, x2, …,
xn−2, xn−1, xn) and y = (x1, x2, …, xn − 2, ẋn − 1, ẋn), where x ≠ ẋ.

The symbol • denotes a concatenation operation. For example 01.
{0,1} = {010,011}.

Definition 75.6 Let FC(n) = (VFC(n), EFC(n)) denote the Fibonacci cube of the
order n, then VFC(n) = 0. VFC(n − 1) [ 10. VFC(n − 2), where VFC(3) = {1,0} and
VFC(4) = {01,00,10}. Two vertices in an FC(n) are connected by an edge in
EFC(n) if and only if their labels differ in exactly one bit position. In other words H
(x, y) = 1. Remark that VFC(n) � {0, 1}n, n ≥ 2.

Definition 75.7 Let EFC(n) = (VEFC(n), EEFC(n)) denote the extended Fibonacci
cube of the order n, then VEFC(n) = 0.VEFC(n−1) [ 10. VEFC(n−2), where
VEFC(3) = {1,0} and VEFC(4) = {01,00,10}. Two vertices in an EFC(n) are con-
nected by an edge in EEFC(n) if and only if H(x, y) = 1. VEFC(n) � {0, 1}n, n ≥ 2.

Lemma 75.1a [14] For any n ≥ 5, VEFC(n) = S0(n) [ S1(n), with S0(n) = 0. S0(n −
1) [ 10. S0(n − 2), and S1(n) = 0. S1(n − 1) [ 10. S1ðn� 2Þ. where S0(3) = {0},
S1(3) = {1}, S0(4) = {00,10}, S1(4) = {01,11}.

Lemma 75.1b [14]For every n≥ 4, S0( n) = VFC( n− 1).0 and S1( n) = VFC(n− 1).1,
where VFC( n) is a set of vertices of FC(n).
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Lemma 75.2 [5] The diameter of EFC(n) is n − 2, for n ≥ 4.

Definition 75.8 [15] A Fibonacci string is a binary string of length n with no two

consecutive ones. There is w as follows, if n is odd then w ¼ 10ð Þ n�6ð Þ=2b c.1, and if

n is even then w ¼ 10ð Þ n�6ð Þ=2b c.

Definition 75.9 H(x, y) shows the shortest path between x and y in hypercube Q(n).

75.3 Main Result

Now here we define a new cube interconnection network. This cube is called
Enhanced Extended Fibonacci Cube (EEFC). It is created fromthe extended
Fibonacci cube with supplement links are included between two cube vertices
through otherwise unused edges left at each vertex. We construct the formulation of
EEFC based on the extended Fibonacci cube in which the vertices are connected
with the same way of the enhanced hypercube.

Definition 75.10 Let EEFC(n) = (VEEFC(n), EEEFC(n)) denote the enhanced
extended Fibonacci cube of the order n, then VEEFC(n) = 0. VEEFC(n − 1) [ 10.
VEEFC(n − 2), where VEEFC(3) = {1,0} and VEEFC(4) = {01,00,10,11}. Two vertices
in an EEFC(n) are connected by an edge in EEEFC(n) if and only if H(x,y) = 1 or
two vertices x,y2VEEFC are adjacent in EEFC(n) if x = (x1, x2, …, xn−2, xn−1, xn) and
y = (x1, x2, …, xn−2, ẋn−1, ẋn), where x ≠ ẋ. Remark that VFC(n) � {0, 1}n, n ≥ 2.

A graph is connected if we can reach any vertex from any other vertex by
travelling along the edges. More formally, a graph G is said to be connected if there
is at least one path between every pair of vertices in G. Otherwise, G is discon-
nected [16].

Lemma 75.3 For n ≥ 3, EEFC(n) contains two disjoint subgraphs that are iso-
morphic to EEFC(n−1) and EEFC(n−2), respectively.

Proof For n ≥ 3, VEEFC(n) denotes the set which labels the vertices in EEFC(n); the
interconnection of EEFC(n) are based on the Hamming distance of these codes. L
(n) be a subgraph induced by 0. VEEFC(n − 1) andM(n) be a subgraph induced by 10.
VEEFC(n − 2). Clearly, both L(n) and M(n) are subgraphs of EEFC(n) which their
vertices have labeled binary strings of length (n− 2) respectively. By Definition 75.8,
VEEFC(n) = 0. VEEFC(n− 1)[ 10.VEEFC(n− 2), where VEEFC(n− 1) is a vertices set of
EEFC(n − 1), and where VEEFC(n − 2) is a vertices set of EEF(n − 2), then clearly
each vertex in VEEFC(n − 1) has a labeled binary string of length (n − 3) and each
vertex in VEEFC(n − 2) has a labeled binary string of length (n − 4). So, (s,t) 2 EEFC
(n− 1) if and only if (s,t)2 L(n), because both s and t have the same prefix of “0” in the
order (n − 2) codes which does not affect their Hamming distance.
Thus, L(n) is isomorphic to EEFC(n − 1). Similarly,M(n) is) is isomorphic to EEFC
(n − 2). Thus, because of each i 2 0. VEEFC(n − 1) and j 2 10. VEEFC(n − 2) affect
i < j is viewed as integer number in binary representation, then L(n) \ M(n) = {}.
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Lemma 75.4 EEFC(n) is a connected and an induced subgraph of enhanced
hypercube EQ(n−2), n ≥ 3.

Proof Definition 75.9 shows that VEEFC(3) = {1,0} = VEQ (1) and
VEEFC(4) = {01,00,10} = VEQ(2). Thus VEEFC(n) = VEQ(n−2), for n = 3 and n = 4.
The following statements prove that VEEFC(n) � VEQ(n−2), for n > 4. For n > 4,
VEEFC(n) = 0. VEEFC(n − 1) [ 10. VEEFC(n − 2), where VEEFC(3) = {1,0} and
VEEFC(4) = {01,00,10,11}. According to Lemma 75.3, for n ≥ 3, EEFC(n) contains
two disjoint subgraphs L(n) and M(n) that are isomorphic to EEFC(n−1) and EEFC
(n−2). We can see that VEFC(n −1) = VEEFC(n− 1) and EEFC(n − 1) � EEEFC(n − 1).
It means if x, y 2 EFC(n), then x, y 2 EEFC(n). Due to every pairs(x, y) are
connected by an edge in EFC(n) if and only if their labels differ exactly in one
position, and EFC(n) is a connected graph, then EEFC(n) is also a connected graph.

Definition 75.5 says that EQ (3) has VEQ (3) = 0. VEQ (2) [ 1. VEQ (2) = 0.
{00,01,10,11} [ 1.{00,01,10,11} = {000, 001, 010, 011, 100, 101, 110, 111}.
Definition 75.8 says if n = 5 then EEFC(5) has VEEFC(5) = 0. VEEFC(4) [ 10.
VEEFC(3) = {001,000,010,011,101,100}. So, it can be seen that VEEFC(5) � VEQ (3).

VEEFC(n − 1) is set of binary strings of length (n − 3). Thus VL(n) = 0.
VEEFC(n − 1) is a set of length (n − 2) binary strings. Similarly, VEEFC(n − 2) is set of
binary strings of length (n − 4). Thus VM(n) = 10. VEEFC(n − 2) is also a set of binary
strings of length (n − 2). Clearly VL(n) and VM(n) is a subset of VEQ(n − 2),
respectively. Therefore VEEFC(n) � VEQ(n − 2), for n > 4. In other words
VEEFC(n) � VEQ(n − 2), for n ≥ 3. Definition 75.5 says that two vertices x,y 2
VEQ(n) are connected by an edge in EQ(n) if and only if their labels differ exactly in
one position, or if those two vertices are x = (x1, x2,…, xn−2, xn−1, xn) and y = (x1, x2,
…, xn − 2, ẋn − 1, ẋn), where x ≠ ẋ, and also Definition 75.10 says that that two vertices
x,y 2 VEEFC(n) are connected by an edge in EEFC(n) if and only if their labels differ
exactly in one position, or those two vertices are x = (x1, x2, …, xn−2, xn−1, xn) and
y = (x1, x2, …, xn−2, ẋn−1, ẋn), where x ≠ ẋ. This obviously means that EEFC(n) is a
connected and an induced subgraph of enhanced hypercube EQ(n − 2), n ≥ 3.

The diameter of a graph is the maximum eccentricity of any vertex in the graph.
That is, it is the greatest distance between any pair of vertices. To obtain the
diameter of a graph, we must find the shortest path between any two vertices at
beginning. The diameter of the graph is the greatest length of any of these paths. In
other words, diameter of a network having n vertices is defined as the maximum
shortest paths between any two vertices in the network.

Lemma 75.5 Diameter of EEFC(n) is n − 3, for n ≥ 4

Proof For n = 4, VEEFC(4) = {00,10,11,01}. Diameter of EEFC(4) = 1. For n = 5,
VEEFC(5) = {001,000,010,011,101,100}. Diameter of EEFC(5) = 2. Thus the
lemma is true for n = 3, 4, and 5.

For n ≥ 6, VEEFC(n) = 0. VEEFC(n − 1) [ 10. VEEFC(n − 2) = 0.{0.VEEFC(n − 2) [
10.VEEFC(n − 3)} [ 10.{0.VEEFC(n − 3) [ 10.VEEFC(n − 4)} = 00.VEEFC(n−2) [
010.VEEFC(n − 3) [ 100.VEEFC(n − 3) [ 1010. VEEFC(n − 4).
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Lemma 75.1 says that For any n ≥ 5, VEFC(n) = S0(n) [ S1(n), with S0(n) = 0.
S0(n� 1)[ 10. S0(n� 2), and S1(n) = 0. S1(n� 1)[ 10. S1(n� 2), where S0(3) = {0},
S1(3) = {1}, S0(4) = {00,10}, S1(4) = {01,11}. Therefore, 00. VEEFC(n − 2) [ 010.
VEEFC(n − 3) [ 100. VEEFC(n − 3) [ 1010. VEEFC(n − 4) = 00. VEEFC(n − 2) [ 010.
{S0(n − 3) [ S1(n − 3)} [ 100. VEEFC(n−3) [ 1010.{S0(n − 4) [ S1(n − 4)}. Lemma
75.2 says that is S0(n) = VFC(n − 1).0 and S1(n) = VFC(n − 1).1, for every n ≥ 4, where
VFC(n) is a set of vertices of FC(n).

Therefore, 0.10.{S0(n−3)[ S1(n− 3)} = 010.{VFC(n− 4).0[VFC(n− 4).1} = 010.
VFC(n − 4).0 [010. VFC(n − 4).1, and 1010.{S0(n − 4) [S1(n − 4)} = 1010.{VFC(n −
5).0 [ VFC(n − 5).1} = 1010. VFC(n − 5).0 [ 1010. VFC(n − 5).1

By Definition 75.8, a Fibonacci string is a binary string of length n with no two

consecutive ones. There is w as follows, if n is odd then w ¼ 10ð Þ n�6ð Þ=2b c.1, and if

n is even then w ¼ 10ð Þ n�6ð Þ=2b c. Take x 2 010. VFC(n − 4).0; if n is odd, for

example n = 7, then 010. 10ð Þ n�6ð Þ=2b c .1.0 = 010.1.0. Take y 2 1010. VFC(n − 5).1;

if n is even, for example n = 6, then 1010. 10ð Þ n�6ð Þ=2b c. 1 = 1010.1.

x and y above are the binary string of length 5, where n = 7. Definition 75.3 says
that is: the Hamming distance between two binary strings x, y 2 {0, 1}n denoted H
(x, y), is the number of bits where x and y differ. Thus, for n = 7, Hamming distance
H(x, y) = H(01010, 10101) = 5.

Definition 75.9 says that H(x, y) shows the shortest path between x and y. In other
words the shortest path between x and y is a maximum length of shortest path among
all vertices in EEFC(n). This is as if the maximum length of shortest path among all
vertices in EEFC(n) is (n − 2). In fact, there is still one condition of connecting x and
y, that is, two vertices x, y 2 VEEFC(n) are connected by an edge in EEFC(n) if those
two vertices are x = (x1, x2,…, xn−2, xn−1, xn) and y = (x1, x2,…, xn−2, ẋn−1, ẋn), where
x ≠ ẋ. Therefore diameter of EEFC(n) = (n − 2)−1 = n − 3, for n ≥ 4.

75.4 Conclusion

The analysis of the properties and the performance of EEFCproves that the EEFC is
a connected graph, and is an induced subgraph of the enhanced Hypercube
EQ. Finally, we succeeded in analyzing that the diameter of EEFC(n) is n� 3, for
n ≥ 4. The Lemma 75.2 says that the diameter of EFC(n) is n� 2, for n ≥ 4. This
means EEFC improves the speed of computation in EFC. In other words, EEFC is
more efficient than EFC.
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Chapter 76
Prototype Design of a Realtime Monitoring
System of a Fuel Tank at a Gas Station
Using an Android-Based Mobile
Application

Riny Sulityowati and Bayu Bhahtra Kurnia Rafik

Abstract Currently the fuel tank monitoring systems mostly still use conventional
methods, using rulers or measuring sticks. Computers as interface media are needed
to make the monitoring process easy. This research aims at facilitating the moni-
toring processes of a fuel tank at the public refueling gas station by implementing
an Android-based mobile application. The method employed for data transmission
process is wireless communication via Bluetooth and SMS gateway so that the fuel
tank can be monitored directly through an application on an Android smart phone.
The data of fuel volume in the fuel tank are sent and saved in the database for
monitoring. The test results of the whole developed system show a success rate of
98.9 % for data transfer via Bluetooth connection and 93.33 % for data transfer via
SMS gateway. Meanwhile, the accuracy rate of the ultrasonic sensor in measuring
fuel volume in the tank yields an error percentage of 0–0.4 %.

Keywords Monitoring � Android � Fuel tank � Ultrasonic � Bluetooth

76.1 Introduction

The manager’s jobs in the public refueling gas station, hereinafter shortened as
SPBU, among others are to supervise and monitor his men at work to monitor the
fuel availability in the fuel tank, and to ensure that the fuel at the SPBU is not
running out of supply. These jobs are difficult to carry out simultaneously. The
current monitoring systems of fuel tanks level under the ground mostly still use the
conventional methods, such as using rulers or measuring sticks.

Smart phone devices such as BlackBerry, Android and iPhone can provide a lot
of information for their users. In big cities like Surabaya, a lot of people use
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Android smart phones. This fact give us an idea to create a device that uses an
Android application to monitor the fuel volume in the tank, and to help the SPBU
managers and operators in doing their job. Moreover, this application can also do
the monitoring process in realtime using SMS gateway.

76.2 Literature Review

76.2.1 Previous Studies

Water volume measurement in the container had been designed in the past using an
ultrasonic sensor processed by amicrocontroller and producing the output in the form
of volume scale displayed on an LCD [1]. The existing design of the fuel volume
measurement in the service tanks on ships was composed of two parts: one part is
attached to the tank and installed with sensors, while the other is in the monitoring
center. The part that was installed in the tank consisted of ultrasonic sensors, while the
one at the monitoring center consisted of a personal computer connected through a
serial communication cable [2, 3]. In addition, many other studies had made the
design of the measurement and volumemonitoring of the liquid level using ultrasonic
sensors. However, the aforementioned literature still used serial communication and
needed personal computers to monitor the volume or level in realtime.

76.2.2 Introduction to Android

Android is a Linux-based operating system that is commonly used in smart phones
or tablets that are in trend today. Around September 2007, a study reported that
Google filed a mobile phone application patent, and later on Google introduced
Nexus One, one of GSM smart phones employing Android as operating system.
This mobile phone was manufactured by HTC.

76.2.3 Ultrasonic Level Sensor US-100

The level sensor on this project uses US-100 Ultrasonic Sensors. US-100 level
sensor is used to measure the distance based on the ultrasonic frequency (Fig. 76.1).

Ultrasonic sensor works on the principle of the sound wave reflection, in which
the sensor produces a sound wave and catches it back, with the time difference as
the basis of measurement. The time difference between the sound wave emitted and
received back is directly proportional to the distance or the height of the object
reflecting it. Without any contact, the distance of 2 cm to 4 m can be easily
connected to a microcontroller only through one I/O pin.
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76.2.4 Bluetooth Module HC-05

Serial Bluetooth module, hereinafter referred to as just BT module is used to send
TTL serial data via Bluetooth. The main purpose of this BT module is to replace
serial communication via cable. For example, if the system microcontroller is
installed with slave BT module, then it can communicate with other devices such as
PCs equipped with BT adapter, mobile devices, smart phones and others.
Communication can immediately be carried out after both modules are paired. The
connection via Bluetooth is similar to common serial communication, which
requires TXD and RXD pins.

76.2.5 Liquid Crystal Display (LCD)

To interface between an electronic component and a microcontroller, it is necessary
to know the function of each leg on the LCD. Figure 76.2 shows the LCD module
with 2 × 16 characters.

ultrasonic signal

ultrasonic 
transmitter

ultrasonic 
receiver

obstacle

Fig. 76.1 The working principle of ultrasonic sensor [1]

Fig. 76.2 System block diagram
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76.2.6 ATMEGA 8535 Microcontroller

Microcontroller is an IC (Integrated Circuit) that can be programmed repeatedly,
either by writting or erasing it and is normally used for automatic and manual
control on electronic devices. ATMEGA 8535 is an AVR type that is equipped with
an internal 8 channel ADC with fidelity or accuracy of 10 bits as many as 8
channels. In its operation mode, the ATMEGA 8535 ADC can be configured, both
in single-ended and differential inputs. In addition, ATMEGA 8535 ADC has a
timing configuration, reference voltage, operation mode, and very flexible noise
filter capability, so it can easily be adapted to the needs of the ADC itself.

76.3 Research Methodology

76.3.1 Block Diagram System

The block diagram of a realtime monitoring system for fuel tank at SPBU based on
Android Mobile Platform is composed of several electronic devices, namely
ultrasonic sensor, microcontroller ATMEGA 8535 minimum system [4], Bluetooth
module, power supply, LCD display and Android Smart Phone.

Android applications built on this system can be installed on the servers that are
connected directly to a minimum system via Bluetooth and on a client device with
SMS gateway that can monitor the data of fuel in the tank as well as store and
access the database in real time (Fig. 76.3).

Fig. 76.3 System flowchart

688 R. Sulityowati and B.B.K. Rafik



76.3.2 Android Smart Phone Application Making

When developing the Smart Phone Android application, the authors chose to use
the IDE APP MIT Inventor 2 software, with Kawa programming language, which is
easy develop [5]. The coding method is like playing a puzzle, just drag and drop the
required components in the software working window, without having to type the
program code manually (Fig. 76.4).

76.4 Results and Discussion

76.4.1 Hardware Testing

Hardware testing was conducted to find out whether or not designed hardware is
working or functioning properly as desired. The tests performed on the hardware
included several blocks—hardware circuit blocks that had been designed-, and the
combination of several circuit blocks. The tests on the entire blocks were conducted
to find out whether the entire hardware performs well.

76.4.2 Realtime Monitoring Testing

Realtime monitoring testing was conducted to find out to what extent the
Android-based mobile application that had been developed is able to display the
data from the sensor readings in real time and accurately by comparing the actual

Fig. 76.4 Main screen display of the developed Android application
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fuel volume that was filled or reduced, being previously measured with a measuring
instrument calibrated with the measuring cup.

Table 76.1 above shows the experiment results of filling 1 litre of fuel with three
different filling speeds, i.e. 1 L/15 min, 1 L/30 min and 1 L/45 min with five trials
for each experiment. The monitoring results were not always exactly the same as
the actual volume, and thus yielded an error percentage between 0.2 and 0.4 %.
This was due to bubbles or froths while filling the fuel into the tank. Thus, it can be
concluded that the effective speed to be used to fill the fuel volume in this system is
1 L/45 min, with the smallest average error of 0.04 %, in order to minimize the
possibility of froths/bubbles during fuel filling and reduction in the tank, so that the
obtained data producea higher level of accuracy.

76.4.3 Software System Testing

This software testing was done to find out to what extent the developed application
that works as expected. The test was performed by experimenting on delivery

Table 76.1 Data resulting from filling 1 L of fuel with different speeds

Experiment
n-times

Filling with speed of
1 L/15 min (litre)

Filling with speed of
1 L/30 min (litre)

Filling with speed of
1 L/45 min (litre)

1 0.99 1.01 1.00

2 0.98 1.00 1.00

3 0.97 0.99 1.01

4 1.02 1.01 1.00

5 1.03 1.00 1.00

Average 0.998 1.002 1.001

Error % 0.2 % 0.19 % 0.04 %

Fig. 76.5 Comparison chart on fuel filling with 3 different speeds
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connectivity of data obtained from the volume measurement of the fuel tank, via
Bluetooth communication with some distance variations within the Bluetooth
connection local area and also via SMS gateway outside the Bluetooth connection
area. In data transmission testing via SMS gateway, when it was outside the
Bluetooth connection area, the success rate was 90.0 % in ten trials; one experiment
resulted in data pending, but the data were still sent with a time lag of more than
1 min (Figs. 76.5 and 76.6).

76.5 Conclusion

Based on the results of the design and testing at the end of the project, it can be
concluded:

1. From the results of hardware testing, it can be concluded that the test results of
the fuel volume measurement in the tank miniature are not always exactly the
same as the actual volume, with the error percentage between 0.4 and 0.6 %.
Apart from the sensor accuracy, the error may happen as it gets interference
from other waves, and it maybe also due to the rounding-up value of ultrasonic
wave travel time or the rounding-up volume in the calculation by the software.

2. After testing on the realtime monitoring, it can be concluded that the effective
speed to be used to fill and reduce the fuel volume in this system is 1 L/45 min,
with the smallest average error around 0–0.04 %, in order to minimize the
possibility of froths/bubbles during the fuel filling and reduction in the tank, so
that the obtained data produce a higher level of accuracy.

Fig. 76.6 Filling monitoring of 1 L via SMS gateway
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3. In the data transmission testing via SMS gateway, when it is outside the
Bluetooth connection area, the success rate is 90 % for ten trials. One trial
pending trial resulted in data pending, but the data were still sent with a time lag
of more than 1 min.
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