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Preface

We are pleased to present the proceeding of the International Conference on
Soft Computing in Data Science 2015 (SCDS 2015). SCDS 2015 was held in the
Pullman Hotel, Putrajaya Malaysia, during September 2–3, 2015. The theme
of the conference was “Science in Analytics: Harnessing Data and Simplifying
Solutions.” SCDS 2015 aimed to provide a platform for academics and practi-
tioners to share their knowledge and experience in the area of soft computing in
data science. Research collaborations between academia and industry can lead
to the advancement of useful analytics and computing applications for providing
real-time insights and solutions.

We were delighted that the conference attracted submissions from a diverse
group of national and international researchers. We received 69 submissions,
among which 25 were accepted. SCDS 2015 utilized a double-blind review pro-
cedure. All accepted submissions were assigned to at least three independent
reviewers (at least two international reviewers) in order to have a rigorous and
convincing evaluation process. A total of 55 international and 79 local reviewers
were involved in the review process. The reviewers provided very good feedback
and this helped in the selection of papers. The conference proceedings volume
editors and Springer’s CCIS Editorial Board decided on the final selection of pa-
pers. Finally, 25 of the 69 submisssions (36%) were accepted for the conference
proceedings.

We would like to thank all researchers who submitted manuscripts to SCDS
2015. We thank the reviewers for volunteering to review the papers. We thank
all conference committee members for their time, ideas, and efforts in organizing
SCDS 2015. We also wish to thank the Springer CCIS Editorial Board, organi-
zations, and sponsors that supported SCDS 2015.

We sincerely hope that SCDS 2015 provided a venue for sharing knowledge
and publishing good research findings and new research collaborations. Last but
not least, we hope everyone had an enjoyable and memorable experience at SCDS
2015 in Malaysia.

September 2015 Michael W. Berry
Azlinah Hj. Mohamed

Yap Bee Wah
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An Improved Particle Swarm Optimization  
via Velocity-Based Reinitialization for Feature Selection 
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Abstract. The performance of feature selection method is typically measured 
based on the accuracy and the number of selected features. The use of particle 
swarm optimization (PSO) as the feature selection method was found to be 
competitive than its optimization counterpart. However, the standard PSO algo-
rithm suffers from premature convergence, a condition whereby PSO tends to 
get trapped in a local optimum that prevents it from being converged to a better 
position. This paper attempts to improve the velocity-based initialization (VBR) 
method on the feature selection problem using support vector machine classifier 
following the wrapper method strategy. Five benchmark datasets were used to 
implement the method. The results were analyzed based on classifier perfor-
mance and the selected number of features. It was found that on average, the 
accuracy of the particle swarm optimization with an improved velocity-based 
initialization method is higher than the existing VBR method and generally ge-
nerates a lesser number of features.  

Keywords: Feature Selection, Particle Swarm Optimization, Velocity-based 
Reinitialization. 

1 Introduction 

Particle swarm optimization (PSO) is an optimization technique in the field of ma-
chine learning which provides an evolutionary based search introduced by Kennedy & 
Eberhart [1]. Similar to ant colony optimization (ACO) that attempts to mimic the 
behaviour of ants, PSO was inspired by the behaviour of flocks of birds and shoals of 
fish. Since then many versions of PSO have been proposed in past studies [2-5]. PSO 
algorithms are especially useful for parameter optimization in continuous and multi-
dimensional search spaces. PSO has shown its success to a variety of problems, in-
cluding feature selection [6-10]. The principal concept of PSO deals with the creation 
of a swarm of candidate solutions in which each potential solution is seen as a particle 
with a particular rate of change or velocity that operates through the search space. 
Each particle retains its own individual memory or the best position it has visited, as 
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well as a global memory of the best position visited by all particles in the swarm so 
far. The velocity and position are updated according to the following Equation 1 and 
Equation 2. 

 

 vid = w.vid + φ1.U(0,1).(pid - xid) + φ2 .U(0,1).(pgd - xid) (1)

 xid = xid + vid , d = 1,2,…, S (2)

Where w is the inertia weight; φ1 and φ2 are the acceleration positive constants 
known as cognitive learning rate and social learning rate respectively; U(0,1) is a 
random function within the range [0,1]. The velocity update in Equation 1 contains 
three essential parameters for PSO: the momentum component, the cognitive compo-
nent and the social component. The first component guides how much the particle 
recalls its previous velocity via its inertial constant, w. The second component guides 
how much the particle heads towards its personal best via its cognition learning fac-
tor, φ1. The last component attracts the particle towards swarm’s best ever position 
via its social learning factor, φ2. Using Equation 1, the new velocity of the particle 
will be calculated based on its previous velocity as well as the distances of its current 
position from its own best experience and the group’s best experience [8]. Subse-
quently, the particle flies toward a new position according to Equation 2. In the fea-
ture selection (FS) context, each solution of the particle is represented as fixed length 
binary strings (i.e. Xi = (xi1, xi2,....., xiN), in N dimensional search space, where xid ϵ 
{0,1}, i = 1, 2, …, n and d = 1, 2, …., N). The coordinates xid of these particles have a 
velocity, vi = (vi1, vi2, ....., viN), where vid ϵ {0,1}, i = 1, 2, …, n and d = 1, 2,…, N.  

Each particle has its own fitness value that needs to be optimised. In FS problem, 
evaluation of the performance or fitness function of any particles i is usually com-
puted based on the classification accuracy and the selected number of features. The 
formula for the fitness function is then defined as shown in Equation 3 [8]. The two 
parameters, α and β determine the significance of these two principles. γFsel(D) is the 
classification rate of condition feature set F relative to decision D, Fall is the initial 
number of features, and Fsel is the selected features. The pseudo-code of the PSO 
algorithm can be found in Wang et al. [8].  

(3)

The key contributions of this work are the proposal of the particle swarm optimiza-
tion with an improved velocity-based initialization (PSO_ImVBR). The PSO_ImVBR 
is compared with the existing particle swarm optimization with velocity-based initia-
lization (PSO_VBR) where the support vector machine (SVM) algorithm acts as a 
classifier. The use of PSO is motivated by two factors. First, compared to genetic 
algorithm, the operation of PSO does not involve crossover and mutation, thus it is 
computationally inexpensive, both memory and runtime [8]. Second, unlike other 
heuristic techniques, PSO has a flexible and well-balanced mechanism to enhance the 
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global and local exploration abilities [11]. The remainder of this paper is organised as 
follows. Section 2 discusses some related works related to the velocity-based reinitia-
lization (VBR) approaches. Section 3 presents the proposed method. In Section 4, the 
experimental setup is presented and followed by the results discussion in  
section 5. Finally, in Section 6, the conclusion is given. 

2 Related Works 

This section reviews past studies that work around the VBR methods and some other 
improvement of PSO algorithms. Although PSO is superior to its counterparts such as 
GA, it still has some weaknesses and one common problem is the premature conver-
gence; a condition whereby the global best particle gets stuck in a local optimum. The 
remaining particles will also converge to the same position and their updated veloci-
ties also approach zero. Finally, they lose exploration capability and stop moving. 
This condition would prevent them from being converged towards a better position or 
a global optima solution [12-13]. Various modified techniques have been proposed to 
tackle this problem by many means [5, 9, 12, 14-17].  

There are several ways to avoid the premature convergence. One way is by using 
some form of mutation operators similar to GA [5, 18-19]. In the work of Higashi & 
Iba [19], a mutation operation refines the values of a particle position based on a ran-
dom number resulting from a Gaussian distribution. In contrast to Higashi & Iba [19] 
that focused on particle position, Ratnaweera et al. [5] executed the mutation operator 
on a particle velocity if the global best position remained unchanged for certain prede-
termined iterations. The mutation was applied on PSO mutation with the time-varying 
inertia weight (MPSO-TVIW) and resulted in a significant improvement. However, 
the mutation step size and mutation probability were less sensitive for most of the 
tested functions. In another study by Wang et al. [18], a dynamic cauchy mutation 
was applied on the global best particle in every generation. The method was inspired 
by the opposition-based learning method introduced by Tizhoosh [20]. The method 
labelled as opposition-based particle swarm optimization (OPSO) was compared to 
the existing PSO, and showed competitive results. However, there are still cases 
where the method may not able to prevent the search from falling in the local optimal 
condition which demands more study.  

An alternative method to avoid the premature convergence is by reinitialization, ei-
ther reinitialising the global best or the velocity. This kind of method is mentioned in 
many past studies [5, 9, 12, 21-22]. Both Chuang et al. [9] and Yang et al. [22] moni-
tor the premature convergence on global best. If the global best values carry the same 
value for a predetermined generation, the global best position is reset to zero which 
means no features are selected [9]. In the work of Yang et al. [22], a further step is 
taken whereby a simple boolean algebra operation was applied on pbest of all parti-
cles. The logical operator ‘and’ was used to ‘and’ pbest of all the particles to form a 
new binary string that is considered as a new global best. The method by Huang et al. 
[14] however employs a shallow Boolean algebra operation that does not show much 
improvement in accuracy and was only tested on a single domain (i.e. microarray 
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data). Another variant of the velocity reinitialization was proposed in Binkley & Ha-
giwara [12] namely velocity-based initialization (VBR). Their study proposed a new 
scheme for identifying the demand of complete swarm initialization. The algorithm 
operates similarly to the existing PSO with an additional premature convergence or 
stagnation function that evaluates when most of the swarms are not being used effec-
tively. The novelty in Binkley & Hagiwara’s [12] work is the use of the median-based 
method for reinitialization. A more reliable method on velocity reinitialization was 
proposed in the work of Worasucheep [17]. The method was known as particle swarm 
optimization with stagnation detection and dispersion (PSO-DD) exploits both global 
fitness and velocity parameter to identify the stagnant condition. The PSO_ImVBR 
proposed in this study was inspired by the work of Binkley & Hagiwara [12] and 
Worasucheep [17]. The proposed method integrates these two methods that worked 
on the basis of velocity reinitialization.  

The researcher’s method differs than the earlier works in several ways. First, the 
PSO_ImVBR was an attempt that investigated the VBR in the feature selection prob-
lem involving datasets of high dimensionality. With an exception of Chuang et al. [9] 
and Yang et al. [22] that limits feature selection problems on microarray datasets, all 
past studies that work around the velocity reinitialization focuses on multimodal func-
tion optimization [5, 12, 17, 21]. Second, the work of Binkley & Hagiwara [12] suf-
fers two limitations. The inspection of the stagnant was done at every iteration which 
added computational complexity to the algorithm, while the value of threshold was 
difficult to determine. The suggested value of the threshold was inappropriate to be 
implemented in feature selection problems. The researcher’s preliminary experiments 
showed that those threshold values did not benefit the feature selection problem. 
Thus, another method to determine the threshold values had to be considered. How-
ever the idea of velocity median that they employed seems worth implementing and 
was embedded in the researcher’s work. Third, in contrast to Worasucheep’s [17] 
work that reset half way the inertia weight back to its original value, the researcher’s 
work used the PSO-variants with a constriction coefficient parameter without the need 
of resetting the weights, thus simplifying the overall processes. However, Worashu-
cheep’s [17] work that employed both the velocity and global fitness gave some me-
rits. These two parameters provided good indicators as when to reinitialise the swarm. 

3 The Proposed PSO_ImVBR Method 

The PSO_ImVBR method contained an improvement ratio that integrated velocity 
and global fitness parameters, two important parameters in PSO algorithms as 
adopted in Worasucheep [17]. These two parameters were used to monitor the stag-
nant condition. The improvement ratio (IR) formula monitored an improvement of 
global fitness best over an improvement of velocity of all the particles in the swarm. 
For the maximization problem, the global fitness was expected to increase whereas 
the velocity was expected to decrease over the total iterations. The formula of IR is 
adapted from Worasucheep [17] and shown in Equation 4. 
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 Improvement Ratio = ܴܫ ൌ ฬଵି ೒೑ೖ೒೑ೖషభฬฬଵି ೘ೡೖ೘ೡೖషభ ฬ (4)

Where; gfk is the global fitness at iteration k; gfk-1 is the global fitness at iteration 
k-1;mvk is the median velocity at iteration k of the swarm; mvk-1 is the median veloci-
ty at iteration k-1 of the swarm.  

In contrast to Worasucheep [17] that used the average velocity, the researcher 
made use of the median velocity that was adopted in Binkley & Hagiwara’s [12] 
work. The median velocity was adopted in order to confirm that a swarm is stagnant 
when the majority of the particles have stagnated. There exist two conditions during 
the calculation of the median of the velocity vector. If the number of total velocities is 
odd, the median of the velocity is the middle value otherwise the median of the veloc-
ity is the average of the middle two values. During an optimization run, the particles 
tend to move slower with their median velocity approaching zero. Besides, the global 
best is also hardly improved and the value of gfk / gfk-1 is approaching one. If this 
condition occurs, the IR ratio has dropped below a certain stagnation threshold and 
the stagnation is expected. Subsequently, the current swarm’s global best is kept in 
the swarm global best list for later use and the swarm is completely reinitialised. In 
doing this operation, a linked-list is created to store all the relevant values. Every time 
the stagnant condition is identified, the values such as global best, the accuracy, the 
features dimension (length) and modelling time are kept in the linked-list. The initia-
lization means that both the velocity vectors and the particle’s position are randomly 
initialised. Once the predetermined stopping criterion is satisfied, a loop is triggered 
to check the linked-list and return the highest parameter value. The first loop checks 
the accuracy and if there exist several similar accuracies, the second loop is per-
formed to check the features dimension and the one with the lowest feature dimension 
is selected. Similarly, if there exist several similar features dimension, the third loop 
is performed to get the lowest modelling time. 

The algorithm begins the process similar to the existing PSO algorithm with an ad-
ditional stagnation function that has to be performed prior to reinitialising the swarm. 
As opposed to the VBR method proposed in Binkley & Hagiwara [12] where the 
premature convergence check is performed in every iteration, the checking was per-
formed only after the first fifth of the total generations and continued the checking 
after a certain elapse generation. After some preliminary experiments, the researcher 
found that most datasets become stagnant after the first fifth of generations. For ex-
ample, if there is 100 generations and the elapse generation is 30, the reinitialization 

will begin on the 50th generation (i.e. ቀ1 5ൗ 100ቁݔ ൅ 30 ൌ 50). The subsequent reini-

tialization will be at 80th generation and so forth. Therefore, the computational com-
plexity was reduced besides allowing the swarm to explore the search space within 
the predetermined boundary. Theoretically, during an optimization run, the median 
velocity of the particles rapidly approach zero. To ensure an efficient initialization 
without sacrificing the previous global best value, the best twenty-percent of particles 
is retained from being initialised. The other eighty-percent of particles is initialised  
in which the global best is set to zero and the particle’s position and velocity is  
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initialised accordingly. The reason is to keep the potential solutions for the next itera-
tion and to avoid losing promising regions. The elapse generation and percentage 
were chosen based on our preliminary exercise on the algorithm using several data-
sets. The algorithm 1 is adapted from Binkley & Hagiwara [12] and the algorithm 2 is 
the improved algorithm that details the PSO_ImVBR method. 
 

Algorithm 1: The PSO_ImVBR 
1. Create and initialise population 
2. Set global best list to empty 

3. While stopping condition not reached do 

4.   stagnant() //refer to Algorithm 2 

5.   For i = 1 to population size do 

6.    For d =1 to number of dimensions do 

7.    r1=rand()  //between 0 and 1 

8.    r2=rand()  //between 0 and 1 

9.    Update velocities  

10.    Update positions  

11.   End for 

12.  If particle i’s position is better than its personal best then update 
   particle i’s personal best 

13.  End if 

14.  Endfor 

15.  Update the swarm global best with the best of all particle personal bests 

16. End while 

17. Add swarm’s global best to global best list 

18. Return the best of the global best list 

 

Algorithm 2: Identifying stagnation in PSO_ImVBR 
1. If generation is one fifth of total generations then 
2.  For every x generation 
3.  Get the euclidean norm of each velocity vector and sort the norms 
4.  Get the velocitymedianCurr and velocitymedianPrev 
5.  Get the global_fitnesscurrent and global_fitnessprevious 
6.  Calculate the improvement ratio using Equation 4 
7.  If improvement ratio < threshold then 
8.  Add globalbest to global best list 
9.       Reinitialise the swarm 
10.   End if 
11.  End for 
12. End if 

4 Experimental Setup 

This section presents the experimental setup of the study. The PSO algorithm was 
implemented in NetBeans IDE 6.9 in a PC with the following features: Intel Core 2 
Duo, 2.2 GHz CPU, 2G RAM, a Windows Vista operating system. Prior to optimizing 
the dataset with the PSO algorithm, the features were filtered using the multivariate 
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filter namely the correlation feature selection with the linear forward search (CFS-LFS) 
approach. The costly computational complexity of PSO algorithm suggests the features 
dimension to be pre-reduced by the filter approach. Table 1 presents the profile of the 
datasets used in this study with a minimum of 168 features and maximum of 649 fea-
tures. The selected datasets are commonly used in data mining and machine learning 
research [23-25]. The instances of the Musk2 dataset was reduced from the original 
instances using the stratified remove folds and labeled as [red]. In this study, a prelimi-
nary experiment was conducted to determine the most suitable PSO’S parameter and 
was settled with 30 particles and 100 generations.   

Table 1. Feature summary of dataset 

Description Domain Feature Type Size Instances Classes 

Musk2 [red] Chemistry Nominal 168 2200 2 

Promoters  DNA data Numeric 228 106 2 

Splice DNA data Numeric 240 3190 3 

Arrhythmia ECG data Categorical, Numeric 279 452 16 

Multifeatures Mixed  Numeric 649 2000 10 
 Nom: Nominal; Num: Numeric 

 
The first compared method was PSO_VBR and the second compared method was 
PSO_Yang [22]. This method identifies the need of swarm reinitialization by moni-
toring the velocities throughout the iterations. If the median of the velocity has 
dropped below a certain threshold value, the whole swarm is initialized. The stagna-
tion modules in the PSO_VBR only check the velocity median with the threshold 
value whereas the researcher’s method combined both the velocity median and the 
fitness function values. Binkley & Hagiwara [12] employed three threshold values,  
α = 0.01, α = 0.001, and α = 0.0001.  However, during implementation the researcher 
found difficulty in setting the threshold value. These values, perhaps suited to his 
problems but did not benefit the researcher’s problem that addressed the features di-
mension. Thus, in this study, the researcher settled the value of α by half of the total 
features dimension after exercising several different values of α on two-third of the 
datasets. Thus, different dataset uses different values of α. The velocity in the re-
searcher’s method was randomly initialized and constrained by the maximum allowed 
velocity [-6, +6].  

5 Results and Discussion 

The experimental results for the five datasets are summarized in Table 2 and Table 3. 
The last two rows summarize the average results of each criteria and the 
wins/ties/losses (at p-value <0.05) over the PSO_VBR method. The same definition 
of the good trend applies in this discussion whereby the classification accuracy is 
maintained (given by the number of ties) or increased (given by the number of wins) 
despite the dimensionality reduction. Measuring classification accuracy, Table 2  



10 S. Abdul-Rahman, A.A. Bakar, and Z.-A. Mohamed-Hussein 

 

records the results of the experiments for each of the compared method against the 
PSO_VBR method. There are several observations which can be drawn from these 
results.  First, both of the comparison method achieved higher accuracy than the 
PSO_VBR method. It was found that on average, the accuracy of the PSO_ImVBR is 
higher than PSO_Yang method. In terms of t-test, it was found that the PSO_ImVBR 
yielded more number of wins compared to the PSO_Yang method with three signifi-
cant wins and two ties. The improvement velocity that was embedded in the 
PSO_ImVBR method helps to improve the accuracy of the classifier. Next, the re-
searcher further analyzed the selected features generated from these three methods.  

Table 2. Comparison of classification accuracy 

Datasets PSO_VBR (1) PSO_ImVBR (2) PSO_Yang (3) p_val1 
(1-2) 

p_val2 
(1-3) 

Musk2 [red] 93.9 94.2W 93.7T 0.003+ 1.000 
Promoters  100.0 100.0T 100.0T 1.000 1.000 
Splice 94.7 95.4W 94.5 T 0.000+ 1.000 
Arrhythmia 80.8 81.1T  80.3T 0.146 1.000 
Multifeatures 99.2 99.4W 98.9 T 0.021+ 1.000 
Avg/WTL 93.6 94.0 [3/2/0] 93.5 [0/5/0]    

 
Table 3 records the average selected features from the three methods. In this crite-

rion, the researcher aimed to investigate whether the selected features could be further 
reduced with the improved VBR. On average all the three methods achieved a signifi-
cant reduction of dimensionality by selecting only a small portion of the features from 
the multivariate (MV) Filter phase. There was about 55-56% of the features selected 
from the MV Filter phase. On average, all the three compared method have selected 
competitively similar number of features. Inspecting closely, the PSO_ImVBR method 
has selected a lesser number of features in three out of five datasets compared  
to PSO_VBR (Musk2, Promoters, Arrhythmia, Multifeatures) and four out of five 
datasets compared to PSO_Yang (Musk2, Arrhythmia, Multifeatures). Thus the re-
searcher concludes that the PSO_ImVBR tends to generate a lesser number of features 
if compared to the other two methods. The reason could be due to the more exploration 
exposure opportunities that the particles found during the initialization process. The 
VBR gave more chances to the particles to explore new areas from being trapped in a 
local optimum solution.  

The optimization solution given by the PSO_ImVBR was considered successful 
from the following trends. The PSO_ImVBR method improves or maintains the accu-
racy of the classifier in majority of the datasets. In general, the PSO_ImVBR method 
achieved a significantly higher number of wins compared to PSO_VBR and 
PSO_Yang. These findings showed that the improved VBR does assist in selecting 
fewer features while maintaining or improving the accuracy. The good trends were 
able to be accomplished due to the mechanism of VBR that allows the particles to 
explore to the other new areas that perhaps promised a better solution and avoid from  
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being trapped in a local optimum solution. Besides, the initialization formula that 
retains the best twenty percent of particles from being initialized also helps to ensure 
the efficiency of the method.  

Table 3. Average (Avg.) selected features (SF) by each PSO method 

Datasets 
#Features PSO_VBR PSO_ImVBR PSO_Yang 
(CFS-LFS) Avg. SF (%) Avg. SF (%) Avg. SF (%) 

Musk2 [red] 22 14.7 (66.8) 14.2 (64.5) 14.5 (65.9) 

Promoters  8 3.0 (37.5) 3.0 (37.5) 3.0 (41.8) 

Splice 27 18.5 (68.5) 19.8 (73.3) 19.3 (69.7) 

Arrhythmia 19 12.0 (63.2) 10.5 (55.3) 10.5 (64.3) 

Multifeatures 134 63.9 (47.7) 62.0 (46.3) 62.0 (47.1) 
Average  32 22.4 (56.7) 21.9 (55.4) 21.9 (55.3) 

6 Conclusion 

The study proposed the use of the VBR method in the PSO to overcome the prema-
ture convergence that hinders PSO algorithm. The findings from this study revealed 
that the PSO_ImVBR was generally significantly better than the exiting PSO_VBR 
and PSO_Yang methods. The PSO_ImVBR method was able to give the highest ac-
curacy with less selected features. The analysis also showed that the proposed method 
was able to overcome the premature convergence as compared to the PSO_Yang. 
Overall, the researcher concluded that the PSO_ImVBR helps the stagnation and is 
suitable to be applied in the feature selection problem. 
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Abstract. As one of the most popular e-Business models, community question 
answering (CQA) services increasingly gather large amount of knowledge 
through the voluntary services of the online community across the globe. While 
most questions in CQA usually receive an answer posted by the peer users, it is 
found that the number of unanswered or ignored questions soared up high in the 
past few years. Understanding the factors that contribute to questions being 
answered as well as questions remain ignored can help the forum users to 
improve the quality of their questions and increase their chances of getting 
answers from the forum. In this study, feature selection method called Principal 
Component Analysis was used to extract the factors or components of the 
features. Then data mining techniques was used to identify the relevant features 
that will help predict the quality of questions. 

Keywords: Community Question Answering, Principal Component Analysis, 
Machine Learning, Business Intelligence. 

1 Introduction 

CQA is defined as community services which allow users to post questions for other 
users to answer or respond [1]. It aims to provide community-based [2] knowledge 
creation services [3]. Lately, CQA websites specifically in the programming context 
are gaining momentum among programmers and software developers [4]. CQA can 
provide them a forum for seeking help and advice from their professional peers about 
technical difficulties that they face. 

One of the most popular programming CQA website currently, Stack Overflow, 
managed to capture compelling technical knowledge sharing among software 
developers globally [5]. Registered members in Stack Overflow can vote on questions 
and also answers. The positive and negative votes show the helpfulness and quality of 
a question and answer. There is a reputation system in Stack Overflow, the members 
can increase their reputation in the website by participating in various activities like 
posting questions, answering, voting, posting comments, etc. With better reputations, 
they can be upgraded with extra capabilities such as editing question/answers and 
closing a topic. 
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This study aims to examine the predictors of ignored questions in a CQA service 
specifically those posted in Stack Overflow, by using machine learning. Thus, there 
are two main objectives in this study.  

The first objective is the identification of the crucial factors or features that affect 
the quality of the questions. The quality of the questions is divided into two classes: 
good and bad questions. In this specific context, good questions are defined as the 
questions that are solved by the community members. Contrarily, bad questions are 
defined as the ignored questions, which specifically mean the questions without any 
answers or comments from the online community for at least three months.  

The second objective is to investigate the use of feature selection on classification 
models by using principal component analysis for improving the accuracy of machine 
learning algorithms, in classifying between good and bad questions. Feature selection 
technique is used to infer the importance of the features pertaining to the quality of 
questions in CQA. In this context, an ignored question is defined as question that is 
without any answers or comments from the community for at least three months. 

2 Experiment 

The importance of factor analysis, in the context of being a prediction model, is about 
statistically evaluating how important or significant each model attribute is, pertaining 
to predicting an outcome from an induced model. In this paper we report an 
experimentation of a classification model that is built over the historical dataset of a 
CQA service forum.  

The objective of the experimentation is in two-fold. The classification model is 
potentially being used for testing new question posted to the forum so to estimate its 
chance of being answered – so called the acceptance rate. This is done by comparing 
the attributes of the new questions to those that have learned by the model from the 
historical records of the CQA forum, both that have received replies successfully and 
otherwise. Feature selection is used in the data pre-processing prior to constructing 
the model for enhancing the classification accuracy. In a nutshell, feature selection is 
a computational method that chooses a subset of features or attributes for representing 
the full feature set. It helps reduce the dimensionality of the classification problem. As 
a desirable side-effect, feature selection algorithm estimates certain ‘contributing 
factors’ for the model attributes. Such contributing factors are perceived as the extent 
of significance for comparing the relative impacts of the attributes on the predicted 
outcomes. 

2.1 CQA Dataset and Motivation 

Stack Overflow’s data is used for this study due to the popularity of Stack Overflow 
among programmers globally. The data are rich in metadata such as user’s reputation 
that are suitable to be used for the study. The topic, Java, is chosen for 
experimentation in Stack Overflow because this topic has been long-term favored in 
the past decade. Surely the topic has the highest average ratings in popularity from 
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2002 to 2014. Java-related questions are the most tagged and also the most ignored, 
with 456,748 and 8,463 respectively. The data for experimentation are collected from 
Stack Overflow during October 2014. The Data Explorer service provided by Stack 
Exchange is applied to obtain the data. SQL queries are be written and executed in 
Data Explorer to crawl the required data from the database of Stack Overflow. For 
this experimentation, we crawled the data with the tag ‘Java’ of solved and ignored 
questions starting from year 2008 onwards. After that, disproportionate stratified 
sampling are be used to sample the data from the two categories. A total of 3,000 data 
are to be sampled, of which 50% are the good questions and another 50% are the bad 
questions according to the following criterion. 

The prediction labels, good questions and bad questions, are exempted from 
subjective judgments and only confined in the scope of this research. Nevertheless 
based on the selection of data attributes for characterizing good questions from the 
past literature, a selection of features that are used for our experimentation are shown 
in Table 1.  A total of 21 attributes are used in this study. 

Table 1. Features for characterizing high-quality questions 

Category Sub-category Features 
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2.2 Classification Algorithms 

In this experiment, classification algorithms of machine learning are used to investigate 
the usefulness of the identified features to predict good and bad question in Stack 
Overflow. The performances of the popular classification algorithms are investigated: 
logistic regression, support vector machine (SVM), decision tree, naïve Bayes and k-
Nearest Neighbors. These algorithms are implemented in the machine learning platform 
called Scikit-learn (http://scikit-learn.org). Scikit-learn is a free open source Python 
module integrating a wide range of state-of-the-art machine learning algorithms, with the 
emphasis on ease of use, performance, documentation completeness and API consistency 
[6]. The classification algorithms used are briefly explained below. 

Logistic regression: Logistic regression applies the maximum likelihood estimation 
after transforming the features into a logistic regression coefficient. In this study, the 
logistic regression classification algorithm is applied with its L1 regularization 
parameter enabled in the feature selection process as it was found to be insensitive to 
the presence of irrelevant features. The logistic regression model is written as [7]: 
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where )(θR  is a regularization term that is used to penalize large weights/parameters. 
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Support Vector Machine (SVM): SVM is considered as one of the best classification 
algorithm for many real world tasks, mainly due to its robustness in the presence of 
noise in the dataset used for training, and also high reported accuracy for many cases.  

Decision Tree: The classification and regression tree CART algorithm of the decision 
tree implemented in the Scikit-learn module are used. One of the benefits of using 
decision tree for classification is the ease of interpretability of the models and results. 
However, if there are irrelevant features in the training data, decision tree algorithm 
can create overly complex trees used for classification and causing over fitting (do not 
generalize the training data to unknown new data). 

Naïve Bayes: One of the advantages of naïve Bayes is that it requires less training 
data to perform a classification compared to other algorithms. Its main disadvantage is 
that it cannot learn the interactions between the features, because a particular feature 
is assumed to be unrelated to other features, as mentioned earlier. In addition, naïve 
Bayes can suffer from oversensitivity to redundant or irrelevant features [8].  
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K-Nearest Neighbors (k-NN): In the testing phase, k is a user-defined constant, and a 
data point is classified by a majority vote of its neighbors, the class assigned is the 
class most common among its k nearest neighbors. The classification is highly 
depending on the number of nearest neighbor, k. Euclidean distance is a commonly 
used distance metric to find out the k nearest neighbors of a data point in the data space 
[9]. For this particular dataset, k=55 is found to give optimal classification results. 

In the experiment, the stratified 10-fold cross-validation approach was used. Two 
evaluation metrics are adopted in validating the performance of the classification, the 
two evaluation metrics are: accuracy and area under the receiver operating 
characteristic (ROC) curve. In classification, accuracy is used to measure of the 
performance of binary classification test, the correctness of the algorithm in 
identifying or excluding a condition; the accuracy is the fraction of correctly 
classified results (both true positives and true negatives) of the overall results. The 
formula for accuracy is shown in equation (3), where TP is true positives: the number 
of positive classes that are classified as positives and TN is the true negative: the 
number of negatives classes that are classified as negatives. In the study, both positive 
class (questions with an accepted answer by the asker) and negative class (questions 
that are completely ignored) are equally important classes to be considered in the 
evaluation of the classification performance. Therefore, the evaluation metric: 
accuracy is used because it considers both true positives and true negatives in the 
measurement, unlike precision measure that only take the true positives into account. 

TNFNFPTP

TNTP
accuracy

+++
+=  (3) 

In addition to accuracy, the area under the ROC curve (AUC) is also used as an 
evaluation metric for a reliable comparative study. ROC is a curve that represents the 
performance of a classification model with the true positive rate (TPR) and false 
positive rate (FPR) when the discrimination threshold is varied. The TPR is the 
fraction of correct positive results to all the positive samples, whereas FPR is the 
fraction of incorrect positive results to all the negative samples. An ROC curve is a 
two-dimensional representation of the performance of a classification model. 
Similarly, AUC, the calculated area under the ROC curve, can be used to measure the 
performance of classification models. The AUC is statistically useful in the sense that 
the AUC is equivalent to the probability that the classification model will rank a 
positive class higher than a negative class that is randomly chosen. 

2.3 Factor Analysis 

Principal component analysis (PCA) is a popularly used method for extracting factor 
extraction as an exploratory type of factor analysis.  It attempts to identify complex 
interrelationships among the attributes and the combinations of attributes that 
contribute to inducing a classified concept. 

Factor weights are calculated in order to select the maximum possible variance, 
followed by further factoring continuing until there is no more meaningful variance 
remains. This approach helps summarize the variances in the dataset characterized by 
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many attributes. Each attribute represents a different dimension. It could be difficult for 
a human to visualize a multi-dimensional hyperspace of attributes greater than three. 

In essence the goal of PCA is to transform the original attributes into a new set of 
variables which reflect the variation in the data. These new variables that are formed 
corresponding to a linear combination of the initial attributes and are called principal 
components. 

In this experiment, PCA is used to first reduce the dimensionality of the attributes 
of the data for constructing a classification model; and then the selected attributed are 
visualized graphically with minimal loss of information. Users can visually inspect 
the importance of each of these selected attributes pertaining to the predicated class. 
The correlation between the classification model attributes are calculated, and 
visualized as a correlation matrix via a correlogram in Figure 1. 

 

 

Fig. 1. The correlation matrix among the model attributes 
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The dataset is then processed by R with the built-in function of PCA. The generated 
eigenvalues are corresponding to the extent of the variation reflected by each principal 
component (PC). Eigenvalues should be strong for the first PC and their sizes shrink 
for the subsequent PCs. As shown in Figure 2 the first two eigenvalues constitute to 
almost 25% that indicates the first few PC account for sufficient variance. 

 

Fig. 2. Plot of eigenvalues vs Principal components 

A R-based visualization package called FactoMineR (http://factominer.free.fr/) is 
used to chart up the cos2 on a Factor Map which is shown in Figure 3. The most  
 

 

Fig. 3. Variable Factor Map 
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important variables in the determination of the principal components are highlighted 
in the hue of red, gradually down to blue. 

From the correlation matrix, which is shown in Figure 1, there are two negatively 
correlated attributes, Unique questions and Question lengths. That shows questions 
that are unique but they are not long in sentences and vice-versa. Concise questions 
are mostly unique; long questions are duplicated or cross-posted in different places. 
When it comes to judging whether a question is a good question, by the variable 
called labelGoodBad, it is most negatively correlated with complexity. That means 
questions that are too complex nobody would want to reply; simple questions attract 
prompt replies. The same negative correlation goes for questions that are overlapped, 
having inappropriate tags, and overly lengths. These are undesirable features in a 
CQA which may lead to unanswered dead posts. With regards to favourable 
questions/posts, as reflected by the variable called Upvotes, they are positively 
correlated to reputation of the asker, the number of questions asked (that translate to 
the experience of the posters), and the days since joined. 

From the Variable Factor Map, as shown in Figure 3, several most contributing 
factors stand-out; they are, in order of importance: Answers-posted, Reputation, 
Unique question length, Upvotes and Downvotes. In terms of machine learning, these 
are the attributes that contribute most to the mapping of the attributes values to the 
predicted classes. They contribute to the prediction power by their relative 
significances. The results can be interpreted that usually experienced posters who 
have a reputation, who post unique and concise questions would likely invite replies 
from the peer users. And their questions are likely to be voted, either up or down, 
implying certain popularity is attracted by these questions. 

2.4 Classification Model Performance 

The validation of the performance of classification is used to verify the usefulness and 
reliability of the attributes to predict good and bad questions in Stack Overflow. Table 
2 shows the average accuracy and AUC from the stratified 10-fold cross-validation 
for all the classification algorithms used, containing both the average and AUC 
without feature selection (using the whole set of attributes) and with feature selection 
by PCA.  

The value of the accuracy and AUC has a maximum value of 1 if the prediction of 
good and bad questions from the classification model is 100% correct, and a 
minimum value of zero if all the predictions are wrong. For a binary classification 
task in the study, the value of accuracy or AUC for a random guess is 0.5, which 
means that the classification model is useless if either the value accuracy or AUC falls 
under 0.5. 

There are three important information that can be depicted from the results of the 
classification performance in Table 2. First, it is found that all the classification 
algorithms perform reasonably well in the prediction of good and bad questions. 
Without the feature selection, the overall accuracy is found to be ranging from 0.574 
(naïve Bayes) to 0.735 (logistic regression). The AUC ranges from 0.759 (naïve 
Bayes) to 0.816 (logistic regression and SVM). This basically means that it is a 
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feasible option to make use of the identified features to determine whether the 
questions are good or bad in Stack Overflow. 

Secondly, the overall performance of the classification improves by replacing the 
features with a smaller set of features obtained from the feature selection step. With 
the inclusion of feature selection, the lowest accuracy actually improves to a 0.698 (k-
NN) and the highest accuracy stays the same at 0.735, whereas the lowest AUC 
increases to 0.763 (k-NN). Among all the classification algorithms, the performance 
of naïve Bayes improves significantly with feature selection. This is because as 
mentioned earlier, naïve Bayes is sensitive to redundant or irrelevant features [8]. 
Therefore, this essentially means that the feature selection step successfully 
determines a subset of highly relevant and significant features, which serves a better 
representation of the dataset compared to using all the original features.  

Thirdly, two classification algorithms, namely: logistic regression and SVM are 
found to have the best overall performance both in terms of accuracy and AUC, when 
compared to other algorithms. This is expected because these classification algorithms 
represent some of the best performing supervised learning methods in the current age 
[10]. 

Table 2. Average accuracy and AUC from 10-fold cross-validation.  

Algorithms 
Without 
feature 

selection 

With feature 
selection 

 ACC AUC ACC AUC 

Logistic regression 0.735 0.816 0.735 0.813 
SVM 0.734 0.816 0.735 0.813 

Decision tree 0.728 0.780 0.732 0.784 
Naïve Bayes 0.574 0.759 0.712 0.777 

k-NN 0.694 0.763 0.698 0.763 

3 Conclusions 

Factor analysis was used to extract component of attributes and these components  are 
used to build a classification model for classifying questions between the good 
(questions that contain at least an accepted answer by the askers) and bad questions 
(questions that are completely ignored by the community) in a CQA, with a case of 
topic Java in Stack Overflow.  

The outcome of this study covers computational techniques for quantitatively 
finding the important features that are useful in the classification of good and bad 
questions. The features that are revealed from this study were extracted from the 
metadata of the askers’ user profile and questions, as well as from the contents of the 
questions, which include textual features and content appraisal features. 

From the analysis, it was found that when predicting the quality of a question, a 
user does not consider the previously asked similar or exactly same questions that are 
solved or unsolved. Information about the previously asked similar questions can be 
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useful in classifying whether the newly asked question whether it is good or bad. In 
this way, the forum will be improved by providing guidelines on how to post 
questions that are likely to be answered. Likewise forum rules can be established for 
preemptively discouraging questions of poor styles to be posted to the forum. This 
improvement can be possible only when the insights between good and bad questions 
in CQA is known. Machine learning and feature selection methods offer such 
possibility. 
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Abstract. Nowadays, there are a number of algorithms that have been proposed 
in frequent itemsets mining (FIM). Data projection is one of the key features in 
FIM that affects the overall performance. The aim is to speed up the searching 
process by rearranging the items in a more compact form and to fit all the items 
in the data set in main memory efficiently without losing any information. The 
data refer to how the data set is stored in the main memory before the mining 
process begin. This paper explores the effects of data projection on frequent 
itemset mining from three different data projection types which are FP-Tree 
(tree-based), H-Struct (array-based) and FP-Graph (graph-based). The time 
construction and memory consumption are used to evaluate the parse and the 
dense of the data set. The result showed the construction of H-Struct is the fast-
est, but it consumes more time to mine frequent itemsets compared with FP-
Tree and FP-Graph. 

Keywords: array-based, data projection, graph-based, tree-based, frequent 
itemset mining. 

1 Introduction 

Frequent Itemsets Mining (FIM) involves searching and discovering process to find 
common items in the data set. The FIM is derived from a problem known as market 
basket analysis [1]. An item is frequent if the item’s occurrence count in the data set is 
equal or greater than threshold called minimum support. The possible itemset combi-
nation in each data set is 2n-1, where n is the number of items in the data set. That 
means, the number of frequent itemsets in the data set are ridiculously large when the 
number of items in its increase. Therefore, frequent closed itemsets and frequent max-
imal itemset are the alternative ways to mine instead of normal frequent itemset. Fre-
quent closed itemset is considered closed when there has no superset with the same 
support [2], [3] and frequent maximal itemset is determined when there is no superset 
that is frequent itemset. 

Nowadays, the proposals of new algorithms are motivated by the data set that  
are expanded dramatically. Several algorithms have been proposed [4]–[11] in orders 
to have better efficiency either in aspect of memory space consumption or time  
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consuming. The Apriori algorithm [1] is a classic frequent itemsets mining algorithm 
which is still popular till now. Candidate generation algorithm like Apriori and Carpen-
ter requires a lot of memory consumption and slows down the searching performance 
since it enumerates all possible combinations of itemset [21]. 

In section 2, we describe the three types of data projection with an example for 
each type. In section 3, the experimental setup and the result are presented and in 
section 4, the discussion of the result was elaborated. Finally, we conclude with the 
summary of this in section 5. 

2 Data Projection in FIM 

Mining runtime and memory consumption are the two important factors in order to 
increase the performance of frequent itemset mining algorithm [11]. One aspect that 
researchers usually look into is to create a new data projection by rearranging the item 
in the data set so it will be mined faster as well as consuming low memory. Data pro-
jection is used to load the data set into the main memory in a compact form. Review-
ing literatures [8], [12]–[15], there are three common types of data projections that 
were used to project the data set into the main memory which are Array-based, Tree-
based, and Graph-based. Most proposed algorithms introduce the novel data projec-
tion that is more efficient in calculating the frequency and enumeration of the itemset. 

2.1 Array-Based 

LCMfreq [8] and HMiner [14] are the examples of algorithms that adopt the array-
based structure. Basically, the array-based structure uses array data type to store the 
data set. With this structure, there is no complex construction to compress the data set 
into a compact form. LCMfreq and HMiner only use a standard array and not tree-
based structure because they are not required to search the transaction in the data set. 
Moreover, array-based does not require additional initialization unlike tree-based and 
graph-based where it needs to be constructed first. This initialization sometimes needs 
more than one data set scanning. 

H-Struct is proposed in Hmine [14] algorithm. The H-Struct uses a simple array 
structure to store data set in main memory. The H-Struct consists of two main parts 
which are header table and the list of arrays that hold the transaction information 
called frequent-item projection. The construction of an H-Struct started by finding 
frequent 1-itemsets in the data set. After all frequent 1-itemsets is found, the header 
table is created. Header table is a list of frequent 1-itemsets found in the data set and 
consists of three elements which are item-id, a support-count and hyper-link. This 
hyper-link in header table is used to point to the first item that occurs in the transac-
tion that has the same item-id. For example, from Table 1 and illustrated in Fig. 1, the 
entry of item a in the header table H is pointing to the first item of transaction 200 in 
frequent-item projection. For transaction ID 200, the hyper-link of an item a is now 
pointed to the next occurrence of the item which is at the transaction ID 300. 
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Table 1. The transaction database TDB used as our running example [14]. 

Transaction ID Items Frequent-item projection 
100 c, d, e, f, g, i c, d, e, g 
200 a, c, d, e, m a, c, d, e 
300 a, b, d, e, g, k a, d, e, g 
400 a, c, d, h a, c, d 

 

Fig. 1. H-Struct, the hyper-structure to store frequent-item projections [14]. 

2.2 Tree-Based 

The Tree-based structure has been implemented in most proposed algorithms. The 
most famous and well-known is the FP-tree that has been introduced in FP-Growth 
algorithms [13]. FP-tree has shown the success in representing the data set to the 
compact form where it shares the common prefix among itemsets. This can be done 
by finding frequent 1-itemset in the data set and sorting it with the order of their fre-
quency in descending order [16]. The list of frequent 1-itemset found is called the 
header table. Even though novel tree-based structure introduced nowadays [17], [18] 
are claiming more compact in representing the data set, most of them are the modifi-
cation of the FP-Tree. Moreover, FP-Tree gets the compact representation by putting 
the items with higher frequency nearest to the root of the tree. However, the compres-
sion of the data set is working well in the dense data set, but not in sparse data set  
FP-tree [14]. This weakness of tree-based structure is because it will create more than 
one node for a single item and this will cause a higher memory consumption. 

As an example of understanding how the construction of the FP-Tree, let Table 2 
as the transaction data set DB and the minimum support threshold is set as 3. Before 
construction of the FP-tree starts, the data set was scanned to find frequent 1-itemsets 
and sorted by its frequency descending order. This list is named as header_table as 
shown in Table 3. Then, FP-tree is initialized and the root is marked as “null”. The 
data set is scanned for a second time to construct the FP-tree and it begins to read all 
transactions in the data set and select frequent 1-itemsets from the each transaction.  
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Before frequent 1-itemsets is inserted it into the FP-tree, the items are sorted follows 
the header_table order. 

Take the first transaction {f, a, c, d, g, i, m, p} as an example, the frequent 1-
itemsets from this transaction is {f, a, c, m, p} and then it is sorted as per header_table 
order {f, c, a, m, p}. The first node inserted into the FP-tree is item f and its 
node_count is set to 1 as a child of the root, then the next item which is c, is stored as 
a child of the previous item which is item f. The process is repeated until all items in 
the first transaction is stored in the FP-tree. Going through the same process as the 
first transaction which has identified its frequent 1-itemsets, and with sorting transac-
tion, the second transaction after the process will get {f, c, a, b, m}. Since the node of 
the first item in the second transaction has already created, then it only needs to in-
crease the node_count with 1. However, for item b, there is no node b that exists as a 
child of node c. Then, the node b is created under node c and the node_count is set to 
1 as illustrated in Fig. 2. This process is repeated until all transactions have been. 

Table 2. Transaction Data set [13]. 

Transaction ID Items Ordered Frequent Items 
100 f, a, c, d, g, i, m, p f, c, a, m, p 
200 a, b, c, f, l, m, o f, c, a, b, m 
300 b, f, h, j, o f, b 
400 b, c, k, s, p c, b, p 
500 a, f, c, e, l, p, m, n f, c, a, m, p 

Table 3. Header Table from DB 

Item f c a b m p 
Frequency 4 4 3 3 3 3 

 
 

{}

f:1

a:1

c:1

m:1

p:1
      

{}

f:2

a:2

c:2

m:1

p:1

b:1

m:1
 

(a) Insertion after the first transaction  (b) Insertion after second transaction 

Fig. 2. Inserting items into FP-tree [13]. 
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2.3 Graph-Based 

The final method studied in this paper is based on its robustness in representing com-
plex problem. The graph is defined as G = (V, E), where V is vertices (nodes) and E, 
is the edges that connect between vertices. Each vertex in the graph represents an item 
while the shows the relationship between the items. There are two types of graph 
theories that have been applied, which are Bipartite Graph and Directed Graph. The 
graph-based structure can compress the data set into a much smaller representation. 
The vertex created in the graph represents an item in a data set and the edge as the 
frequency of the two items connected. With that properties, vertices created in graph 
supposed to be less than tree-based structure. Even though the graph-based structure 
has shown its effectiveness in processing data sets with huge dimensional size, it still 
consumes more memory [19]. 

There are two sections involved in constructing FP-Graph. Firstly, the graph is 
constructed from the data set. Construction is performing by reading each item in 
each transaction in the data set. It begins by creating the node for the first item in the 
first transaction and set it to 1 as the frequency value. Then the iteration is moved to 
the second item and create the node. Between the first and second node, the edge is 
created to connect these two nodes. This process is repeated until the last item in the 
transaction is enumerated. After finishing the first transaction, construction graph now 
moved to the second transaction and again the first item is selected. If the node of the 
first item has already created, the frequency of the node is increased by 1, but if it’s 
still does not exist in the graph then the node is created. The process is repeated until 
all items in all transactions are enumerated. 

The FP-Graph then needs to be pruned to remove all items with a frequency below 
the threshold. While removing the infrequent nodes, if there is an edge that exist be-
tween infrequent and frequent node, the edge that source from the infrequent node 
needs to be removed. Then, the edge that pointing to the infrequent node are modified 
to point to the removed edge destination node. Then the modified edge needs to check 
if there is another edge that equals with this edge. If there is a same edge, one edge 
need to be deleted and another one needs to increase its edge frequency. An example 
of the pruning process is as illustrated in Error! Reference source not found.. 

 

  

(a) Before pruning  (b) After pruning node D and E 

Fig. 3. Pruning in a FP-Graph [15] 
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3 Experimental Setup 

This experiment examined three data projection types: array-based (H-Struct), tree-
based (FP-Tree) and graph-based (FP-Graph). The experiment is done using Intel i5 
CPU at clock rate 3.40GHz and 4GB (3.80GB usable) memory. In order to evaluate 
these three types of data projection, HMiner, FP-Growth and FP-Growth-Graph algo-
rithms have been selected and it has been implemented in Java. Implementation of 
FP-Growth and HMiner algorithms are taken from SPMF library, GPL v3 license 
[20]. For FP-Growth-Graph, the implementation uses the SPMF library.  

The data set used in this experiment is an Accident and Retail were both acts as an 
example of a dense and sparse type of data set respectively. These data sets are widely 
used in testing the frequent itemsets mining algorithms [8]. The characteristics of the 
data set as shown in Table 4. 

Table 4. Data set Characteristics 

Data set Transactions Items Avg Items/ 
Transaction 

Category 

Accident 340,183 468 33 Dense 
Retail 88,162 16,469 10 Sparse 

4 Result  

4.1 Construction Time 

The execution time taken into consideration in this study is the time taken for the 
algorithm to construct the data projection in the main memory. The effectiveness of 
the data projection process before the mining process starts is investigated. For dense 
data set in Fig.4 (a), both FP-tree and FP-graph has shown that the higher support 
threshold, the less time taken to construct tree/graph projection. This is because when 
the threshold value is higher, less number of frequent 1-itemsets is selected which 
made the construction become more faster. Since the FP-graph has only created 1 
node for an item, it gives an advantage to FP-graph to performing the construction 
faster compared to the FP-tree that needs to find existing child node for the current 
item before it can process either to create new node or update the existing node. As a 
result, H-Struct is taking longer time as it needs to copy all the items in each transac-
tion that above the threshold and enumerates the items one by one since it have higher 
average items per transaction. Nevertheless, the three data projection types shown in 
gives similar results when it is tested on sparse data set as shown in Fig.4 (b). There 
are only slight differences between these three data projections. Thus, it can be con-
cluded that all the three methods are performing equally when the number of frequent 
1-itemset selected is small. The result of the data projection experiment is shown in 
Fig. 4 and Fig. 5. 
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(a) Accident Dataset (dense)   (b) Retail Dataset (sparse) 

Fig. 4. The data projection’s construction time. 

4.2 Execution Time 

Figure 5 shows the execution time for dense and parse data set for FP-Growth, FP-
Growth-Graph and HMine algorithms. HMine clearly take more time in mining fre-
quent itemsets on array-based data projection compared with the other data sets. 
HMine run slower since the algorithm needs to process multiple times for the same 
transaction. However, for the dense data set, FP-Growth-Graph performs much bet-
ter than FP-Growth but in sparse dataset, it is otherwise. The ability of FP-Tree in 
compressing the dataset into compact form gives the advantage for FP-Growth in 
mining denser data set compared to HMine but not FP-Growth-Graph. Our investiga-
tion has shown that to mine frequent itemset from FP-Graph, it needs to start from 
all nodes in the graph. Starting from initial node, searching process used Depth First 
Search manner to find all its prefixes. In comparison with FP-Tree, it uses simpler 
way to find the prefix of an item by a traverse to its parent toward the root. This is 
why the FP-Growth takes less execution time than FP-Growth-Graph in the sparse 
data set since the FP-Graph has many possible paths to traverse. This results have 
demonstrated that data  arrangement is one of the factors that influence the efficiency 
of the algorithms.  
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4.3 Memory Usage 

Another factor evaluated in this experiment is the data projection memory usage. 
Hence, the memory usage is recorded and shown in Fig. 6. The result obviously shown 
that FP-Graph required less memory compared to the other two data projections. In 
dense data set, there is obviously graph changes in FP-Graph when the support thre-
shold increase from 20% to 30%, where it shows the differences frequent 1-itemsets 
found in the data set. For sparse data set FP-Graph outperform FP-Tree and H-Struct. 
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Fig. 6. The data projection’s memory consumption. 

In term of the memory usage for both data sets, as shown in Fig. 7, HMine is tak-
ing a lead after record the high memory consumption compares to FP-Growth and FP-
Growth-Graph. Since it applied the array-based data projection, the data were con-
structed in the memory is based on how many it items appears in the data set. When 
H-Struct data projection that applied HMine consumes more memory, the mining 
time also will be affected since it giving a burden to the hardware to process especial-
ly for the dense data set. It is shown FP-Growth-Graph that applied graph-based data 
projection uses less memory for dense and sparse data set. This is because of the FP-
Graph does not duplicate the node for an item or for simple understanding, one node 
is dedicated for one item. FP-Growth have similar memory consumption with  
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FP-Growth-Graph as it applied the common prefix sharing. This prefix sharing is to 
compact the representation of the data projection. For sparse data set, the memory 
consumption is similar to HMine because the FP-Tree cannot compress the sparse 
dataset efficiently. This is because there is less common prefix to share due to the 
contained items in each transaction and lead the duplication of the node. 

5 Conclusion 

This paper evaluated three types of data projection: array-based, tree-based and 
graph-based that were applied on three different algorithms. H-Struc in HMine algo-
rithm works well with sparse data set, but it took longer construction time in the dense 
data set. The advantage of H-Struct array-based projection is that it uses a simple 
array and store the data set in main memory in its original form. The straight forward 
implementation of H-Struct in HMine makes is easy to understand and suitable to be 
used on the sparse data set. However, the use of HMine in dense data depends on the 
capability of the hardware. The FP-Tree works well in both types of data set. The 
compression and arrangement of the data set showed that the tree-based projection 
can be used in both dense and sparse data set. In this experiment, FP-Graph has 
shown an outstanding performance for all the tested data. Similar to FP-Tree, FP-
Graph reduces the node creation to minimize the memory usage and as well as con-
struction time. 
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Abstract. The main criterion of a successful data migration project is the data 
quality. Quality of data can be compromised depending upon how the data are 
received, integrated, maintained, processed and loaded. The data migration  
project requires the data to be extracted from multiple sources before being 
cleansed and transformed. Once the data are cleansed and transformed, the data 
will be loaded into a new system. Therefore, data cleansing is the most  
important activity in a data migration project. Data cleansing is the process of 
detecting and removing errors, inconsistencies and redundancies in order to  
improve the quality of data 

Keywords: data quality, data migration, extract, transform and load (ETL), data 
cleansing. 

1 Introduction 

Data migration is a process of transferring data from one system to other systems [1]. 
Whenever legacy data is involved, the data migration process becomes more complex. 
Legacy data is a collection of information that has been recorded over time [2], which 
contains business knowledge such as product data, customer details and so on. Since 
the legacy data is valuable to the organizations, any data migration must be complete, 
accurate, consistent, conformity and integrity manners. 

Due to new requirements and specifications, new systems may use data structures, 
which are different from the legacy systems. Therefore, one-to-one mapping between 
new and existing systems may not be possible.  

In any software project, data migration should emphasize on [3]: 

• Ensuring that data is being delivered to target fits with the purpose, not only with 
respect to the technical requirements but also with respect to the behavior of the 
target system. 

• Ensuring all data being extracted is relevant to the requirements and delivered 
without any breakages. Breakages mean data should not be lost, wrongly trans-
formed or duplicated. 

• Justifying reasons to why the source data has not been delivered to the target. 



34 N.M. Zahari et al. 

 

In 2012, the Accountant General Department of Malaysia has adopted the Interna-
tional Public Sector Accounting Standards (IPSAS) as its new standard accounting 
practice. As a result, the new accounting and financial management system known as 
1Government Financial and Management Accounting System (1GFMAS) was devel-
oped. The main objective of the 1GFMAS is to support both cash and accrual practice 
of accounting in a centralized environment [5]. 

Data migration is one of the 1GFMAS project scope. The main objective of data 
migration is to transfer all the legacy data from 37 sites of decentralized Government 
Financial Management and Accounting System (GFMAS) to 1GFMAS. To ensure 
business continuity, the legacy data, such as master data, balances and open transac-
tion are transferred in complete, accurate, consistent, conformance and integrity  
manners specified. 

2 Background of the Study 

In this section, we will discuss about data migration method. 

2.1 Data Migration Method 

There are a number of methods used to perform data migration. The most commonly 
used methods are: 

• Extract, Transform and Load (ETL) – Data from various sources is extracted and 
transformed to the new format according to the requirements before loading it to a 
new target system.  

• Enterprise Application Integration (EAI) – This technology is the best to use if the 
amount of the data is small. The migrating process is fast between logic layers of 
application.  

• Enterprise Data Integration (EDI) – Enterprise data integration is the combination 
of technical and business processes used to combine data from different sources  
into meaningful and valuable information. A complete data integration solution  
encompasses discovery, cleansing, monitoring, transforming and delivery of data 
from a variety of sources. 

• Object Relational Mapping (ORM) - Object relational mapping is an incompatible 
technique for converting incompatible data. Object relational mapping makes it 
possible to address access and manipulate objects without having to consider how 
those objects relate to their data sources. ORM lets programmers maintain a con-
sistent view of objects over time, even as the sources, the sinks and the applications 
have changed. 

Of the four methods, ETL is the most popular method that use in data migration 
[4]. Based on the survey conducted by The Data Warehousing Institute (TDWI) [4], 
41% of respondents prefer to use ETL than the other methods. This is due to the fact 
that its ability to handle the extreme requirements of data migration, including big 
data, multi-pass data transformations, deep data profiling, interoperability with data 
quality tools and many-to-many data integration capabilities. 
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2.2 Extract, Transform and Load (ETL) 

There are three main processes in ETL, which are data extraction, data transformation 
and data loading. In the data transformation process, it has three sub-processes, which 
are data profiling, data cleansing and data mapping [6] [7] [8] [9] [10]. Each process 
will produce output files. The output files will only be loaded after the data mapping 
process has completed. The quality of data and the effectiveness of the data migration 
process are directly dependent on the efficiency of the ETL processes.  

ETL consists of five main steps so that data migration process can be completed. 
These steps are further details as the following: 

• Data Extraction – Data extraction is the first stage of the data migration process. It 
is a process of retrieving data from the legacy system. These data can be retrieved 
from multiple sources and formats, for example databases, flat files, spreadsheets, 
etc. The main objective of data extraction is to retrieve all required and relevant da-
ta from the source system within a certain time. The output from the data extrac-
tion process will be used in the data cleansing process.  

• Data Profiling – Data profiling is the process to uncover the type and condition of 
the data available. The profiles will not only give detailed information about the 
data (usually referred to as files, columns or fields) but also the quality of the con-
tent and the value and structure of the data. The extracted data must go through the 
normalization process in order to avoid redundancy and duplication. The objective 
of data profiling is to equip project with a clear understanding of the data that will 
help ensure all situations are addressed. 

• Data Cleansing - Data cleansing is also known as data scrubbing or data cleaning, 
which is part of the data transformation process. The main objective of this process 
is to remove errors and inconsistencies from the extracted data to improve the qual-
ity of the data before migrating them to the target system. In the ETL process, data 
cleansing is the most important and critical part. 

• Data Mapping - After the data cleansing process, the cleansed raw data will  
be mapped and transformed into the final upload template. This process is called a 
data mapping or data transformation. The output data obtained from the data clean-
sing process is used as an input for the data mapping process. The transformation 
of data involves a series of rules based on business requirements.  

• Data Loading – The last step of the ETL process is the data loading process where 
output from the data transformation process will be loaded to the target system. 

2.3 Data Quality Issues 

Data quality is the main factor to identify either data migration project is successful or 
not. Poor data quality was the main contributor (53.4%) to project overruns [11]. Poor 
quality of master data will unable to support business rule or process. A high level of 
risk is involved in data migration projects due to large or big data. The major chal-
lenge of the migration project is to ensure that the metadata is retained in its original 
form. If data with poor quality, inaccurate or inadequate is migrated, it can lead to 
inappropriate assumptions, misleading results and incorrect decision-making.  
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Ensuring high levels of data quality is the most expensive and time-consuming task 
in a data migration project. There are six major data quality problems [12] [13] [14] 
identified during the data migration process: data type mismatch, specification mis-
match, missing values, typing errors, redundant data and incorrect data values. 

2.4 Data Quality Framework 

To have a successful data migration project, high quality data are required. The high 
quality data are defined as the data fulfilled six dimensions of data quality - complete-
ness, consistency, validity, conformity, accuracy and integrity [18] [19] [20] [21] [22]. 
These goals should be the key driving factor in choosing the data quality framework. 

Data quality framework is a process for improving data quality [18] [19] [20] [21] 
[22]. It is used to ensure the quality of the data at every stage of the data life cycle – 
from data capturing, data transformation and data usage. Such a pervasive framework 
will be easier to implement in new organizations that are defining and building their 
IT architecture from scratch. However, it is becoming complex and difficult when the 
involvement of multiple operational systems across multiple organizations. 

The basic components of a data quality framework are assessment, cleansing and 
enhancement and consolidating (Fig 1). 

 

 

Fig. 1. A Simplified Data Quality Framework 

• Assessment - is a process that analyses, inspect, and measure the degree of quality 
of the data before determining the data cleansing and enhancement strategies. 

• Cleansing and Enhancement - based on the assessment finding, the source data will 
be parsed, standardized and corrected. Wherever necessary, the cleansed data will 
be enriched to add additional data into it. 

• Consolidation - the duplicate data are removed so that the data matching could be 
done to determine the records are referring to the same entity. Once everything is 
finished, the data migration can be started. 

3 Results  

In this section, discussions about data quality issues or problems in data migration 
based on case study are laid out. 
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3.1 Data Type Mismatch 

The mismatch data types caused problems during extraction and loading processes. 
The definition of data types in computer programming is a classification of the types 
of the data for example, integer, string, character and so on.  

Table 1. A sample data source that has a data type mismatch problem 

 

In Table 1 above, there are two data sources, which are Source_1 and Source_2. In 
Source_1, the Personal Number attributes are declared as an integer and in Source_2, 
they are declared as a string of type VARCHAR. The Personal Number of both data 
sources was chosen as the primary key respectively. The fusion of these records is 
hard to manage because while it is possible to insert integer values into a string field, 
integer field cannot accept an alphanumeric value. 

3.2 Specification Mismatch 

This is a problem of multiple abbreviations, for example, with three different data 
sources, the GENDER specification attributes are having the same data type, but were 
expressed differently as shown in the Table 2. 

Table 2. A sample data source that has the specification mismatch problem 

 

In these data sources, the data type GENDER is declared as VARCHAR. However, 
in Source_1, the record for GENDER is specified as a ‘Male’, in Source_2 the record 
for GENDER is specified as ‘M’ and in Source_3 the record for GENDER is speci-
fied as an 'L'. Different specifications of data in data sources make the extraction be-
come more complex and the conversion to a standard format is needed. 

3.3 Missing Values 

Occasionally, some values of a field either in the source or the target are missing. For 
these missing data, developers will have to assign a default value. However, the as-
signed default values sometimes may not be appropriate because of the problem of 
defining what the data is actually represents.  



38 N.M. Zahari et al. 

 

A null value of a record may have dependencies to other tables and this may fur-
ther worsen the data quality problems. By not specifying the null values in the data 
sources, however, may result in generating incomplete or inconsistent data. 

Table 3. A sample data source with missing value problem 

 

In Table 3, for example, there are two data sources; SourceHR1 and SourceHR2 
with the values of some attributes from both sources may be needed to migrate to-
gether into one output table. The Personal Number or PERNR is the key attribute to 
join these two data sources. As a result, some values of the key attribute were missing 
in SourceHR2 which produced an output table that contain ‘null’ values. This violates 
the principles of primary keys.  

3.4 Typing Errors 

This type of error is most common. Table 4 shows a sample of type errors that com-
monly occur in data source. Attribute GENDER is declared as Varchar in both data 
sources, Source_1 and Source_2. If the attribute value ‘Male’ is misspelled as ‘amle’ 
in Source_2, then during the migration, it will generate a complete but incorrect data.  

Table 4. A sample data source that has a typing error 

 

3.5 Redundant Data 

The presence of duplicate data from multiple sources may also cause data quality 
issues. Data duplication may cause inconsistent data retrieval, thus produce differing 
output.  

Table 3 shows duplicate entries in the data source SourceHR2 for PERNR = 
‘00764407’. When these two data sources are joined with PERNR is treated as join 
attribute, the result join conflict where it is not sure to choose which record from table 
SourceHR2. At the end, only one record for each unique PERNR is retained. 
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3.6 Incorrect Data Values 

In Table 4 where the date of birth (SDOB column) attributes is having future date 
which is incorrect data. In some cases, the migration team needs to get back to the 
user, since only the user knows the details. The data migration can only start once the 
data is repaired and updated. 

4 Findings and Discussion 

Data migration has development cycle. In the case study, a pre-migration process 
known as Mock Run was performed. The Mock Run was executed three times - Mock 
Run1, Mock Run 2 and Mock Run 3. The last mock run was performed to ensure the 
remaining issues are resolved. 

4.1 Enhancement of Data Cleansing Process 

The most important part of the data migration project is data cleansing, which is to 
ensure only high quality data is transferred and used in the new system. This en-
hancement, which requires involvement of users, is based on processes below [15]: 

• Develop job based on cleansing rules 
• Correct the errors based on cleansing rules for each instance 
• Produce validation report or rejection file and display to the user, so that they can 

make a correction manually.  
• After data been corrected by the user, they will pass to migration team to check the 

rules again. 
• This process will be looped until no more validation report is produced. 
• Finally, the cleansed will be storage, temporary staging before proceeding to data 

mapping 

In the case study, an algorithm was developed to perform cleansing rules for each 
scenario using IBM’s INFOSPHERE, DATASTAGE and QUALITYSTAGE. 

4.2 Data Type Mismatch 

Data type conversion was performed before the data were mapped to target output 
using a tool which provides a type conversion function called DecimalToString(). 
This function returns any numerical value as a string.  

However, the type conversion rules were performed only on Source1 because it 
contains problematic data. After the cleansing process was done, the Personal Number 
column is defined the data type as a Varchar. 
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4.3 Specification Mismatch 

Multiple data specifications in data sources need to be converted to a standard format. 
Based on example in Table 4, Source1, Source2 and Source3 were using different 
specifications for the same attribute. A standardized specification is determined after 
discussing with the users.  

If multiple data values are involved, ‘If... Else’ statement is used. An example, in 
the output target, users want all the values for the gender attribute is ‘L’, which is for 
‘Male/M’ and ‘P’ for ‘Female/F’. At the end, we will have standard values for the 
gender attribute, which is ‘L’ for male, and ‘P’ for female.  

4.4 Missing Values 

User involvement in solving the missing values is crucial since only they know what 
it is. As part of the migration process, validation report will be produced during data 
cleansing. This report will help user to identify which column is having data issues.  

The first step that needs to be done as part of the cleansing process is creating 
‘rules’ to check the missing values. For example, Personal Number (PERNR column) 
attribute should not contain blank or null values. It is mandatory to have a valid value 
where PERNR column is the primary key. Second step is to pass the rejected list to 
users. The users will have to fix their source table before data migration. 

4.5 Typing Error 

According to Gümbel [16], 76% of the data quality issues are caused by the users. 
Typing error is one of the most common mistakes made by user while entering the 
data. The solution is quite similar with specification mismatch. Since the possibility 
of having multiple types of data values is high, the ‘If... Else’ statement is used.  

Not all data quality issues can be resolved by data cleansing. The data migration 
team needs to get the users’ involvement. In certain cases, the users will have to up-
date the data. It is good to have user involvement in the data migration process. The 
users can cleanse and validate the data at the same time. Consequently, the quality of 
operational data sources can be improved [17].  

4.6 Redundant Data 

In the case study, many of data sources are having data redundancy issue. The prima-
ry key should not have multiple values. If this issue arises, then one of the records 
was retained and others were removed.  

In Table 5, for example, there are duplicate entries in the SourceHR2 file for 
PERNR = ‘00764407’. Cleansing rule was created to solve this issue by removing 
duplicate entries.  
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Table 5. A sample output data after cleansing process 

 

4.7 Incorrect Data Values 

In Table 6, when the date of birth (SDOB column) attributes was having incorrect 
date, the users must correct them before data can be migrated successfully. 

Table 6. A sample output after cleansing process 

 
We need to perform validation check during the data cleansing process. In our 

case study, we will check the validity of the record by using Invalid () function. A 
rejected table will be created if the record is having invalid date values. Then, the 
table will be given to the user to correct the date. 

5 Conclusion 

The data cleansing is a crucial activity in any data migration projects since the main 
criterion of a successful data migration. To improve the quality of data, data cleansing 
is performed to eliminate errors, inconsistencies and redundancies. By using a high 
quality data, the organization should be able to use the new system at fullest and be-
come more effective and efficient organization than before. 
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Abstract. The advancement of web technologies has changed the way people 
share and express their opinions. People enthusiastically shared their thoughts 
and opinions via online media such as forums, blogs and social networks.  
The overwhelmed of online opinionated data have gained much attention by  
researchers especially in the field of text mining and natural language processing 
(NLP) to study in depth about sentiment analysis. There are several methods in 
classifying sentiment, including lexicon-based approach and machine learning 
approach. Each approach has its own advantages and disadvantages. However, 
there are not many literatures deliberate on the comparison of both approaches. 
This paper presents an overview of classification approaches in sentiment analy-
sis. Various advantages and limitations of the sentiment classification approach-
es based on several criteria such as domain, classification type and accuracy are 
also discussed in this paper.  

Keywords: Subjectivity sentiment analysis, sentiment classification, machine 
learning, lexicon-based. 

1 Introduction 

The rapid growth of content in the web has made a huge volume of information avail-
able. Users actively generate online information by expressing their thoughts, opi-
nions or sentiments about all kinds of topics via blogs, forums and social network. 
This creates a great opportunity to understand the opinion of users by analyzing the 
rich content of opinionated data. Thus, it will be beneficial for both users and organi-
zations. While some users generously express their thoughts and opinions about their 
points of interest in a fair environment, other users are able to seek for those reviews 
to gain helpful information in order to assist them in making decision such as in  
buying products or selecting the best services. Organizations also can get useful raw 
information; especially it is helpful in knowing better their customers and help to 
improve product quality or services performance. Sentiment analysis has gained much 
attention to researchers due to the overloaded online opinions and reviews. Unlike 
traditional text mining that concentrates on analysis of facts, sentiment analysis  
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focuses on attitudes of users. Sentiment analysis is the process used to determine the 
attitude, opinion or emotion express by a person about a particular topic [1].  

According to Liu [2], sentiment analysis is the study that analyzes people’s senti-
ments, evaluations, attitudes and emotions in the favor of the entities such as prod-
ucts, services, organizations, individuals, issues, events, topics and their attributes.  
It is a recent research field, which uses advanced techniques for text mining, machine 
learning, information retrieval and NLP to process large amounts of nonstructural 
content generated by users [3]. Sentiment analysis has been used in many applications 
such as review related websites [4] and sub-component technology [5]. The most 
common application is the review-related websites and the most popular reviews are 
on products such as “Google Product Search” [6]. Review-related websites do not 
only restrict to product reviews, but also contains opinions about other reviews such 
as employers, political issues and so on. Recommender system is one of the most 
useful sentiment analyses for sub-component technology. It suggests the right items to 
particular users based on their explicit and implicit preferences by applying informa-
tion filtering technologies [7]. Generally, the first task in sentiment analysis is to dis-
tinguish between objective and subjective statements. Subjective sentiments are 
words and phrase that being used to express mental and emotional states such as 
speculations, evaluations, sentiments and beliefs [8]. Meanwhile, objective content 
refers to factual information of the text sentence [6]. After the identification of subjec-
tive statement, polarity classification is then being performed. Polarity or also known 
as semantic orientation is important to identify the sentiment orientation whether it is 
a positive, negative or neutral sentiment [9]. Later, the orientation strength of the 
sentiment is identified. This paper aims to discuss available sentiment classification 
approaches. Section 2 reviews the related studies in sentiment analysis.  Section 3 
further explains each type of sentiment classification approaches. In section 4, we 
summarized the comparison between approaches in sentiment analysis. Finally in 
section 5, several points are brought into conclusion. 

2 Related Works 

Currently, many users actively express their opinions on the web. Opinions are central 
to human activities because they are key influencers of our behaviours [2]. It is a norm 
in life as we would like to know owners’ opinions before we make decision. “What 
other people think” has always been an important piece of information for most of us 
during the decision making process [4]. Opinion can be regular or comparative [2]. 
Regular opinion describes about an entity with its aspects. This type of opinion is mean 
for single entity and not suitable for multiple entities. Meanwhile, a comparative opi-
nion describes the relation of similarities or differences between several entities who 
shared several aspects. Thus, this type of opinion is suitable for multiple entities. In 
fact, we can classify opinion based on how it is being expressed in a text, either in 
explicit or implicit form [10]. Explicit opinion is directly expressed by users whereas 
implicit opinion is indirectly expressed by users. Sentiment analysis is classified into 
three main levels which are document-level, sentence-level and aspect/entity-level 
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[11]. The simplest form of sentiment analysis is document level. The aim is to classify 
a textual review which is given on a single topic as a positive or negative sentiment 
[12]. The whole review will be considered as either a positive or a negative review.  
A few researches exist at this level of analysis such as  Mouthami et al. [1], Moraes et 
al [12], Tang [13], Sharma & Dey [14] and Balamurali et al. [15]. While document-
level assumes that a whole document express a single opinion, sentence-level analysis 
considers each sentence in documents as a separate unit. It means that every sentence 
in document carries out a single opinion with a certain orientation [5]. Positive or nega-
tive orientation means a sentence contains sentiment, while neutral orientation indi-
cates that a sentence does not contains any sentiment. In sentence-level analysis, it is 
assumed that a sentence represents the opinion of just one author and a sentence hold 
the author’s opinion about one topic only [16].  

As most researchers focuses on a single level of analysis whether a document-level 
or a sentence-level, Maas et al.  [17] adopted their proposed vector-based approach 
model to both document-level and sentence-level sentiment analysis in online movie 
reviews domain. Meanwhile, aspect/entity-level focuses on the recognition of senti-
ment expressions and the aspects to which they refer [6]. It classifies sentiment with 
respect to the specific aspects of entities. In a review, people tend to talk about several 
entities that have many aspects and they have different opinion about each aspect of 
those entities. However, this may cause conflicting sentiments to assigning dual feel-
ing to an entity or its attributes [18]. When a sentiment that lies between a positive 
and negative value, it might cause neutrality [19]. According to Medhat et al. [20], the 
process of sentiment analysis consists of several steps, which are sentiment identifica-
tion, feature selection and sentiment classification. The first step is to identify a sen-
timent in a text. Basically in order to obtain the subjectivity content, pre-processing 
processes need to be done to obtain a clean data. Feature selection step will select 
appropriate text features in order to proceed with classification process. There are 
several feature selection methods available such as Information Gain, Mutual Infor-
mation, Chi-square and Gain Ratio [21]. Finally, the sentiment polarity is obtained 
from the classification process. In sentiment analysis, several researchers have uti-
lized available lexical database sources such as WordNet. WordNet is an English 
corpus which represents the meanings of words into synonym sets or known as syn-
sets. Each synsets will have glosses that link the synsets according to other semantic 
relations such as hyponomy and holonomy [22]. Other lexical database is Senti-
WordNet which an improved version of WordNet lexical database developed by Esuli 
& Sebastiani [23]. They tagged all the synsets in WordNet according to three kinds of 
labels, which are positive, negative and objective. To date, the current official version 
of SentiWordNet is 3.0.  

3 Sentiment Classification Approaches 

Sentiment analysis classification approaches have evolved from keyword-based to 
concept-based approaches. Cambria et al. [24] grouped the existing approaches into 
four main categories, which are keyword spotting, lexical affinity, statistical method, 
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and concept-based approach. Meanwhile, most researchers classify sentiment classifi-
cation approaches into machine learning approaches and lexicon-based approaches 
[25], as shown in Fig. 1.  

 

Fig. 1. Overview of sentiment classification approaches 

3.1 Lexicon-Based Approach 

Lexicon-based approach is unsupervised learning and does not require prior training 
in order to mine the data. Instead, it measures how far a sentiment word is inclined 
towards positive or negative [16; 26]. The aim is to identify the orientations of  
opinions expressed by users whether the opinion is positive, negative or neutral. Lex-
icon-based approach is further classified into manual approach, dictionary-based  
approach and corpus based approach. Manual approach requires people to code the 
lexicon by hand. It is very laborious, costly, can be only use on small corpora and 
usually a benchmarking procedure for automatic techniques [22]. Dictionary-based 
approach aims to identify sentiment sentences by utilizing synonyms and antonyms of 
available lexical databases such as WordNet. List of sentiment words with known 
orientation are manually collected. This approach expands the list of words by search-
ing for their synonyms and antonyms in lexical databases. New found word is added 
iteratively to existing lists of words until no new words are found [5]. Corpus-based 
approach helps to solve the problem of identifying sentiment words with context spe-
cific orientation [20]. This approach depends on a seed of list words to find other of 
opinion words in a large corpus or explored the relation between the words [27]. It 
requires expensive manual annotation effort as it involves large corpus [28]. Corpus-
based approach is further classified into statistical and semantic approach. The statis-
tical approach aims to utilize statistics concept by finding the co-occurrences of words 
in order to obtain the sentiment polarity [29]. Meanwhile, semantic approach provides 
a semantic space to represent the terms in order to discover different kind of semantic 
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relationship among terms. Words in semantic spaces are represented as high dimen-
sional vectors and these vectors are obtained from statistical properties of the words’ 
context [30]. Several recent researches in sentiment analysis using lexicon-based ap-
proaches are summarized in Table 1.  

Table 1. Recent studies of lexicon-based approach in sentiment analysis. 

 

3.2 Machine Learning Approach 

Machine learning approach in sentiment analysis is basically a classification algo-
rithm, which trains labelled documents over corpus in order to recognize features that 
will be used to classify the sentiment [33]. This approach can be supervised, semi-
supervised or unsupervised. There are several types of supervised classifier, which are 
probabilistic, linear, rule based and decision tree classifiers [20]. As sentiment analy-
sis is actually a typical classification task, it is most suitable to adopt supervised learn-
ing approach. Sentiment classification in machine learning approach consists of two 
main steps. The first step is to extract features from training data and convert into 
feature vectors.  The second step is to train the classifier on feature vectors and appli-
cation of the classifier to unseen instances [34]. Generally, two different set of data 
are required for the purpose of training and testing the algorithm. Training set needs 
to learn the diverse characteristic of documents with an automatic classifier, while a 
testing set will validate the performance of the classifier. Therefore, feature construc-
tion and classifier play a key role in classifying sentiment accurately. Meanwhile, 
according to Newel et al. [35], a machine learning system involves several steps starts 
with selecting a training data, data cleaning mechanism, labelling technique for the 
training data, feature vector selection and classification algorithm. 

The research on sentiment analysis using machine learning approach is first done 
Pang et al. [36]. They conducted experiments by applying several supervised classifi-
ers such as Naïve Bayes, Maximum Entropy and Support Vector Machine (SVM)  
on movie reviews dataset. They found that standard machine learning techniques 

Author Techniques Feature 
Selection

Level Data/
Corpus 

Result/
Performance 

Limitation/
Future Work

[15] Semantic space 
based on Word-
Net senses.

Word senses - Dataset by Ye et al. (2009): 600 
positive and 591 negative reviews 
about travel destinations. 
Each review contains approximate-
ly 4 to 5 sentences with 80 to 85 
average numbers of words.

Accuracy of 91.12% with i m-
provement of 6.2% compared to 
baseline method (word as fea-
ture).

To incorporate syntactical 
information with seman-
tics.
To explore cross lingual 
sentiment analysis.

[27] General Inquirer, 
LBM, MPQA, K-
means,ONMTF, 
Moodlens, CFMS 
and ESSA.

Word clusters - 40216 tweets from Stanford Twitter 
Sentiment, collected between April 
6, 2009 and June 25, 2009 via 
Twitter API.
3269 tweets from Obama-McCain 
Debate on September 26, 2008.

The proposed framework of 
ESSA -opt performs better than 
baseline method, General Inquirer 
with improvement 21.4% and 
17.87% for both datasets.

To study other emotion 
correlation information, 
to measure the sentiment 
orientation of social 
media posts. To utilize 
such models for real 
world applications.

[30] HAL, COALS, 
RI, RRI and 
BEAGLE

Word clusters Document 
level

Product and movie review dataset 
from Czech and English language.

RRI and COALS tend to perform 
consistently best for both lan-
guages. HAL and RI give no 
satisfactory results.

To investigate a com-
bined model that includes 
the best performing 
semantic space for each 
cluster size.

[31] MT, SMap, 
SProp1, SProp2 
and SProp3.

Seed words Document 
level

1000 positive and 1000 negative 
English movie reviews. 600 posi-
tive and 600 negative opinionated 
Dutch documents on 40 distinct
topics crawled from Dutch review 
websites, forums, and blogs.

29% improvement from baseline 
in multi-language translation and 
47% improvement in language 
specific semantic lexicon.

To validate the findings 
in other target language. 
To further optimize the
seed sets used for the 
sentiment propagation 
process.

[32] Naïve Bayes, 
Maximum Entro-
py (ME), SVM
and Semantic 
analysis (Wor d-
Net).

Unigrams Sentence 
level

19340 pre-labeled product review 
datasets from Twitter with of 
positive and negative polarity. 

Semantic analysis (WordNet) 
achieves highest accuracy of 
89.9%. 
Naïve Bayes with unigram model 
perform better than SVM and ME 
with 88.2% accuracy

To improve feature 
vector related sentence 
identification process.
To extend WordNet for 
reviews summarization.
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outperform human-produced baseline. However, the performance of the classifiers 
does not perform well in classifying sentiment as compared to classify traditional text 
classification. The main reason may be that they generally follow traditional topical 
text classification approaches, where words in document are being set as a bag of 
words (BOW) concept. Traditional BOW does not capture word order information, 
syntactic structures and semantic relationships between words, which are essential 
attributes for sentiment analysis [37]. Many researchers applied machine learning 
approach for sentiment classification ranging from probabilistic classifiers such as  
 

Table 2. Recent studies of machine learning approach in sentiment analysis. 

 

 
 

Author Techniques Feature Selection Level Data/
Corpus 

Result/
Performance 

Limitation/
Future Work

[16] Naïve Bayes 
and SVM

n-grams Sentence 
level

1000 tweets data in Arabic language 
consisting of 500 positive and 500 nega-
tive tweets. The selected tweets hold 
only one opinion, not sarcastic, subjec-
tive and from different topics.

SVM is better than NB with 
72.6% accuracy. 

To improve the devel-
oped corpus by using 
fine-grained annotation 
and to add semantic 
features.

[35] Naïve Bayes 
and SVM

Bag-of-words Document 
level

Twitter datasets –30000 tweets randomly 
selected between January 23, 2011 and 
February 8, 2011 with keyword “Egyp-
tian” and 12000 tweets randomly select-
ed between November 5, 2012 and 
November 12, 2012 with keyword “Elec-
tions”. 
Google Play on Android – 30000 posi-
tive and 30000 negative reviews.

SVM perform better than 
Naïve Bayes. SVM is more 
sensitive to outliers.

To consider varied 
capabilities of attacker 
in integrity attacks 
generated by sentiment 
analysis application.

[41] SVM, ANN, 
Naïve Bayes, 
Random Forrest 
and J48.

Textual, categorical, 
grammatical and 
contextual features

- 1000 Norwegian financial internet news 
articles from publisher hegnar.no collect-
ed between February 4, 2013 and March 
26, 2013.

J48 yield the highest per-
formance, closely followed 
by Random Forrest.

To adopt the current 
algorithm in psychology 
-rich Norwegian finan-
cial domain.

[42] Naïve Bayes, 
Binarized Mul-
tinomial  Naïve
Bayes (BMNB), 
Multinomial 
Naïve Bayes, 
SVM and J48.

Information gain, 
term frequency, 
term presence and 
part of speech

Sentence 
level

Total of 24000 sentences of multi-
domain sentiment data (12 domains) 
from1000 positive and 1000 negative 
reviews from acquired from 
http://www.cs.jhu.edu/~mdredze/datasets
/ sentiment/

The BMNB clearly outper-
formed other classifiers in 
six data domain.
SVM was ranked as the 
second best performing 
classifier in four out of 
twelve data domains.
The best feature selection 
method is Information Gain.

-

[43] Support Vector 
Machine 
(SVM), Naïve 
Bayes and K -
nearest Neigh-
bor

Information Gain, 
Principal Compo-
nent Analysis, 
Relief -F, Gini 
Index, Uncertainty, 
Chi-square, SVM

- 2000 reviews from online Malay social 
media and blogs. 1000 positive and 1000 
negative reviews.

SVM perform the best with 
87% accuracy. The worst 
performance is KNN class i-
fier.

To develop Malay 
sentiment lexicons and 
to investigate the im-
plementation of lexicon-
based approach.

[44] SVM and Lin e-
ar Regression 

n-grams, sentiment-
bearing terms, 
rhetorical, length 
and positional 
features

Sentence 
level

News from English MOAT Research 
collection with 3584 sentences. 2697 
sentences judged as objective and 887 
judged as subjective polarity.

Proposed method outper-
forms baseline method 
(OpinionFinder) with preci-
sion of 55.17% compared to 
44.20% of baseline method.

To validate findings 
with other datasets and 
to study advanced ways 
in combining features 
and classifiers.

[45] Naïve Bayes, 
SVM, Max i-
mum Entropy 
and ensemble 
classifier. 

Part of speech, 
special keyword, 
presence of nega-
tion, emoticon, 
positive and nega-
tive keywords, 
positive and nega-
tive hashtags.

- 1200 electronic product review from 
Twitter with 600 positive tweets and 600 
negative tweets. 

SVM and ME have equal 
accuracy of 90% compared 
to Naïve Bayes with 89.5% 
accuracy. Naïve Bayes has 
better precision

-

[46] SVM Bags of words using 
Vector Space Mod-
el

- Benchmark data by Pang & Lee (2004).
2000 reviews of 54 different hotels data 
from popular travel destinations in India 
from website tripadvisor.com and 
yatra.com. 

SVM with boosting algo-
rithm showed the best accu-
racy of 93%.

To adopt boosting/ 
bagging approach in 
other classifiers and in 
other types of text such 
as social network.

[47] Back -
propagation 
artificial neural 
network 
(BPANN)

Information Gain Document 
level

Benchmark data by Pang & Lee (2004).
501 positive and 501 negative user-
generated reviews for hotels.
Utilized 3 sentiment lexicons:
HM dataset – 1336 adjectives: 657 are 
positive and 679 are negative.
General Inquirer dataset – 3596 adjec-
tives, adverbs, nouns, and verbs: 1614 
are positive and 1982 are negative.
Opinion Lexicon – 2006 positive and 
4783 negative words.

BPANN wi th Information 
Gain features gives the best 
accuracy of 95%. 
Opinion lexicon achieves of 
89% and General Enquirer 
with 86% accuracy. 

To adapt in other do-
main such as social 
network.
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Naïve Bayes [38], Bayesian Network [39], and linear classifiers such as Artificial 
Neural Network [14] and Support Vector Machine [17; 40] and also with decision tree 
[41-42]. Besides, there are many researches done by comparing the capabilities 
among machine learning algorithms. Wang et al. [34] conducted a comparative as-
sessment of ensemble learning techniques, which integrate different feature sets in 
order to enhance the classification accuracy. They choose five machine learning clas-
sifier which are Naïve Bayes, Maximum Entropy, Decision Tree, K Nearest Neighbor 
and SVM. They found that the ensemble technique with SVM produced the best accu-
racy. They are several recent researches in sentiment analysis using machine learning 
techniques are summarized in Table 2.  

4 Comparison of Sentiment Classification Approaches 

Each approach in sentiment classification has its own advantages and disadvantages 
as shown in Table 3. A lexicon-based approach is unsupervised and domain indepen-
dent. It means one lexicon is built for all domains. It is an attractive advantage over 
machine learning methods, as this approach has a more robust performance across 
domains and texts [31]. On the other hand, machine learning approach is supervised 
and domain dependent. It is crucial to have a domain specific lexicon that is related to 
both the entities and their sentiment expressions in order to achieve a good sentiment 
analysis result [48]. Particularly, the same word could have completely opposite 
meanings or different sentiment strengths in different domains, thus it might affect the 
classification results. Machine learning approach requires data to be trained for do-
main specific polarity [16]. A key factor in determining the success of a machine 
learning approach is the quality and quantity of the training data. The more data, more 
consistent and noise-free it is, the better the results [49]. From the reviews, it can be 
seen that some researchers collect their own datasets from variety sources such as 
websites, forums and blogs. Meanwhile, there are numbers of researchers utilizing the 
available benchmark datasets developed by Pang and Lee in 2004 [46-47]. The data-
set consists of 2000 movie reviews where it is associated with binary sentiment po-
larity label. Reviews with more than 3 star ratings considered as positive and reviews 
with less than 3 star ratings as negative. Reviews with 3 star ratings (neutral) are nor-
mally discarded [35; 46]. In lexicon-based approach, the maintenance of sentiment 
lexicons for different domains is an important issue [46]. Lexicon-based perform 
quicker than machine learning approach, but machine learning tends to be more accu-
rate than lexicon-based approach [50]. 

Table 3. Comparison of lexicon-based and machine learning approach 

Criteria Lexicon-based Machine learning 
Domain Independent Dependent 

Classification type Unsupervised Supervised 
Prior training No Yes 

Adaptive learning No Yes 
Time to produce results Fast Slow 

Maintenance Require maintenance of cor-
pus/corpora 

Do not require maintenance 

Accuracy Less accurate than machine learning  Better than lexicon-based  
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5 Conclusion 

People eagerly share and post content on the web expressing their points of view in an 
unrestricted way. The dimensionality and size of opinionated data are growing expo-
nentially and turn out to be valuable sources to sentiment analysis. This paper dis-
cusses the classification approaches in sentiment analysis; lexicon-based and machine 
learning approaches.  Both approaches have their own strengths in undergoing classi-
fication tasks. While lexicon-based approach is suitable for cross-domain application, 
machine learning approach is a domain specific. Machine learning approach is able to 
achieve better accuracy results as the context and semantic meaning is highly related. 
On the other hand, lexicon-based approach is a cross domain application and provides 
better coverage of lexicons. Thus it offers a wider scope of opinionated words to be 
classified accordingly. However, the issue of ambiguity of opinionated words needs to 
be considered. Some words behave in the same manner as they have the same mean-
ing and polarity in all domains. Some words might behave inconsistently as they have 
different meaning and polarity in different domains.  
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Abstract. Data mining classification techniques are affected by the
presence of imbalances between classes of a response variable. The dif-
ficulty in handling the imbalanced data issue has led to an influx of
methods, either resolving the imbalance issue at data or algorithmic
level. The R programming language is one of the many tools avail-
able for data mining. This paper compares some classification algorithms
in R for an imbalanced medical data set. The classifiers ADABOOST,
KNN, SVM-RBF and logistic regression were applied to the original,
random oversampling and undersampling data sets. Results show that
ADABOOST, KNN and SVM-RBF exhibits over-fitting when applied to
the original dataset. No overfitting occurs for the random oversampling
dataset where by SVM-RBF has the highest accuracy (Training: 91.5%,
Testing: 90.6%), sensitivity (Training :91.0%, Testing: 91.0%), specificity
(Training: 92.0%,Testing: 90.2%) and precision (Training:91.9%, Testing
90.5%) for training and testing data set. For random undersampling, no
overfitting occurs only for ADABOOST and logistic regression. Logistic
regression is the most stable classifier exhibiting consistent training an
testing results.

Keywords: imbalanced data set, ADABOOST, KNN, SVM, logistic
regression.

1 Introduction

The spread of Big Data has invaded the health-care sector when Google an-
nounced its venture with Calico in 2013 [1]. Google, being one of the many
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multi-billion-dollar companies looking to exploit this convergence of data, tech-
nology and health care. The move highlighted the uprising interest in the po-
tential for massive data to promote innovation and efficiency in the health care
sector. Among one of the many challenges of Big Data is the imbalanced data
captured and stored in the medical databases. Almost all of the real-world data
sets are naturally imbalanced to a certain degree [2]. This imbalanced nature are
commonly encountered in a wide range of application in various field of study
such as prediction of customer churn [3] and fraud detection [4] or identifying
potential breast cancer, hepatitis, hyperthyroid, and cardiovascular disease [5],
and analyzing alzheimer disease through neuroimaging [6].

In critical area such as the health and medical field, study related to classifi-
cation and predictive models, especially in prediction of deaths or diseases tend
be more costly when the predictive model is inaccurate due to the imbalanced
issue. Nonetheless, the standard machine learning algorithm in data mining tools
would not perform well in the presence of imbalanced data sets [7]. Thus, for
a binary response variable, when the event of interest is underrepresented (the
minority class), the majority class tends to hinders the classification accuracy of
standard machine learning algorithm.

In recent years, many methods have been developed to improve the classifi-
cation of imbalanced data. Estabrook & Japkowicz [10] proposed a mixture-of-
experts or hybrid approach that is induced the classifier after over-sampling or
under-sampling the data with different over or undersampling rate. Although,
these new hybrid methods were reported to be effective in handling the imbal-
anced data sets, nonetheless there were other issues such as over-fitting, potential
data loss and over-complexity of developed models. Bekkar et. al. [8] provided a
framework of approaches in handling IDS whereby the approaches are classified
into five main categories: sampling methods, ensemble learning, cost-sensitive
learning, feature selection methods and algorithm modification. He & Garcia [2]
reviewed the state-of-the-art technologies, and the current assessment metrics
used to evaluate learning performance under the imbalanced learning scenario.
Recently, Bekkar et. al. [8] compiled a comprehensive overview of methods in
handling imbalanced data set from the data mining practitioner point of view.
The evaluation level is another perspective that the data scientist should explore
in countering the issues of handling imbalanced data sets [2, 7, 9].

Although complexmethods have been developed,many datamining practition-
ers still prefer to handle this issue at data level [9, 16], using sampling approach.
This is due to the ease of application and simplicity of the random oversampling or
undersampling technique. Many machine learning algorithms are available in R,
an open source programming language. This paper illustrates the hybrid approach
using sampling techniques and induced with a classifier to improve classification of
an imbalanced medical dataset. The classifiers considered are logistic regression,
ADABOOST, Support Vector Machine (SVM) and k-Nearest Neighbors (KNN).
The analyses were carried out using R. This paper is organized as follows: Section
2 reviews some methods in handling IDS. Section 3 covers the methodology and
the results are presented in Section 4. Finally, Section 5 concludes the paper.
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2 Literature Review

2.1 Machine Learning Techniques

Many machine learning techniques have been developed in the past few decades.
Over the years, machine learning has grown and merge to become a broad dis-
cipline in producing many fundamental theories of learning processes and algo-
rithms. The main theoretical advances have catered supervised learning problems,
where the classifier is estimated using the labeled observations drawn from the
population. Among examples of these type of supervised learning is the logistic
regression, decision tree C5.0 and neural networks. Recent developments involve
support vector machine (SVM) and k-nearest neighbors (KNN) approach.

Logistic Regression. Logistic Regression is the most popular classifier in med-
ical research [13–16]. This is due the fact that logistic regression, since it was
proposed as an alternative to the ordinary least squares regression in 1970s, de-
livers the important information for doctors and medical practitioners such as
the odds ratio, relative risk and predictions of dichotomous outcomes. In addi-
tion, the ordinary least squares methods requires strict statistical assumption’s
such as linearity and normality [16].

In order to model a dichotomous (0,1) outcome, the first issue was that di-
chotomous in nature do not follow a linear trend. Secondly, the errors are neither
normally distributed nor constant [17]. Therefore, Logistic regression solves these
problems, through the application of the logit transformation to the dependent
variable. In other words, the logistic model predicts the logit of Y from X, which
is the natural logarithm (ln) of odds of Y, and odds ratios is given by exp(β).
The following equation shows the simple logistic regression model:

logit(Y ) = naturallog(odds) = ln(
π

1− π
) = α+ βX (1)

The R syntax used to obtain a logistic regression model is as follows:

#formula to set Logistic Regression Model

card.formula <-die~gender+age_grp+comorbid+surgery+creopen

+afib+winf+euroscore

#Run GLM formula

card.glm <-glm(card.formula, family=binomial (link="logit"),

data=data.train)

Boosting with AdaBoost. Adaboost or Adaptive Boosting is an iterative
boosting approach to improve the classification of the minority class, especially
when dealing with IDS. At the initial stage, the Adaboost algorithm will allocate
variant weights to each observations. After a few iteration, the weight impose on
the misclassified observations will increase, and vice versa, the correctly classified
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will have lesser weights. The weights on the observations are the indicators as
to which class the observation belongs to, thus lower the misclassification of the
observations while tremendously improve the performance of the classifiers at
the same time. The process of Adaboost is explained by Bauer & Kohavi [21]
and Freund, Schapire & Hill [22]. The following is the syntax in R:

#Run adabag package

data.adaboost <- boosting(card.formula, data=data.train,

boos= TRUE, mfinal = 10, control = (minsplit=0))

K-Nearest Neighbors. KNN is one of the informed sampling technique which
is quite popular among data scientists. The idea of KNN as an informed sam-
pling technique was highlighted by [2]. The strategy of KNN is to classify the
observations are based on the surrounding neighbors, where k in KNN refers to
the number of neighbors to be considered in the sampling process.

For example, let us consider x as the observation to be classified. Let us
assume that k=3, thus we consider that the sign of x be determined by three of
its neighbors with the nearest distance; x1, x2 and x3.

When investigated, x1 and x2 are labeled as negative and only x3 is a pos-
itive. Therefore, x is also labeled as a negative case based on the majority of
the neighbors, whereby two out of three of the neighbors are negative. The dis-
tance used to calculate the closest neighbors are based on the Euclidean distance
formula [2].

In order to prevent attributes with initially large ranges from outweighing at-
tributes with initially smaller ranges i.e binary attributes, the Euclidean distance
equation are normalized. Min-max normalization, is an example of a popular nor-
malizing technique that is used to transform a value v of a numeric attribute A
to v

′
in the range [0, 1] by computing using the following formula:

v
′
=

v −minA

maxA −minA
(2)

where minA and maxA are the minimum and maximum values of attribute A
[23]. The R syntax is as follows:

##Run kknn package for train dataset

data.kknn <- kknn(card.formula, data.train, data.train, k=1,

distance = 1,kernel = "optimal")

data.kknn

Support Vector Machine. The Support Vector Machine (SVM) is the cur-
rent popular data mining classification algorithm and is claimed to be the most
versatile classifier by data mining community. Many studies have used SVM in
handling IDS and reported good results [24–27].
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The architecture of SVMs uses the general category of kernel methods. These
kernels depend on the distribution of the datamapped through some dot-products,
whereby these dot-products are then transformed into kernel functions which com-
putes a dot-product in high dimensional feature space. As an efficient classifier,
SVM is able generate non-linear decision boundaries using methods designed for
linear classifiers. In addition, the kernel functions used in SVM allows the
researchers to apply the classifier to any data sets which have no obvious represen-
tation in terms of patterns. The strengths of SVM has made it popular in scientific
and medical studies [25, 27].

SVM was used to classify and recognize human movement patterns by [26],
while [24] performed an experimentation of different kernels functions on SVM
and concluded that SVM is very successful when applied to IDS with negative
instances heavily outnumbering the positive instances.

The classification of SVM is achieved by realizing a linear or non-linear sepa-
ration surface in the input space. In SVM classification, the separating function
can be expressed as a linear combination of kernels associated with the Support
Vectors as expressed in equation 3.

f(x) =
∑
xjεS

αjyjK(xj , x) + b (3)

Remark 1. Figure 1 illustrates the flexibility of the kernels in SVM. In this
example, the linear kernel already shows good separation between the red and
blue dots. However, using the polynomial kernel, the separation between the
two-colored are more prominent especially when using polynomial kernel with 1
or 2 degrees.

The following is the R syntax used in this study:

##Run svm for train dataset

svm.model <- svm(card.formula, data = data.train, kernel_type=2)

svm.test <- predict(svm.model, data.test)

Fig. 1. Different degree of polynomial kernels effects on SVM.
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2.2 Oversampling and Undersampling

The oversampling and undersampling technique are considered as the basic sam-
pling techniques in handling imbalanced data sets [8]. The idea of oversampling,
also known as up-sampling, is to duplicate the minority class observations until
the number of observations balanced the majority class. In this study we use
the random oversampling whereby the proportion of the minority and majority
class were balanced out by duplicating the observations in the minority class in
a random manner [8, 11].

In contrast, the undersampling or known as down-sampling, excludes the ob-
servations from the majority class to balance with the number of available ob-
servations in the minority class. The undersampling technique selected in this
study is the random undersampling. The random undersampling randomly ex-
cludes the observations in the majority class until balance is achieved between
both majority and minority class. As for the comparison in terms of performance
between oversampling and undersampling, some studies concluded that under-
sampling outperformed oversampling in terms of accuracy of decision tree C4.5
or CART [8, 12].

Many studies uses oversampling and undersampling with decision tree as the
classifier [19, 20]. Thus, the aim of this paper is to compare the performance
of these sampling techniques with different classifiers; Logistic Regression, SVM
and KNN, to decision tree C5.0. The following code is used to perform random
oversampling and undersampling in R.

#balanced data set with over-sampling (ROS)

data.over <- ovun.sample(card.formula, data=data.dt,

p=0.5, seed=s,method="over")$data

table(data.over$die)

# balanced data set with under-sampling (RUS)

data.under <- ovun.sample(card.formula, data=data.dt,

p=0.5, seed=s,method="under")$data

table(data.under$die)

3 Method

3.1 Data Set

This study only focuses on the classification of the binary (or two classes) im-
balanced problems. The positive instances belong to the minority class and the
negative instances belong to the majority class. The data set used in this study
is the cardiac surgery data set obtained from a local medical center in Kuala
Lumpur. The data set contains cases from a study on prediction of survival of
cardiac surgery patients. The data set consists of 8 independent variables (7 cat-
egorical and 1 interval type data) and one binary outcome variable. There were
a total of 4976 observations, whereby 4767 observations (95.8%) is the patients
were still Alive after surgery (majority class) and only 209 (4.2%) had ’Died’
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after surgery. This strongly shows that the cardiac surgery data set obtained
is an imbalanced data set. The eight independent variables were: gender (f,m);
Age Group (18-40, 40-60, above 60); Comorbidities (Hypertension, Diabetes,
Both, None); Surgery Type (CABG only, CABG and Valve Surgery, Others);
Chest Reopen (Yes, No); Atrial Fibrillation (Yes, No), Wound Infection (Yes,
No); EUROScore. There were no problems of imbalanced data for the categorical
predictors.

3.2 Methods

The first part of analysis is to identify the effect of imbalance towards the classi-
fication performance of logistic regression as classifier. Thus, the data set will be
modeled using Logistic Regression and the performance will be analyzed. The
second part of the analysis is to determine the effect when different approaches in
handling imbalanced data set is applied accordingly, namely, oversampling and
undersampling. The evaluation measures used in this study are the Accuracy,
Sensitivity, Specificity and Precision.

Sensitivity and Specificity are important measures especially in the context
of medical data analysis, whereby, these measures are usually used in order to
assess the effectiveness of a clinical test in detecting a given disease. Unlike
classification accuracy, these two measures are not affected by imbalanced data
as sensitivity and specificity identifies the proportions of correct classification
for Positive and Negative event. Meanwhile, precision measures how precise is
a classifier in predicting the outcome of interest correctly that is, how much
of positive predictions are correct (Number of positive observations divided by
number of observation assigned to the positive class). The technique used to
evaluate a model is very much as important as the technique used in building
the model itself [11].

First the original imbalanced cardiac surgery dataset was partitioned into
70% training and 30% testing samples. The four classifiers were applied to the
training samples and evaluated using the testing sample. Next, we balanced
the data using random oversampling (ROS) and random undersampling (RUS).
Then, the ROS was partitioned into 70% training and 30% testing samples, and
the four classifiers were then applied. We repeat the same procedure for the RUS
data set. The experiments were performed using the classification algorithms
available in different packages in R (glm, libSVM, adabag, kknn, ROSE).

4 Results and Discussions

First, we apply logistic regression to the original data set. The original (imbal-
anced data) yields a very high classification accuracy and specificity rate (96.1%
and 99.5%). However, the sensitivity rate was very poor (19.2%), indicating that
the imbalanceness of the data set has an effect towards the performance of the
logistic regression model. Then, we apply logistic regression to the ROS and RUS
samples. Although the accuracy decreased, the testing sensitivity improves for
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Fig. 2. Training and Testing Results for Logistic Regression, Adaboost, KNN and
SVM-RBF (%).
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Table 1. Logistic Regression, Adaboost, KNN and SVM-RBF Results (%)

Technique Evaluation
Dataset

Original ROS RUS
Training Testing Training Testing Training Testing

Logistic Regression Accuracy 96.138 95.858 78.794 78.674 78.343 76.130
Sensitivity 19.219 16.041 72.472 72.653 72.468 66.210
Specificity 99.506 99.386 85.085 84.865 83.642 84.512
Precision 63.022 55.160 82.887 83.073 80.285 78.317

Adaboost Accuracy 83.740 95.582 83.740 80.508 83.740 80.508
Sensitivity 79.630 44.074 79.630 82.077 79.630 82.077
Specificity 86.957 96.587 86.957 79.113 86.957 79.113
Precision 82.692 19.975 82.692 77.825 82.692 77.825

KNN Accuracy 96.384 93.009 79.910 78.457 97.220 93.189
Sensitivity 65.227 18.786 60.347 60.146 65.563 18.394
Specificity 97.750 96.264 99.407 97.193 98.581 96.608
Precision 60.175 19.000 99.027 95.642 69.546 20.944

SVM-RBF Accuracy 98.080 95.004 91.509 90.637 93.987 70.976
Sensitivity 57.351 14.639 91.047 91.099 92.258 65.826
Specificity 99.861 98.543 91.971 90.166 95.542 75.230
Precision 94.851 30.367 91.875 90.453 95.021 69.326

the ROS (72.7%) and RUS (66.2%) data sets. In addition, for ROS dataset, all
variables were found to be significant except comorbidities.

Next, we apply ADABOOST, KNN and SVM approach to the original, ROS
and RUS data sets. The results in Table 1 shows over-fitting occurs when SVM-
RBF, ADABOOST, and KNN were applied to the original imbalanced and RUS
data set. This could be due to the small number of positive instances in these
data sets. The over-fitting problem did not occur in the ROS data set.

Overall, the performance of all classifier for the training and testing samples
results are more consistent for the ROS data set as shown in Figure 2. All the
methods seemed to improve when applied with ROS with SVM-RBF having the
highest accuracy, sensitivity, specificity and precision. Unfortunately, for RUS,
the over-fitting issue arises for KNN and SVM-RBF methods.

The results of this study shows that a combination of ROS with classifier such
as Logistic Regression, Adaboost, KNN and SVM can improve the classification
of imbalanced data set. The logistic regression is also more stable and less prone
to over-fit the data as can be seen by the consistent results in both the train-
ing and testing for original, ROS and RUS samples. The stability of Logistic
Regression as a classifier emerged in this experiment.

5 Conclusions

Sampling approaches are always easier to implement in improving predictions of
the minority case of a two-class classification problem. Both sampling techniques
presented in this paper comes with their own advantages and disadvantages.
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The application in this study shows there were no over-fitting problem when
classifier were applied to the random oversampling data set. This experiment
results favors random oversampling. Work is in progress which involves a simu-
lation study to investigate different sampling approaches for imbalanced data set.
It is also important to note that the classifiers performance depend on sample
size and data quality. All data sets should be cleaned and imbalanced problems
in categorical predictor (or features) should be determined so as to obtain a good
predictive model with results that can be generalized. Future studies can apply
other sampling techniques such as Tomek-Links, SMOTE, Border-line SMOTE,
One-sided Selection, Neighborhood Cleaning Rule and Bootstrap-based Over-
sampling.
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Abstract. Computing significant factors quantitatively is an imperative task in 
understanding the underlying reasons that contribute to a final outcome. In this 
paper, a case of e-Government ranking is studied by attempting to find the sig-
nificance of each KPIs which leads to resultant rank of a country. Significant 
factors in this context are inferred as some degrees of relations between the in-
put variables (which are the KPIs in this case) and the final outcome (the rank). 
In the past, significant factors were either acquired as first-hand information via 
direct questioning from users’ satisfaction survey or qualitative inference; typi-
cal question is ‘You are satisfied with a particular e-Government service’ by 
applying a multi-level Likert scale. Respondents answered by choosing one of 
the following: Strongly agree, Agree, Neutral, Disagree, and Strongly Disagree. 
The replies are then counted and studied using traditional statistical methods. In 
this paper, an alternative method by feature selection in data mining is proposed 
which computes quantitatively the relative importance of each KPI with respec-
tive to the predicted class, the rank. The main advantage of feature selection by 
data mining (FSDM) method is that it considers the cross-dependencies of the 
variables and how they contribute as a whole predictive model to a particular 
predicted outcome. In contrast, classical significant factor analysis such as cor-
relogram tells only the strength of correlation between an individual pair of fac-
tor and outcome. Another advantage of using data mining method over simple 
statistic is that the inferred predictive model could be used as a predictor and/or 
what-if decision simulator; given some values of KPIs a corresponding rank 
could be guesstimated. A case study of computing significant factors in terms 
of KPIs that lead to the world rank in from the data of UN e-Government Sur-
vey 2010, is presented.  

Keywords: e-Government, Ranking, Analytics, Feature Selection, Data  
Mining, Principle of Component Analysis. 

1 Introduction 

KPI (key performance indicator) method now is widely used for performance evalua-
tion field. KPI method is the combination of MBO (Management By Objective) and 
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Pareto's Law ("20/80" laws) which is a decomposition of the subject's strategic objec-
tive, analysis and it summarizes the critical success factors to support the subject's 
strategic objective, and then it extracts the key performance indicators. Based on this 
background, the core idea we can conclude as the 80% of the subject's performance 
can be hold and lead by 20% of the key indicators, all the performance evaluation 
work should focus on those 20% of key indicators [1]. 

One drawback however with this KPI methodology is that there allows no reverse 
in finding out how these KPIs contribute to the final rank, though the relative impor-
tance of KPI comes from expert judgement. In this paper, we attempt to infer the rela-
tive importance of KPIs by finding out how much they contribute to a resultant rank 
of an e-Government from the feedbacks collected from survey.  

Some domestic and international academic communities or commercial organiza-
tions have already engaged in this research field, such as Accenture consulting firm, 
who used Service Maturity and Delivery Maturity those two key categories label to 
indicate the government network (URL: http://www.aceenture.com). Meanwhile, 
World Markets Research Center and Brown University, they embark on one research 
by using 22 refined indicators for measuring 2288 government websites over 196 
countries and regions (URL: http://www.worldmarketsanalysis.com). Most papers in 
the literatures [2]-[6] cover extensively about qualitative research of e-Government, 
like the evaluation framework research case study and some factors affecting the per-
formance evaluation analysis. A typical study which was the Economic Research 
Center of Peking University, who was commissioned by the National Advisory 
Committee of Information Technology. They published their research results in the 
October 2003, which are based on 257 prefecture-level cities' government website of 
China (URL: http://gov.cn). Besides, most of the current researches are in theoretical 
study, which focus on the strategic choice and potential problems in the context of 
management. Some others explored the problems from different angles to expound 
the design of e-Government performance evaluation index system. 

All these studies point to a fact that finding significance of each KPI that lead to a 
world rank is important. In the view that little previous works have studied the use of 
data mining model in inferring the significance factors quantitatively with respect to 
world rank of e-Government, this paper aims at shedding some light on the evaluation 
aspect. 

2 Empirical Data Analysis 

This section is on about an empirical data analysis to be carried out for finding the 
significance of each factor pertaining to the world ranks of e-Governments. The KPIs 
are listed in Table 1 are estimated. 

The experiment consists of two parts. Firstly the KPIs are computed as a correlo-
gram by Pearson correlation algorithm which represents a classical approach for eva-
luating the importance of each variable on the target. Then a popular feature selection 
approach, known as Principle Component Analysis (PCA) is applied for comparing 
with the results of the correlogram. It is interesting to observe whether there would be 
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difference in terms of the significances of KPIs obtained from between mere correla-
tion and PCA of FSDM. 

The second part of the experiment is on applying a collection of feature selection 
algorithms as FSDM in evaluating the KPIs. 

2.1 The Dataset  

A set of EU e-Government performance records is downloaded from Eurostat (URL: 
http://ec.europa.eu) – a Directorate-General of the European Commission located in 
Luxembourg. Its main responsibilities are to provide statistical information to the 
institutions of the European Union (EU).  

A streamlined dataset consists of three groups of KPIs - ICT, G2B and G2C is col-
lected from 28 EU countries. Thirteen representative KPIs are selected for this ex-
perimentation from the three groups. The year is particularly chosen to be 2010 which 
marks the year of European sovereign debt crisis. The same dataset was used in the 
6th edition of the annual “Waseda World e-Government Ranking” which has been 
carried out since 2005. Over the past six years, the Waseda e-Government research 
team has surveyed the developments and observed the trends in the e-government 
arena. In particular these 13 KPIs from the three groups ICT, G2B and G2C were 
discussed in the Waseda e-Government 2010 report as new trends of e-Government 
development deduced from the survey. The final rankings and evaluation information 
for those 28 EU countries are taken from the report of United Nations e-Government 
Survey 2010, Leveraging e-government at a time of financial and economic crisis. 
(URL: http://www.unpan.org/egovkb/global_reports/08report.htm). The evaluation 
results in ranks and indices are appended to the KPI dataset. The ranks are used as a 
target class for inducing a prediction model which will be used to support feature 
selection for estimating the importance of each attribute. 

Table 1. KPIs used in the experiment. 

 

Nation
Households with 

broadband access

Percentage of the 
ICT personnel on total 

employment

Percentage of the 
ICT sector on GDP

 Enterprises using 
the Internet for 
interaction with 

public authorities

Broadband and 
connectivity - 
enterprises

Enterprises using the 
Internet for 
submitting a 

proposal in a public 
electronic tender 
system to public 

authorities

Integration of 
internal processes

Share of enterprises' 
turnover on e-

commerce

Broadband and 
connectivity - 

individuals(V1)

E-Government usage 
by individuals(V2)

Individuals 
frequently using the 

Internet(V3)

Individuals using the 
Internet for taking 

part in online 
consultations or 

voting(V4)

Individuals' ICT 
capability(V5)

EU-28 61.00 2.57 4.14 76 85 13 21 14 63 31 62 8 31
Belgium 70.00 3.00 5.00 77 90 10 40 18 73 32 68 4 39

Bulgaria 26.00 2.00 5.00 64 62 8 11 2 39 15 43 3 21

Czech Republic 54.00 3.00 5.00 89 86 11 21 19 61 17 54 3 31

Denmark 80.00 3.00 5.00 92 87 11 29 17 84 72 84 11 36

Germany 75.00 2.00 4.00 67 89 13 29 18 75 37 68 10 41

Estonia 64.00 3.00 5.00 80 88 17 7 11 68 48 63 6 23

Ireland 58.00 3.00 4.00 87 87 32 20 24 61 27 61 3 36
Greece 41.00 3.00 4.00 77 81 11 36 17.5 38 13 47 5 25
Spain 57.00 2.00 4.00 67 95 9 22 11 54 32 54 10 30

France 66.00 3.00 4.00 78 93 16 24 13 71 36 66 10 29
Croatia 49.00 2.00 4.00 63 78 16 15 9 48 16 53 7 25

Italy 49.00 2.00 4.00 84 84 10 22 5 44 17 54 6 20

Cyprus 51.00 2.00 4.00 74 85 3 17 1 44 22 53 3 24
Latvia 53.00 2.00 3.00 72 68 12 8 7 57 31 60 4 22

Lithuania 54.00 2.00 2.00 95 81 31 11 14 54 22 53 6 17
Luxembourg 70.00 2.00 3.00 90 87 14 21 15 88 55 82 13 37

Hungary 52.00 4.00 6.00 71 79 15 8 16 57 28 62 3 24
Malta 69.00 3.00 3.00 77 92 13 18 15 59 28 59 9 24

Netherlands 80.00 3.00 3.00 95 91 9 22 14 89 59 83 7 36
Austria 64.00 2.00 3.00 75 82 15 25 13 68 39 63 11 38
Poland 57.00 2.00 3.00 89 69 14 11 8 54 21 47 2 28

Portugal 50.00 2.00 4.00 75 85 20 26 12 45 23 48 7 15
Romania 23.00 1.00 3.00 50 52 16 19 4 31 7 32 2 25
Slovenia 62.00 2.00 4.00 88 88 11 21 10 62 40 58 8 30
Slovakia 49.00 3.00 5.00 88 78 7 17 11 67 35 61 3 29
Finland 76.00 4.00 5.00 96 96 13 28 18 82 58 80 19 48
Sweden 83.00 4.00 6.00 90 91 19 35 18 88 62 81 14 38

United Kingdom 58.70 3.00 6.00 66 88 10 6 16 79 40 78 8 38

ICT G2B G2C
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2.2 Feature Selection Algorithm 

As the core functions of FSDM, Feature Selection (FS) algorithms play a central role 
in calculating the “worthiness” of each attribute as significant factor. By observing 
from their results, we can estimate how much each KPI as well as the KPI group con-
tributes to the final world ranking of the e-Government. Quantitatively the relative 
importance of each KPI is inferred as a numeric indicator, usually normalized to be in 
the range of [0, 1]. The computing software for FSDM used is called Weka which is a 
popular data mining software platform for benchmarking machine learning algo-
rithms. The seven FS algorithms as FSDM that are used in the experiment are briefly 
presented as follow: 

(1) Correlation: The algorithm is implemented as a Weka filter function called 
CfsSubsetEval. Each attribute is evaluated according to its predictive power, so that 
permuted subsets of the attributes can be found. The worthiness of each subset is 
computed from the collective predictive power of each attribute contained in the 
group. At the same time, redundancy between the corresponding attribute and its sub-
group is considered too. Out of the qualified subgroups, those in which the attributes 
are greatly correlated with the target class and not so correlated to the attributes from 
the other groups are chosen as the result [7].  

(2) Chi Square: This function implements Pearson's chi-squared test, which is also 
commonly known as likelihood ratio. It works by evaluating the goodness of fit over 
the relationship between the attribute value and the target class. The goodness of fit is 
defined by chi-squared statistic relating to the class [8].   

(3) Info Gain: This function is called InfoGainAttributeEval in Weka. Information 
gain is known as the amount of chaos reduction in terms of information entropy that is 
contained in a dataset. It finds a group of attributes by recursively partitioning the 
dataset as per the information gain calculated from the divided data partition [9]. It 
aims at finding a set of attributes that carry the greatest information gain pertaining to 
the target class.  

(4) ReliefFAttributeEval: This function [10] recurrently samples a sample instance 
of the data and considers the nearest neighbor instances of the data by their relations 
between the attribute and target class. 

(5) Significant Attribute: It is known as SignificanceAttributeEval in Weka. The 
function [11] calculates the worthiness of each attribute by taking into account of the 
probability of occurrences of the associations between: classes-to-attribute, and 
attribute-to-classes. The probabilities are then checked against the highest probabili-
ties which represent the most significant associations. If the new one has a higher 
significance, the current best attribute is replaced with it. Working from class to class, 
the attributes whose significance values occupy the top of the list are chosen. 

(6) Symmetry Uncertainty: The algorithm [12] is implemented in Weka as a  
function called SymmetricalUncert-AttributeEval. It measures the pairwise mutual 
information between a pair of data objects. The mutual information is taken as the 
worthiness based on the symmetrical uncertainty observed during the process. 

(7) Principal component: Principal component analysis (PCA) [13] measures the 
correlations between pairs of attributes-to-attributes and attributes-to-class. It then 
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Table 2. The significance scores of KPIs by FSDM. 

 
 

 

 

Fig. 2. The correlation matrix among the KPIs. 

 

Group / KPI ICT G2B G2C

FS algorithm
Households  with 
broadband access

Percentage of the 
ICT personnel on 
total employment

Percentage of the 
ICT sector on GDP

 Enterprises using the 
Internet for interaction 
with public authorities

Broadband and 
connectivity - 

enterprises

Enterprises  us ing the Internet for 
submitting a proposal in a public electronic 

tender sys tem to public authorities

Integration of internal 
processes

Share of enterprises' 
turnover on e-

commerce

Broadband and 
connectivity - 

individuals

E-Government 
usage by 

individuals

Individuals 
frequently using 

the Internet

Individuals using the Internet 
for taking part in online 
consultations or voting

Individuals' ICT 
capability

CorrelationAttribute 0.890838786 0.375966686 0.178762641 0.139797739 0.730071386 0 0.389500297 0.643664485 1 0.933819155 0.95835812 0.75594884 0.990035693
Chi Squared Attribute 0.892857143 0 0.052631579 0.840225564 0.840225564 0.629699248 0.787593985 0.787593985 0.892857143 1 0.840225564 0.473684211 0.734962406
Info Gain 0.941241608 0 0.168558378 0.916534016 0.907190809 0.774275036 0.87314001 0.867084227 0.941241608 1 0.907190809 0.656758253 0.83908921
ReliefFAttribute 0.892857143 0 0.052631579 0.840225564 0.840225564 0.629699248 0.787593985 0.787593985 0.892857143 1 0.840225564 0.473684211 0.734962406
SignificantAttribute 0.975460123 0 0.282208589 0.966257669 0.960122699 0.895705521 0.944785276 0.941717791 0.975460123 1 0.960122699 0.819018405 0.929447853
Symmetry Uncertainty 0.87283237 0 0 0 0.74566474 0 0 0.511560694 1 0.74566474 1 0.647398844 0.862716763
Total Score 5.466087173 0.375966686 0.734792766 3.703040552 5.023500762 2.929379054 3.782613553 4.539215168 5.702416017 5.679483895 5.506122756 3.826492763 5.091214331
Mean Score 0.911014529 0.062661114 0.122465461 0.617173425 0.837250127 0.488229842 0.630435592 0.756535861 0.950402669 0.946580649 0.917687126 0.637748794 0.848535722
Standard Deviation 0.038964677 0.153487757 0.105416439 0.428898978 0.089310963 0.391055552 0.364037781 0.155688974 0.0495067 0.101926019 0.066844711 0.142210253 0.102622755
Group mean score 0.365380368 0.66592497 0.860190992
Group Std. Deviation 0.099289624 0.28579845 0.092622088
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highlighted in strong colour and dot size in a diagonal data table. In this graph, correla-
tion coefficients is coloured as dots in the matrix cells according to the coefficient val-
ues. By scanning through the most right hand column labelled as Rank, a series of dots 
of various sizes in maroon colour is displayed. The dots indicate the correlation-strength 
between each of the KPIs and the Rank. Index and Rank are most strongly correlated, 
though this relation is not useful because the world rank of an e-Government comes 
directly from the index which is some form of final score about the quality of the e-
Government. The top four contributing KPIs in this case, according to the correlogram 
in Figure 2, are ranked and listed as follow by the correlation strength: 

1. Individuals frequently using the Internet 
2. Broadband and connectivity - individuals 
3. Households with broadband access  
4. E-Government usage by individuals 

The correlation coefficients are of values, -0.79160, -0.78733, -0.76786, and -0.73186 
respectively. It is noted that the four top significant KPIs selected by correlation me-
thod are the same as those by FSDM; however the orders of significance are different. 
It may be due to the fact that the correlation method calculates the significance coeffi-
cient on per-pair basis between an individual KPI and the class. FSDM takes into 
account of dependencies of features (KPIs) for inferring a model mapping to a class. 

PCA is used to replicate the results. PCA is designed to choose a subset of fea-
tures with strongest predictive powers. The goal of PCA is to transform the initial 
features into a new set that are sufficient to explain the variation in the data. The 
new features come in the form of eigenvectors that correspond to a linear combina-
tion of the original features called principal components. It is shown in Figure 3 that 
the first principal component occupies over 50% of variance in the dataset; thereby 
it strongly indicates that this linear combination of features should be selected as a 
significant set of features. And these features which are the e-Government KPIs are 
listed as: 

1. Broadband and connectivity – individuals 
2. E-Government usage by individuals 
3. Individuals frequently using the Internet 
4. Households with broadband access 

The PCA values are sorted as 0.357, 0.356, 0.353 and 0.336. The results by PCA 
tally with those by FSDM. The contributing powers of these features are visualized as 
a factor map in Figure 3. 
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Fig. 3. Variable Factor Map. 

3 Conclusions 

Given a rank of an e-Government, it would be useful to know some insights at least in 
the form of how much does each underlying factor contribute to the resultant rank. As 
a case of world ranking of e-Government, the KPIs are taken as variables whose ex-
tents of significances are quantitatively computed as a result of contributing factors 
for the rank. In this paper, an analytic called FSDM is studied for estimating the signi-
ficance factors. The FSDM method is compared with some classical significant factor 
analysis such as correlogram and PCA for validating its efficacy. The results generat-
ed by FSDM and PCA are almost identical, while correlogram selects the same top 
influencing variables but they come with different impacts. The slight differences of 
the results are probably due to the lack of cross-dependency when it comes to compu-
ting pairwise correlation. It is also noted that another advantage of using data mining 



 Finding Significant Factors on World Ranking of e-Governments 73 

 

method over simple statistic is that the inferred predictive model could be used as a 
predictor and/or what-if decision simulator; given some values of KPIs a correspond-
ing rank could be guesstimated. Further investigation along the research direction of 
applying induced prediction model warrants our future work. So that users can test 
and predict the world rank of an e-Government by inputting the available KPIs values 
into the prediction model. 
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Abstract. In this paper, we aim to extend the notion of classical soft expert sets 
to possibility vague soft expert sets by applying the theory of soft expert sets to 
possibility vague soft sets. The complement, union, intersection, AND and OR 
operations as well as some related concepts pertaining to this notion are de-
fined. The algebraic properties such as the De Morgan’s laws and the relevant 
laws of possibility vague soft expert sets are studied and subsequently proved. 
Lastly, this concept are applied to a decision making problem and its effective-
ness is demonstrated using a hypothetical example.   
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1 Introduction 

Soft set theory was first proposed by Molodtsov in 1999 ([1]) as a general mathemati-
cal tool for dealing with uncertainties, imprecision and vagueness that cannot be han-
dled using classical mathematical tools. Since its inception, many generalizations of 
this theory have been introduced. Maji et al. ([2]) established the concept of fuzzy soft 
sets as an extension to the notion of classical soft sets and studied its properties. Ma-
jumdar and Samanta ([3]) introduced and studied the concept of generalized fuzzy soft 
sets where a degree is attached with the parameterization of fuzzy sets while defining a 
fuzzy soft set. Alkhazaleh et al. ([4]) then introduced the theory of soft multisets and 
fuzzy soft multisets ([5]) as a generalization of soft set theory. They also defined the 
concepts of fuzzy parameterized interval-valued fuzzy soft sets ([6]), possibility fuzzy 
soft sets ([7]), generalized interval-valued fuzzy soft sets ([8]) and gave their applica-
tions in decision making and medical diagnosis. Furthermore, Alkhazaleh and Salleh 
introduced the concept of soft expert sets ([9]) and subsequently the concept of fuzzy 
soft expert sets ([10]). Hassan and Alhazaymeh introduced the theory of vague soft 
multisets ([11]), interval-valued vague soft sets ([12]), generalized vague soft sets 
([13]), possibility vague soft sets ([14]) and vague soft expert set theory ([15]) and 
studied the application of these theories in decision making and medical diagnosis 
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problems. This trend is continued in this paper through the establishment of the notion 
of possibility vague soft expert sets (denoted as PVSES from now on). PVSESs can 
better handle the elements of imprecision and uncertainty that arises in assigning a 
suitable membership function to an element compared to the other generalizations of 
soft expert sets such as fuzzy soft expert sets, vague soft expert sets and possibility 
vague soft sets. The PVSES model is also significantly more advantageous compared 
to possibility fuzzy soft sets as it has the added advantage of allowing the users to 
know the opinion of all the experts in one model without the need for any operations. 
Moreover, even after performing any operations, the users can still know the opinion 
of all the experts. In line with this, the purpose of this paper is to extend the classical 
soft expert set model to the PVSES model and thereby establish a new generalization 
of the soft expert set model called the possibility vague soft expert set (PVSES).  

2 Preliminaries 

In this section, we present some relevant background knowledge pertaining to the 
concepts used in this paper.  
 
Definition 2.1 ([1]). A pair ሺܨ, ሻܣ  is called a soft set over  ܷ,   where ܨ  is a 
mapping given by ܨ: ՜ ܣ ܲሺܷሻ. In other words, a soft set over ܷ is a parameterized 
family of subsets of the universe ܷ. For ܨ  ,ܣ  ߳  ߝሺߝሻ may be considered as the set 
of ߝ-elements of the soft set ሺܨ,    .approximate elements of the soft set-ߝ ሻ or as theܣ
 
Definition 2.2 ([17]). Let ܺ be a space of points (objects) with a generic element of ܺ  denoted by ݔ . A vague set   ܸ  in ܺ  is characterized by a truth-membership f 
unction ݐ௏ ׷ ܺ ՜ ሾ0, 1ሿ and a false-membership function ௏݂ ׷ ܺ ՜ ሾ0, 1ሿ. The value ݐ௏ሺݔሻ is a lower bound on the grade of membership of ݔ derived from the evidence 
for ݔ and ௏݂ሺݔሻ is a lower bound on the negation of ݔ derived from the evidence 
against ݔ. The values ݐ௏ሺݔሻ and ௏݂ሺݔሻ both associate a real number in the interval ሾ0, 1ሿ with each point in ܺ, where   ݐ௏ሺݔሻ ൅ ௏݂ሺݔሻ ൑ 1. This approach bounds the 
grade of membership of ݔ to a subinterval ሾݐ௏ሺݔሻ, 1 െ ௏݂ሺݔሻሿ  of  ሾ0, 1ሿ. Hence a 
vague set is a form of fuzzy set, albeit a more accurate form of fuzzy set.   
 
Definition 2.3 ([17]). The complement of a vague set  ܣ, denoted by  ܣԢ  and is 
defined as given below: ݐ஺ᇲሺݔሻ ൌ ஺݂ሺݔሻ     and    1 െ ݂஺ᇲሺݔሻ ൌ 1 െ  .ሻݔ஺ሺݐ
 
Definition 2.4 ([16]). A pair ሺܨ෠,  ෠ is aܨ ሻ is called a vague soft set over  ܷ whereܣ
mapping given by ܨ෠: ՜ ܣ ܸሺܷሻ and ܸሺܷሻ is the power set of vague sets over  ܷ. 
In other words, a vague soft set over ܷ is a parametrized family of vague sets of the 
universe ܷ . Every set ܨ෠ሺ݁ሻ  for all ݁  ߳  ܣ,   from this family may be considered  
as the set of ݁ െapproximate elements of the vague soft set ሺܨ෠,  ሻ. Hence the vagueܣ
soft set ሺܨ෠,  ሻ can be viewed as consisting of a collection of approximations of theܣ
following form: 
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൫ܨ෠, ൯ܣ ൌ ൛ܨ෠ሺݔ௜ሻ: ݅ ൌ 1, 2, 3, … ൟ ൌ ቊൣݐி෠ሺ௘೔ሻሺݔ௜ሻ, 1 െ ݂ி෠ሺ௘೔ሻሺݔ௜ሻ൧ݔ௜ ׷ ݅ ൌ 1, 2, 3, . . . ቋ 

for all ݁  ߳  ܣ and for all ݔ  ߳  ܷ. 
3 Possibility Vague Soft Expert Sets 

In this section, the notion of possibility vague soft expert sets are established and the 
properties of this concept are then studied and discussed. 

From now on, let  ܷ be universal set of elements, ܧ  be a set of parameters, ܺ  
be a set of experts (agents), ܳ  be a set of opinions,  ܼ ൌ ܧ ൈ ܺ ൈ ܳ  and  ܣ ك ܼ.  

Definition 3.1. Let  ܷ ൌ ሼݑଵ, ,ଶݑ ,ଷݑ … , ௡ሽݑ  be a universal set of elements, ܧ ൌሼ݁ଵ, ݁ଶ, ݁ଷ, … , ݁௠ሽ  be a universal set of parameters,  ܺ ൌ ሼݔଵ, ,ଶݔ ,ଷݔ … ,  ௜ሽ  be a setݔ
of experts (agents) and ܳ ൌ ሼ1 ൌ ,݁݁ݎ݃ܽ 0 ൌ ܼ ሽ  be a set of opinions. Let݁݁ݎ݃ܽݏ݅݀ ൌ ሼܧ ൈ ܺ ൈ ܳሽ  and  ܣ ك ܼ.  Then the pair  ሺܷ, ܼሻ is called a soft universe. Let ܨ෨ ׷ ܼ ՜ ௎ܫ   and  ߤ   be a vague subset of  ܼ  defined as ߤ ׷ ܼ ՜  ௎ܫ ௎,  whereܫ
denotes the collection of all vague subsets of  ܷ. Suppose  ܨఓ෩ ׷ ܼ ՜ ௎ܫ ൈ  ௎  be aܫ
function defined as: ܨ෨ఓሺݖሻ ൌ ቀܨ෨ሺݖሻሺݑ௜ሻ, ௜ሻቁݑሻሺݖሺߤ ,  .ܷ ߳ ௜ݑ ׊
Then ܨఓ෩  is called a possibility vague soft expert set (denoted as PVSES for 
simplicity) over the soft universe ሺܷ, ܼሻ.  

For each ݖ௜  ߳  ܼ,  ܨ෨ఓሺݖ௜ሻ ൌ ቀܨ෨ሺݖ௜ሻሺݑ௜ሻ,  ௜ሻ  represents theݖ෨ሺܨ ௜ሻቁ  whereݑ௜ሻሺݖሺߤ

degree of belongingness of the elements of  ܷ  in ܨ෨ሺݖ௜ሻ  and  ߤሺݖ௜ሻ  represents the 
degree of possibility of such belongingness. Hence ܨ෨ఓሺݖ௜ሻ  can be written as: ܨ෨ఓሺݖ௜ሻ ൌ ቊቆ ௜ሻቇݑ௜ሻሺݖ෨ሺܨ௜ݑ , ௜ሻቋݑ௜ሻሺݖሺߤ ,   for  ݅ ൌ 1, 2, 3, …  

where  ܨ෨ሺݖ௜ሻሺݑ௜ሻ ൌ ,௜ሻݑி෨ሺ௭೔ሻሺݐൣ 1 െ ݂ி෨ሺ௭೔ሻሺݑ௜ሻ൧,   with  ݐி෨ሺ௭೔ሻሺݑ௜ሻ   and  ݂ி෨ሺ௭೔ሻ ሺݑ௜ሻ  representing the truth membership function and false membership function of 
each of the elements  ݑ௜  ߳  ܷ  respectively. 
Often  the PVSES  ൫ܨ෨ఓ, ܼ൯  can be written simply as  ܨ෨ఓ.  If  ܣ ك ܼ, it is also 
possible to have a PVSES  ൫ܨ෨ఓ,  .൯ܣ
 
Example 3.2. Let ܷ ൌ ሼݑଵ, ,ଶݑ ܧ ,ଷሽ  be a set of elementsݑ ൌ ሼ݁ଵ, ݁ଶሽ  be a set of 
decision parameters, where ݁௜  ሺ݅ ൌ 1, 2, 3ሻ   denotes the parameters  ܧ ൌ ሼ݁ଵ ൌܾ݈݁ܽݑ݂݅ݐݑ, ݁ଶ ൌ ሽ݌݄ܽ݁ܿ   and ܺ ൌ ሼݔଵ, ଶሽݔ   be a set of experts. Suppose that  ܨఓ෩ ׷ ܼ ՜ ௎ܫ ൈ ,෨ఓሺ݁ଵܨ :௎  is a function defined as followsܫ ,ଵݔ 1ሻ ൌ ൜൬ ,ଵሾ0.8ݑ 0.9ሿ , 0.3൰ , ൬ ,ଶሾ0.4ݑ 0.5ሿ , 0.2൰ , ൬ ,ଷሾ0.6ݑ 0.8ሿ , 0.3൰ൠ , …,   

ఓ෩ܨ ሺ݁ଶ, ,ଶݔ 0ሻ ൌ ൜൬ ,ଵሾ0.3ݑ 0.5ሿ , 0.55൰ , ൬ ,ଶሾ0.7ݑ 0.9ሿ , 1൰ , ൬ ,ଷሾ1ݑ 1ሿ , 0.99൰ൠ. 
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Then we can view the possibility vague soft expert set  ൫ܨ෨ఓ, ܼ൯ as consisting of the 
following collection of approximations: ൫ܨ෨ఓ, ܼ൯ ൌ ቊሺ݁ଵ, ,ଵݔ 1ሻ ൌ ൜൬ ,ଵሾ0.8ݑ 0.9ሿ , 0.3൰ , ൬ ,ଶሾ0.4ݑ 0.5ሿ , 0.2൰ , ൬ ,ଷሾ0.6ݑ 0.8ሿ , 0.3൰ൠቋ , …, ቊሺ݁ଶ, ,ଶݔ 0ሻ ൌ ൜൬ ,ଵሾ0.3ݑ 0.5ሿ , 0.55൰ , ൬ ,ଶሾ0.7ݑ 0.9ሿ , 1൰ , ൬ ,ଷሾ1ݑ 1ሿ , 0.99൰ൠቋ. 
Then  ൫ܨ෨ఓ, ܼ൯  is a possibility vague soft expert set over the soft universe ሺܷ, ܼሻ. 
 
Definition 3.3. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be PVSESs over a soft universe ሺܷܤ ܼሻ. 
Then  ൫ܨ෨ఓ, ,෨ఋܩ൯  is said to be a possibility vague soft expert subset (PVSE subset) of  ൫ܣ ܣ  ൯  ifܤ ك  :the following conditions are satisfied  ,ܣ  ߳  ߝ and for all ܤ

(i) ߤሺߝሻ  is a vague subset of  ߜሺߝሻ, 
(ii) ܨ෨ሺߝሻ  is a vague subset of  ܩ෨ሺߝሻ. 

This relationship is denoted as  ൫ܨ෨ఓ, ൯ܣ ك ൫ܩ෨ఋ, ,෨ఋܩ൯.  In this case,  ൫ܤ  ൯  is called aܤ
possibility vague soft expert superset (PVSE superset) of  ൫ܨ෨ఓ,  .൯ܣ

 
Definition 3.4. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be PVSESs over a soft universe ሺܷܤ ܼሻ. 
Then  ൫ܨ෨ఓ, ,෨ఋܩ൯ and  ൫ܣ  the following  ,ܧ  ߳  ߝ  ൯ are said to be equal  if for allܤ
conditions are satisfied: 

(i) ߤሺߝሻ  is equal to  ߜሺߝሻ, 
(ii) ܨ෨ሺߝሻ  is equal to  ܩ෨ሺߝሻ. 

In other words,  ൫ܨ෨ఓ, ൯ܣ ൌ ൫ܩ෨ఋ, ,෨ఓܨ൯  if  ൫ܤ ,෨ఋܩ൯  is a PVSE subset of  ൫ܣ ,෨ఋܩ൯  and  ൫ܤ ,෨ఓܨ൯  is a PVSE subset of ൫ܤ     .൯ܣ
 
Definition 3.5. A PVSES  ൫ܨ෨ఓ,  ൯  is said to be a  possibility null vague soft expertܣ

set, denoted by  ൫׎෩ఓ, ,෩ఓ׎൯ and defined as: ൫ܣ ൯ܣ ൌ ቀܨ෨ሺߙሻ, ሻቁߙሺߤ ,  ,ܼ  ߳  ߙ ׊
where  ܨ෨ሺߙሻ ൌ 0,  that is ݐி෨ሺఈሻ ൌ 0   and  ݂ி෨ሺఈሻ ൌ 1   and  ߤሺߙሻ ൌ 0   for all  ߙ  ߳  ܼ. 
 
Definition 3.6. A PVSES  ൫ܨ෨ఓ,  ൯  is said to be a possibility absolute vague softܣ

expert set, denoted by  ൫ܨ෨ఓ, ,෨ఓܨ൯஺௕௦ and defined as: ൫ܣ ൯஺௕௦ܣ  ൌ ቀܨ෨ሺߙሻ, ሻቁߙሺߤ ,  ,ܼ  ߳  ߙ ׊
where  ܨ෨ሺߙሻ ൌ 1,  that is ݐி෨ሺఈሻ ൌ 1   and  ݂ி෨ሺఈሻ ൌ 0   and  ߤሺߙሻ ൌ 1   for all  ߙ  ߳  ܼ. 
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Definition 3.7. Let  ൫ܨ෨ఓ, ,൯  be a PVSES over a soft universe ሺܷܣ ܼሻ.  An agree- 

possibility vague soft expert set (agree-PVSES) over  ܷ, denoted as  ൫ܨ෨ఓ,  ൯ଵ  is aܣ

possibility vague soft expert subset of  ൫ܨ෨ఓ, ,෨ఓܨ൯  which is defined as: ൫ܣ ൯ଵܣ ൌ ቀܨ෨ሺߙሻ, ሻቁߙሺߤ , where  ܧ  ߳  ߙ ൈ ܺ ൈ ሼ1ሽ. 
 
Definition 3.8. Let  ൫ܨ෨ఓ, ,൯  be a PVSES over a soft universe ሺܷܣ ܼሻ.  A disagree- 

possibility vague soft expert set (disagree-PVSES) over  ܷ, denoted as  ൫ܨ෨ఓ,  ൯଴  isܣ

a possibility vague soft expert subset of  ൫ܨ෨ఓ, ,෨ఓܨ൯  which is defined as: ൫ܣ ൯଴ܣ ൌ ቀܨ෨ሺߙሻ, ሻቁߙሺߤ , where  ܧ  ߳  ߙ ൈ ܺ ൈ ሼ0ሽ. 
4 Basic Operations on Possibility Vague Soft Expert Sets 

In this section, we introduce some basic operations on PVSES, namely the 
complement, AND, OR, union and intersection of PVSES  and proceed to study 
some of the properties related to these operations.  
 
Definition 4.1. Let  ൫ܨ෨ఓ, ,൯  be a PVSES over a soft universe ሺܷܣ ܼሻ.  Then the 

complement of  ൫ܨ෨ఓ, ,෨ఓܨ൯,  denoted by  ൫ܣ ൯௖ܣ
  is defined as: ൫ܨ෨ఓ, ൯௖ܣ ൌ ൬ܿ̃ ቀܨ෨ሺߙሻቁ , ܿ൫ߤሺߙሻ൯൰ ,  ,ܣ  ߳  ܽ ׊

where  ܿ̃  is a vague complement  and  ܿ  is a fuzzy complement.  
 
Proposition 4.2. Let  ൫ܨ෨ఓ, ,൯  be a PVSES over a soft universe ሺܷܣ ܼሻ.  Then the 
following property holds true: ൫൫ܨ෨ఓ, ൯௖൯௖ܣ ൌ ൫ܨ෨ఓ,  .൯ܣ
 

Proof. Suppose that  ൫ܨ෨ఓ, ,൯  is a PVSES over a soft universe ሺܷܣ ܼሻ  defined as   ൫ܨ෨ఓ, ൯ܣ ൌ ቀܨ෨ሺ݁ሻ, .ሺ݁ሻቁߤ   Now let  ൫ܨ෨ఓ, ൯௖ܣ ൌ ൫ܩ෨ఋ, .൯ܤ  Then by Definition 4.1, ൫ܩ෨ఋ, ൯ܤ ൌ ቀܩ෨ሺ݁ሻ, ෨ሺ݁ሻܩ  ሺ݁ሻቁ such thatߜ ൌ ܿ̃ ቀܨ෨ሺ݁ሻቁ  and  ߜሺ݁ሻ ൌ ܿ൫ߤሺ݁ሻ൯.  Thus 

it follows that ൫ܩ෨ఋ, ൯௖ܤ ൌ ൬ܿ̃ ቀܩ෨ሺ݁ሻቁ , ܿ൫ߜሺ݁ሻ൯൰ ൌ ቆܿ̃ ൬ܿ̃ ቀܨ෨ሺ݁ሻቁ൰ , ܿ ቀܿ൫ߤሺ݁ሻ൯ቁቇ ൌቀܨ෨ሺ݁ሻ, ሺ݁ሻቁߤ ൌ ൫ܨ෨ఓ, .൯ܣ  Therefore  ൫൫ܨ෨ఓ, ൯௖൯௖ܣ ൌ ൫ܩ෨ఋ, ൯௖ܤ ൌ ൫ܨ෨ఓ, .൯ܣ   Hence it is 

proven that  ൫൫ܨ෨ఓ, ൯௖൯௖ܣ ൌ ൫ܨ෨ఓ,  ז                                                 .൯ܣ

Definition 4.3. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be PVSESs over a soft universe ሺܷܤ ܼሻ. 
Then the union of  ൫ܨ෨ఓ, ൯ܣ  and  ൫ܩ෨ఋ, ,൯ܤ   denoted by  ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܩ෨ఋ, ൯ܤ   is a 
PVSES defined as  ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܩ෨ఋ, ൯ܤ ൌ ൫ܪ෩ఒ, ܥ  ൯,  whereܥ ൌ ܣ ׫  and  ܤ
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ሻߙሺߣ                            ൌ max൫ߤሺߙሻ,  ,ܥ  ߳  ߙ  ׊   ,ሻ൯ߙሺߜ
and                         ܪ෩ሺߙሻ ൌ ሻߙ෨ሺܨ ෥׫  ܥ  ߳  ߙ  ׊   ,ሻߙ෨ሺܩ

where                     ܪ෩ሺߙሻ ൌ  ൞ܨ෨ሺߙሻ                                              ܣ ߳ ߙ െ ܤ ߳ ߙ                                              ሻߙ෨ሺܩ,ܤ െ max,ܣ ቀܨ෨ሺߙሻ, ሻቁߙ෨ሺܩ ܣ ߳ ߙ                      ת  .ܤ
 
Proposition 4.4. Let  ൫ܨ෨ఓ, ,൯ܣ ൫ܩ෨ఋ, ,෩ఒܪ൯  and  ൫ܤ  ൯  be any three PVSES over aܥ
soft universe ሺܷ, ܼሻ. Then the following results hold true:  

(i) ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܩ෨ఋ, ൯ܤ ൌ ൫ܩ෨ఋ, ൯ܤ ෥׫ ൫ܨ෨ఓ,            ൯ܣ

(ii) ൫ܨ෨ఓ, ൯ܣ ෥׫ ቀ൫ܩ෨ఋ, ൯ܤ ෥׫ ൫ܪ෩ఒ, ൯ቁܥ ൌ ቀ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܩ෨ఋ, ൯ቁܤ ෥׫ ൫ܪ෩ఒ,       ൯ܥ

(iii) ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܨ෨ఓ, ൯ܣ ك ൫ܨ෨ఓ,  ൯ܣ

(iv) ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫׎෩ఓ, ൯ܣ ൌ ൫ܨ෨ఓ,  ൯ܣ
 
Proof. The proofs are straightforward.                                             ז 

Definition 4.5. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be PVSESs over a soft universe ሺܷܤ ܼሻ. 
Then the intersection of  ൫ܨ෨ఓ, ,෨ఋܩ൯ and  ൫ܣ ,෨ఓܨ൯,  denoted by  ൫ܤ ൯ܣ ෥ת ൫ܩ෨ఋ,  ൯  is aܤ
PVSES defined as  ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܩ෨ఋ, ൯ܤ ൌ ൫ܪ෩ఒ, ܥ  ൯,  whereܥ ൌ ܣ ׫  and  ܤ

ሻߙሺߣ                        ൌ min൫ߤሺߙሻ,  ,ܥ  ߳  ߙ  ׊   ,ሻ൯ߙሺߜ
and                     ܪ෩ሺߙሻ ൌ ሻߙ෨ሺܨ ෥ת  ܥ  ߳  ߙ  ׊   ,ሻߙ෨ሺܩ

where                 ܪ෩ሺߙሻ ൌ  ൞ܨ෨ሺߙሻ                                              ܣ ߳ ߙ െ ܤ ߳ ߙ                                              ሻߙ෨ሺܩ,ܤ െ min,ܣ ቀܨ෨ሺߙሻ, ሻቁߙ෨ሺܩ ܣ ߳ ߙ                      ת  .ܤ
            
Proposition 4.6. Let  ൫ܨ෨ఓ, ,൯ܣ ൫ܩ෨ఋ, ,෩ఒܪ൯  and  ൫ܤ  ൯  be any three PVSES over aܥ
soft universe ሺܷ, ܼሻ. Then the following results hold true:  

(i) ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܩ෨ఋ, ൯ܤ ൌ ൫ܩ෨ఋ, ൯ܤ ෥ת ൫ܨ෨ఓ,    ൯ܣ

(ii) ൫ܨ෨ఓ, ൯ܣ ෥ת ቀ൫ܩ෨ఋ, ൯ܤ ෥ת ൫ܪ෩ఒ, ൯ቁܥ ൌ ቀ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܩ෨ఋ, ൯ቁܤ ෥ת ൫ܪ෩ఒ,   ൯ܥ

(iii) ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܨ෨ఓ, ൯ܣ ك ൫ܨ෨ఓ,  ൯ܣ

(iv) ൫ܨ෨ఓ, ൯ܣ ෥ת ൫׎෩ఓ, ൯ܣ ൌ ൫׎෩ఓ,  ൯ܣ
 
Proof. The proofs are similar to that of Proposition 4.4 and are therefore omitted.   ז  

Proposition 4.7. Let  ൫ܨ෨ఓ, ,൯ܣ ൫ܩ෨ఋ, ,෩ఒܪ൯  and  ൫ܤ  ൯  be any three PVSES over aܥ
soft universe ሺܷ, ܼሻ. Then the following results hold true:  

(i) ൫ܨ෨ఓ, ൯ܣ ෥׫ ቀ൫ܩ෨ఋ, ൯ܤ ෥ת ൫ܪ෩ఒ, ൯ቁܥ ൌቀ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܩ෨ఋ, ൯ቁܤ ෥ת ቀ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܪ෩ఒ,       .൯ቁܥ
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(ii) ൫ܨ෨ఓ, ൯ܣ ෥ת ቀ൫ܩ෨ఋ, ൯ܤ ෥׫ ൫ܪ෩ఒ, ൯ቁܥ ൌቀ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܩ෨ఋ, ൯ቁܤ ෥׫ ቀ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܪ෩ఒ,  .൯ቁܥ
Proof. The proofs are straightforward by Definitions 4.3 and 4.5.                   ז 

Proposition 4.8. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be any two PVSES over a soft universe ሺܷܤ ܼሻ. Then the De Morgan’s laws hold true:  

(i) ቀ൫ܨ෨ఓ, ൯ܣ ෥׫ ൫ܩ෨ఋ, ൯ቁ௖ܤ ൌ ൫ܨ෨ఓ, ൯௖ܣ ෥ת   ൫ܩ෨ఋ,  .൯௖ܤ
(ii) ቀ൫ܨ෨ఓ, ൯ܣ ෥ת ൫ܩ෨ఋ, ൯ቁ௖ܤ ൌ ൫ܨ෨ఓ, ൯௖ܣ ෥׫   ൫ܩ෨ఋ,      .൯௖ܤ

Proof. The proofs are straightforward by Definitions 4.1, 4.3 and 4.5.               ז 

Definition 4.9. Let ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be PVSESs over a soft universe ሺܷܤ ܼሻ. 
Then "൫ܨ෨ఓ, ,෨ఋܩ൫ ܦܰܣ ൯ܣ ,෨ఓܨ൯",  denoted by  ൫ܤ ൯ܣ ෥ר ൫ܩ෨ఋ, ,෨ఓܨ൯  is a PVSES defined by ൫ܤ ൯ܣ ෥ר ൫ܩ෨ఋ, ൯ܤ ൌ ൫ܪ෩ఒ, ܣ ൈ  ,൯ܤ
where  ൫ܪ෩ఒ, ܣ ൈ ൯ܤ ൌ ቀܪ෩ሺߙ, ,ሻߚ ,ߙሺߣ ,ሻቁߚ  such that  ܪ෩ሺߙ, ሻߚ ൌ ሻߙ෨ሺܨ ת    ሻߚ෨ሺܩ 

and  ߣሺߙ, ሻߚ ൌ min൫ߤሺߙሻ, ,ߙሻ൯,   for all  ሺߚሺߜ ܣ  ߳  ሻߚ ൈ  represents the  ת  and  ܤ
basic intersection.  
 
Definition 4.10. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯  be PVSESs over a soft universe ሺܷܤ ܼሻ. 
Then  "൫ܨ෨ఓ, ,෨ఋܩ൯ ܱܴ ൫ܣ ,෨ఓܨ൯",  denoted by  ൫ܤ ൯ܣ ෥ש ൫ܩ෨ఋ, ,෨ఓܨ൯  is a PVSES defined by ൫ܤ ൯ܣ ෥ש ൫ܩ෨ఋ, ൯ܤ ൌ ൫ܪ෩ఒ, ܣ ൈ  ,൯ܤ
where  ൫ܪ෩ఒ, ܣ ൈ ൯ܤ ൌ ቀܪ෩ሺߙ, ,ሻߚ ,ߙሺߣ ,ߙ෩ሺܪ  ሻቁ,such thatߚ ሻߚ ൌ ሻߙ෨ሺܨ ׫  ,ߙሺߣ  ሻ  andߚ෨ሺܩ  ሻߚ ൌ max൫ߤሺߙሻ, ,ߙሻ൯,   for all  ሺߚሺߜ ܣ  ߳  ሻߚ ൈ  represents the basic  ׫  and  ܤ
union.  
 
Proposition 4.11. Let  ൫ܨ෨ఓ, ,൯ܣ ൫ܩ෨ఋ, ,෩ఒܪ൯  and  ൫ܤ  ൯  be any three PVSES over aܥ
soft universe ሺܷ, ܼሻ. Then the following properties hold true:  

(i) ൫ܨ෨ఓ, ൯ܣ ෥ר   ቀ൫ܩ෨ఋ, ൯ܤ ෥ר   ൫ܪ෩ఒ, ൯ቁܥ ൌ ቀ൫ܨ෨ఓ, ൯ܣ ෥ר  ൫ܩ෨ఋ, ൯ቁܤ ෥ר   ൫ܪ෩ఒ,  .൯ܥ
(ii) ൫ܨ෨ఓ, ൯ܣ ෥ש   ቀ൫ܩ෨ఋ, ൯ܤ ෥ש   ൫ܪ෩ఒ, ൯ቁܥ ൌ ቀ൫ܨ෨ఓ, ൯ܣ ෥ש  ൫ܩ෨ఋ, ൯ቁܤ ෥ש   ൫ܪ෩ఒ,    .൯ܥ

(iii) ൫ܨ෨ఓ, ൯ܣ ෥ש   ቀ൫ܩ෨ఋ, ൯ܤ ෥ר   ൫ܪ෩ఒ, ൯ቁܥ ൌቀ൫ܨ෨ఓ, ൯ܣ ෥ש   ൫ܩ෨ఋ, ൯ቁܤ ෥ר   ቀ൫ܨ෨ఓ, ൯ܣ ෥ש   ൫ܪ෩ఒ,  .൯ቁܥ
(iv) ൫ܨ෨ఓ, ൯ܣ ෥ר   ቀ൫ܩ෨ఋ, ൯ܤ ෥ש   ൫ܪ෩ఒ, ൯ቁܥ ൌቀ൫ܨ෨ఓ, ൯ܣ ෥ר   ൫ܩ෨ఋ, ൯ቁܤ ෥ש   ቀ൫ܨ෨ఓ, ൯ܣ ෥ר   ൫ܪ෩ఒ,  .൯ቁܥ

Proof. The proofs are straightforward by Definitions 4.9 and 4.10.                  ז 
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Proposition 4.12. Let  ൫ܨ෨ఓ, ,෨ఋܩ൯  and  ൫ܣ ,൯ be any two PVSES over a soft universe ሺܷܤ ܼሻ.  Then the De Morgan’s laws hold true:  

(i) ቀ൫ܨ෨ఓ, ൯ܣ ෥ר  ൫ܩ෨ఋ, ൯ቁ௖ܤ ൌ ൫ܨ෨ఓ, ൯௖ܣ ෥ש    ൫ܩ෨ఋ, ൯௖ܤ
 

(ii) ቀ൫ܨ෨ఓ, ൯ܣ ෥ש  ൫ܩ෨ఋ, ൯ቁ௖ܤ ൌ ൫ܨ෨ఓ, ൯௖ܣ ෥ר    ൫ܩ෨ఋ, ൯௖ܤ
 

Proof. The proofs are similar to that of Proposition 4.8 and are thus omitted.  

5 Application of PVSESs in a Decision Making Problem 

In this section, we present an algorithm to solve problems involving PVSESs. 

Algorithm 

1. Input the PVSES  ൫ܨ෨ఓ, ܼ൯. 
2. Find the values of  ݐி෨ሺ௭೔ሻሺݑ௜ሻ െ ݂ி෨ሺ௭೔ሻሺݑ௜ሻ   for each element  ݑ௜  ߳  ܷ,  

where  ݐி෨ሺ௭೔ሻሺݑ௜ሻ  and  ݂ி෨ሺ௭೔ሻሺݑ௜ሻ  are the truth membership function and 
false membership function of each of the elements  ݑ௜  ߳  ܷ  respectively.  

3. Find the highest numerical grade for the agree-PVSES and disagree-PVSES. 
4. Compute the score of each element ݑ௜  ߳  ܷ   by taking the sum of the 

products of the numerical grade of each element with the corresponding 
degree of possibility ߤ௜ , for the agree-PVSES and disagree-PVSES, denoted 
by  ܣ௜  and  ܦ௜   respectively.  

5. Find the values of the score  ݎ௜ ൌ ௜ܣ െ ௜ܦ   for each element  ݑ௜  ߳  ܷ. 
6. Determine the value of the highest score, ݏ ൌ max௨೔  ఢ  ௎   ሼݎ௜ሽ.  Then the 

decision is to choose element  ݑ௜   as the optimal or best solution to the 
problem. If there are more than one element with the highest  ݎ௜  score, then 
any one of those elements can be chosen as the optimal solution.  

Suppose that school A is looking to select the recipient of the Valedictorian award 
from the graduating batch of students for a particular year. The three shortlisted can-
didates from the graduating batch of students form the universe of elements,  ܷ ൌሼݑଵ, ,ଶݑ .ଷሽݑ   The selection committee consists of three school board members 
represented by the set  ܺ ൌ ሼ݌, ,ݍ ሽݎ   (a set of experts) and the set  ܳ ൌ ሼ1 ൌܽ݃݁݁ݎ, 0 ൌ  .ሽ is the set of opinions of the selection committee members݁݁ݎ݃ܽݏ݅݀
The selection committee considers a set of parameters, ܧ ൌ ሼ݁ଵ, ݁ଶ, ݁ଷ, ݁ସሽ,  where 
the parameters  ݁௜  ሺ݅ ൌ 1, 2, 3, 4ሻ  represent the characteristics or qualities that the 
candidates are assessed on, namely “academic excellence”, “active in extra-curricular 
activities”, “good behaviour” and “highly disciplined” respectively. After interview-
ing all the candidates and going through their certificates and other supporting docu-
ments, the selection committee constructs the PVSES ൫ܨ෨ఓ, ܼ൯  which is given in  
matrix form in Table 1. Next the PVSES  ൫ܨ෨ఓ, ܼ൯ is applied to the algorithm given 
above and used by the selection committee to determine the best student to be given 
the Valedictorian award for a particular year. The final scores of ܣ௜  and  ܦ௜  which 
represents the score of each numerical grade for the agree-PVSES and disagree-PVSES 
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respectively are given in Table 2. It was found that ݏ ൌ max௨೔ ఢ ௎ ሼݎ௜ሽ ൌ -ଵ.  Thereݎ
fore, the selection committee should select student  ݑଵ  as the recipient of the Vale-
dictorian award for that year. The other tables of values have been omitted due to 
space constraints.  ൫ܨ෨ఓ, ܼ൯ ൌ ቊሺ݁ଵ, ,݌ 1ሻ ൌ ൜൬ ,ଵሾ0.4ݑ 0.6ሿ , 0.4൰ , ൬ ,ଶሾ0.5ݑ 0.5ሿ , 0.3൰ , ൬ ,ଷሾ0.9ݑ 1ሿ , 0.7൰ൠቋ , …, 

Table 1. The PVSES  ൫ܨ෨ఓ, ܼ൯ 

Agree ݑଵ ݑଶ ݑଷ Disagr
ee 

,ଷ ሺ݁ଵݑ ଶݑ ଵݑ ,݌ 1ሻ ሾ0.4, 0.6ሿ,  0.4 
ሾ0.5, 0.5ሿ,  0.3 

ሾ0.9, 1ሿ,  0.7 
ሺ݁ଶ, ,݌ 0ሻ ሾ0, 0.12ሿ,  0.75 

ሾ0.3, 0.7ሿ,  0.2 
ሾ0.8, 0.9ሿ,  0.6 ሺ݁ଶ, ,݌ 1ሻ ሾ0, 0.05ሿ,  0.9 

ሾ0.3, 0.4ሿ,  0.8 
ሾ0.2, 0.45ሿ,0.15 

ሺ݁ସ, ,݌ 0ሻ ሾ0.8, 1ሿ,  0.62 
ሾ1, 1ሿ,  0.25 

ሾ0.3, 0.35ሿ, 0.9 ሺ݁ସ, ,݌ 1ሻ ሾ0.4, 0.7ሿ,  0.1 
ሾ0.5, 0.75ሿ,0.8 

ሾ0, 0.3ሿ,  0.3 
ሺ݁ଵ, ,ݍ 0ሻ ሾ0.3, 0.5ሿ,  0.55 

ሾ0.7, 0.9ሿ,  0.1 
ሾ1, 1ሿ,  0.99 ሺ݁ଵ, ,ݍ 1ሻ ሾ0.8, 0.9ሿ,  0.3 

ሾ0.4, 0.5ሿ,  0.2 
ሾ0.6, 0.8ሿ,  0.3 

ሺ݁ଷ, ,ݍ 0ሻ ሾ0.2, 0.3ሿ,  0.2 
ሾ0.1, 0.4ሿ,  0.3 

ሾ0.5, 0.6ሿ,  0.1 ሺ݁ଶ, ,ݍ 1ሻ ሾ0.6, 0.7ሿ,  0.6 
ሾ0.1, 0.1ሿ,  0.8 

ሾ0.9, 0.95ሿ,0.5 
ሺ݁ସ, ,ݍ 0ሻ ሾ0, 0.1ሿ,  0.6 

ሾ0.3, 0.6ሿ,  0.8 
ሾ0, 0.2ሿ,  0.1 ሺ݁ଷ, ,ݍ 1ሻ ሾ0.9, 1ሿ,  0.1 

ሾ0.5, 0.6ሿ,  0.4 
ሾ0, 0.15ሿ,  0.5 

ሺ݁ଵ, ,ݎ 0ሻ ሾ0.3, 0.3ሿ,  0.3 
ሾ0.5, 0.7ሿ,  0.5 

ሾ0.4, 0.9ሿ,  0.3 ሺ݁ସ, ,ݍ 1ሻ ሾ0, 0.5ሿ,  0.3 
ሾ0.2, 0.5ሿ,  0.2 

ሾ0, 0.2ሿ,  0.9 
ሺ݁ଶ, ,ݎ 0ሻ ሾ0.2, 0.35ሿ,0.9 

ሾ0.25, 0.7ሿ, 0.7 
ሾ0.1, 0.15ሿ, 0.3 ሺ݁ଵ, ,ݎ 1ሻ ሾ0.3, 0.5ሿ,  0.7 

ሾ0.1, 0.4ሿ,  0.2 
ሾ0, 0ሿ,  1 

ሺ݁ଷ, ,ݎ 0ሻ ሾ0.2, 0.5ሿ,  0.1 
ሾ0.3, 0.7ሿ,  0.1 

ሾ0.1, 0.4ሿ,  0.6 ሺ݁ଷ, ,ݎ 1ሻ ሾ0.15, 0.35ሿ, 0.6 
ሾ0.6, 0.9ሿ,  0.9 

ሾ0.4, 0.7ሿ,  0.1 
      
 
 

 
 

 
 

 
 ሺ݁ସ, ,ݎ 1ሻ ሾ0.9, 0.95ሿ,  0.99 

ሾ0.2, 0.25ሿ,0.8 
ሾ0, 0.1ሿ,  0.4 

 
 

   

Table 2. The score  ݎ௜ ൌ ௜ܣ െ  ௜ݎ ௜ܦ ௜ܣ ௜ܦ
Score ሺݑଵሻ ൌ 1.0015 Score ݑଵ ൌ 0  1.0015 

  Score ሺݑଶሻ ൌ 0.35     Score ݑଶ ൌ 0.135  0.215 
  Score ሺݑଷሻ ൌ 1.055          Score ݑଷ ൌ 1.6  െ0.545 

 
The theory of PVSES introduced here is a generalization of soft sets. Table 2 shows 

the result of the application of the algorithm to the PVSES model introduced here. The 
result provides us with not only an upper and lower bound of the membership function 
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for an element but also a degree of possibility as well as a set of opinions given by a set 
of experts for each element in the universal set without the need for any additional 
operations. These special features sets the PVSES model apart from all other similar 
models in the literature and represents the advantages of the PVSES model.  

6 Conclusion  

In this paper the concept of possibility vague soft expert set which is a combination of 
the notion of possibility vague soft sets and soft expert sets was established. The basic 
operations and some of the fundamental properties of these sets are proved. Finally, 
an algorithm is introduced and the application of the PVSES model in a decision mak-
ing problem is presented.  
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Abstract. The aim of this paper is to solve fuzzy fractional differen-
tial equations (FFDEs) of the Caputo type. The basic idea is to convert
FFDEs to a type of fuzzy Volterra integral equation. Then the obtained
Volterra integral equation will be exploited with some suitable quadra-
ture rules to get a fractional predictor-corrector method. The results
show that the proposed method exhibit high precision with low cost.

Keywords: Fuzzy fractional differential equations, Fuzzy Caputo differ-
entiability, Fuzzy Volterra integral equation, Predictor-Corrector method.

1 Introduction

Fractional differential equations (FDEs) is an old topic of mathematics because
the idea for this subject was planted over 300 years ago, but during the last few
decades it has found many interesting applications in solving real-world problems
possessing the power law effect [1, 2]. Due to the accuracy of fractional calculus in
modeling various engineering and physical phenomena [3–5]. During last decade,
researchers devoted much efforts on the various numerical simulation techniques
for the solution of FDEs [6–12].

In the recent years, following the Agarwal et al.’s paper [13] which was pre-
sented the conception of solutions for fractional differential equations with un-
certainty, the theoretical and numerical aspects of fuzzy fractional differential
equations (FFDEs) have been studied by some authors such [14–19] and [20–27].

In the numerical treatment of ordinary differential equations , Adams methods
represent one of the most used and studied class of implicit (Adams-Moulton)
and explicit (Adams-Bashforth) linear multistep methods. The wide popularity
of Adams methods is mainly due to their good stability properties, reasonable
computational cost and ease of implementation. For this reason, several efforts

c© Springer Science+Business Media Singapore 2015
M.W. Berry et al. (Eds.): SCDS 2015, CCIS 545, pp. 88–96, 2015.
DOI: 10.1007/978-981-287-936-3_9
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have been dedicated to generalize Adams methods to FDEs (e.g. see [12, 28]);
indeed the presence of a persistent memory, and the consequent increase of the
computational effort needed for evaluating the solution away from the origin,
requires the development of efficient algorithms. As it was stated earlier, a few
numerical methods for FFDEs have been presented in the literature. There-
fore, the main aim of this paper is to develop an easy implemented fractional
predictor-corrector (FPC) method , discussed in [12], for FFDEs and investigate
the error analysis of the method for solving this type of FDEs.

This paper is constructed as follows: In Section 2, the basic notations of
the fuzzy sets and fuzzy Caputo fractional derivative for fuzzy functions are
recalled. In Section 3, we develop the FPC solution method for FFDEs under
the Caputo generalized Hukuhara differentiability. A test problem will be solved
in Section 4 by FPC method to demonstrate the accuracy and validity. Finally,
some conclusions are drawn.

2 Basic Concepts

In this part, some preliminaries related to fuzzy fractional differential equations
are provided. For more details see [4, 14, 15, 29, 30].

Let R be a set of real number. We recall that a fuzzy number represents a
mapping ω : R → [0, 1] fulfilling following properties:

(a) ω is upper semi-continuous,
(b) ω is fuzzy convex, i.e., ω(λx + (1 − λ)y) ≥ min{ω(x), ω(y)} for all x, y ∈
R, λ ∈ [0, 1],
(c) ω is normal, i.e.,∃x0 ∈ R for which ω(x0) = 1,
(d) supp ω = {x ∈ R | ω(x) > 0} is the support of the ω, and its closure cl(supp
ω) is compact.

Let F be the set of all fuzzy number on R. The r-level set of a fuzzy number
u ∈ F , 0 ≤ r ≤ 1, denoted by [ω]r , is defined as

[ω]r =

{{x ∈ R | ω(x) ≥ r} if 0 < r ≤ 1
cl(supp ω) if r = 0

We notice that the r-level set of a fuzzy number is a closed and bounded interval
[ω(r), ω(r)], where ω(r) is the left-hand endpoint of [ω]r and ω(r) represents the
right-hand endpoint of [ω]r.

A corresponding definition using a parametric form was introduced in [30] as:

Definition 1. A fuzzy number ω in parametric form is a pair (ω, ω) of functions
ω(r), ω(r), 0 ≤ r ≤ 1, which satisfy the following requirements:

1. ω(r) is a bounded non-decreasing left continuous function in (0, 1], and right
continuous at 0,

2. ω(r) is a bounded non-increasing left continuous function in (0, 1], and right
continuous at 0,

3. ω(r) ≤ ω(r), 0 ≤ r ≤ 1.
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The Hausdorff distance between fuzzy numbers is given by d : F ×F −→ [0,∞],

H(ω, γ) = sup
r∈[0,1]

max{|ω(r) − γ(r)|, |ω(r)− γ(r)|},

where ω = (ω(r), ω(r)), v = (γ(r), γ(r)) ⊂ R is utilized in [29]. Then, it is easy
to see that H is a metric in F and has the following properties (see for example
[31])

(i) H(ω + μ, γ + μ) = H(ω, γ), ∀ω, γ, μ ∈ F ,
(ii) H(kω, kγ) = |k|H(ω, γ), ∀ k ∈ R, ω, γ ∈ F ,
(iii) H(ω + γ, μ+ ζ) ≤ H(ω, μ) +H(γ, ζ), ∀ω, γ, μ, ζ ∈ F ,
(iv) (H,F) is a complete metric space.

The H-derivative (differentiability in the sense of Hukuhara)for fuzzy-set-
valued functions was at first established by Puri and Ralescu in [31] and it
is based on the H-difference of fuzzy sets, as follows.

Definition 2. Let x, y ∈ F . If there exists z ∈ F such that ω = μ + γ, then γ
is called the H-difference of ω and μ, and it is denoted by ω 
 μ.

It is worth noting that the sign ”
” always arises for H-difference, and also,
ω 
 μ �= ω + (−1)μ.

Let us recall the definition of strongly generalized differentiability introduced
in [32].

Definition 3. Let ξ : (a, b) → F and x0 ∈ (a, b). We say that ξ is strongly
generalized differential at x0, if there exists an element ξ′(τ0) ∈ F , such that

(i) for all h > 0 sufficiently small, ∃ξ(τ0 + h) 
 ξ(τ0), ∃ξ(τ0) 
 hξ(τ0 − h) and
the limits (in the metric H)

lim
h↘0

ξ(τ0 + h)
 ξ(τ0)

h
= lim

h↘0

ξ(τ0)
 ξ(τ0 − h)

h
= ξ′(τ0)

or

(ii) for all h > 0 sufficiently small, ∃ξ(τ0) 
 ξ(τ0 + h), ∃ξ(τ0 − h) 
 ξ(τ0) and
the limits (in the metric H)

lim
h↘0

ξ(τ0)
 ξ(τ0 + h)

−h
= lim

h↘0

ξ(τ0 − h)
 ξ(τ0)

−h
= ξ′(τ0)

or

(iii) for all h > 0 sufficiently small, ∃ξ(τ0 + h) 
 ξ(τ0), ∃ξ(τ0 − h) 
 ξ(τ0)
and the limits (in the metric H)

lim
h↘0

ξ(τ0 + h)
 ξ(τ0)

h
= lim

h↘0

ξ(τ0 − h)
 ξ(τ0)

−h
= ξ′(τ0)
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or

(iv) for all h > 0 sufficiently small, ∃ξ(τ0) 
 ξ(τ0 + h), ∃ξ(τ0) 
 ξ(τ0 − h) and
the limits (in the metric H)

lim
h↘0

ξ(τ0)
 ξ(τ0 + h)

−h
= lim

h↘0

ξ(τ0)
 ξ(τ0 − h)

h
= ξ′(τ0)

Before proceed, we express C([a, b],F) as the space of all continuous fuzzy-
valued functions on [a, b]. Also, L([a, b],F) stands for the space of all Lebesque
integrable fuzzy-valued functions on the bounded interval [a, b] ⊂ R.

Now, the Riemann-Liouville integral of fuzzy-valued function is determined
as follows:

Definition 4. (see,[14]) Let ξ ∈ C([a, b],F) ∩ L([a, b],F). The fuzzy Riemann-
Liouville integral of fuzzy-valued function f is defined as follows:(

Iβa+ξ
)
(x) =

1

Γ (β)

∫ x

a

ξ(t)dt

(x − t)1−β
, x > a, 0 < β ≤ 1. (1)

Let us assume the r-cut depiction of fuzzy-valued function ξ as ξ(x, r) =[
ξ(x, r), ξ(x, r)

]
, for 0 ≤ r ≤ 1, then it is indicated that the Riemann-Liouville

integral of fuzzy-valued function ξ is based on the lower and upper functions as
follows:

Theorem 1 (see,[14]). Let ξ ∈ C([a, b],F) ∩ L([a, b],F) is a fuzzy-valued func-
tion. The Riemann-Liouville integral of a fuzzy-valued function ξ be disclosed as
follows: (

Iβa+ξ
)
(x; r) =

[(
Iβa+ξ

)
(x; r),

(
Iβa+ξ

)
(x; r)

]
, 0 ≤ r ≤ 1, (2)

where (
Iβa+ξ

)
(x; r) =

1

Γ (β)

∫ x

a

ξ(t; r)dt

(x − t)1−β
,

(
Iβa+ξ

)
(x; r) =

1

Γ (β)

∫ x

a

ξ(t; r)dt

(x − t)1−β
. (3)

Now, the fuzzy Caputo fractional derivatives about order 0 < β ≤ 1 for
fuzzy-valued function ξ was defined by Salahshour et al. [14].

Definition 5. (see, [14]). Let ξ ∈ C([a, b],F) ∩ L([a, b],F) be a fuzzy set-value
function, then ξ is a Caputo fuzzy H-differentiable at x when:

(CDβ
a+ξ)(x) =

1

Γ (1− β)

∫ x

a

ξ′(t)

(x− t)β
dt, (4)

where 0 < β ≤ 1; then, we say f is C [(1)−β]-differentiable if Eq. (4) holds while
ξ is (1)-differentiable, and f is C [(2)− β]-differentiable if Eq. (4) holds while f
is (2)-differentiable.



92 A. Ahmadian et al.

3 Solution Method

In this section we shall develop the fundamental algorithm that we intend to ap-
ply for the solution of fuzzy initial value problems with fuzzy Caputo derivatives.
The algorithm is a generalization of the fractional Adams-Bashforth-Moulton
integrator that is well known for the numerical solution of FDEs [12]. For this
purpose, let us consider the fuzzy linear fractional relaxation-oscillation problem
as: {

c
0D

α
t X(t) = −BX(t) + g(t) 
 F (t,X(t)),

X(0) = X0 ∈ E,
(5)

where X0 is a fuzzy initial vector condition, B is relaxation coefficient and α ∈
(0, 1].

It is easy to verify that this problem is equivalent to the following fuzzy
Volterra integral equation under C [(1)− α]-differentiability

X(t) = X0 +
1

Γ (α)

∫ t

0

(t− ξ)
α−1

[−BX(ξ) + g(ξ)]dξ,

and under C [(2)− α]-differentiability, we have

X(t) = X0 
 (−1)
1

Γ (α)

∫ t

0

(t− ξ)
α−1

[−BX(ξ) + g(ξ)]dξ.

We have exploited a fractional Adams-Bashforth as predictor and a fractional
Adams-Moulton as corrector formulas based on the algorithm presented in [12].
Here, we state the numerical method under C [(2) − β]-differentiability. Analo-
gously to the demonstration of the technique under C [(2) − β]-differentiability,
one can extend it for C [(1)− β]-differentiability.

The predictor value XP
h (tn+1) is obtained by the fuzzy fractional Adams-

Bashforth method as follows:

XP
h (tn+1) = X0 
 (−1)

1

Γ (α)

n∑
j=0

bj,n+1f(tj , Xh(tj)), (6)

where

bj,n+1 =
hα

α
[(n+ 1− j)α − (n− j)α]. (7)

Also, the following equation then gives us our corrector formula (i.e., the fuzzy
fractional variant of the one-step Adams-Moulton method), which is

Xh(tn+1) = X0 
 (−1) hα

Γ (α+2)

(
n∑

j=0

aj,n+1f(tj , Xh(tj)) + [f(tj , X
P
h (tj))]

)
,

(8)
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where

aj,n+1 =

⎧
⎨

⎩

nα−1 − (n− α)(n+ 1)α, j = 0,

(n− j + 2)α+1 + (n− j)α+1−2(n− j + 1)α+1, 1 ≤ j ≤ n,
1, j = n+ 1.

(9)

It is worth noting that we have used a uniform discrete scheme tj = jh, j =
0, 1, ..., n and T = nh, where T is the final time.

Our algorithm, the fuzzy fractional AdamsBashforthMoulton method, is fully
described now by Equations (6) and (8) with the weights aj,n+1 and bj,n+1 being
defined according to (7) and (9), respectively.

4 Numerical Experiment

In this section the numerical solution of linear FFDEs is illustrated by means of
the FPC method presented in Section 4.

Consider the following fuzzy time-fractional Bloch equation:{
c
0D

α
t X(t) = −BX(t),

X(0) = [0.5 + 0.5r, 1.5− 0.5r]
(10)

where 0 < α ≤ 1, B = 1. The exact solution under C [(2)− β]-differentiability is
obtained as follows:{

X(x; r) = (0.5 + 0.5r)Eα,1[−xα], 0 < α ≤ 1,
X(x; r) = (1.5− 0.5r)Eα,1[−xα], 0 < r ≤ 1,

(11)

in which Eα,1 is the Mittag-Leffler function and B = 1.
Now, in order to obtain the numerical solution based on the FPC method in

compare of the given exact solution, we assume different values of α and derive
the absolute errors at T = 1 graphed in Fig. 1, i.e.

[Ne]
r = [N1e(1; r), N2e(1; r)] =

[|Xn(1; r)−X(1; r)|, |Xn(1; r)−X(1; r)|] .
Also, the absolute errors of the Eq. (10) with the assumption α = 0.95 is de-

picetd in Fig. (2). From the figures, one can easily conclude that the method can
achieve a high accuracy for any order of 0 < α ≤ 1. Moreover, as α approaches 1,
the error decreases gradually and is in high agreement with the exact solution.
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Fig. 1. N2e(1; r) for different α, with h = 0.01 and T = 1
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Fig. 2. [Ne]
r for α = 0.95, with h = 0.01 and T = 1

5 Conclusion

In this work, a high accuracy FPC method is used to solve FFDEs. The frac-
tional derivative is considered in the fuzzy Caputo sense. The numerical results
obtained by the proposed technique are compared with exact solution to illus-
trate validity and applicability of the proposed technique. From the numerical
results, it is obvious that the proposed method exhibit high precision and easy-
implemented. The numerical results was obtained by Matlab R2011a.
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Abstract. Image processing is used to enhance visual appearance of images for 
further interpretation. One of the applications of image processing is in medical 
imaging. Generally, the pixel values of an image may not be precise as uncer-
tainty arises within the gray values of an image due to several factors. In this 
paper, the image of Flat EEG (fEEG) is compared via classical, fuzzy, and in-
tuitionistic fuzzy set (IFS) methods. Furthermore, the comparison between the  
input and output images of fEEG is carried out based on contrast comparison. 

Keywords: Flat EEG, intuitionistic fuzzy set, fuzzy set, hesitation degree, 
fuzzy image. 

1 Introduction 

The revolution in medical imaging gives high impact in the development towards 
modern medical care. Various kinds of methods have been implemented in medical 
imaging that involve classical and fuzzy approaches. The importance to implement 
fuzzy approach is that medical image itself contains a lot of uncertainties. Much effort 
has been carried out to enhance ambiguous medical images. Therefore, it is relevant 
to implement alternative tool such as fuzzy set in order to describe, analyze, and in-
terpret image. 

Fuzzy set which is a generalization of classical set, was introduced by Zadeh in 
1965. It is a powerful tool in dealing with uncertainties and provide a formal way of 
describing real-world phenomena. The extension of fuzzy set was introduced by Ata-
nassov in 1983 known as intuitionistic fuzzy set (IFS) [1]. The advantage of IFS com-
pared to fuzzy set is that it considers more uncertainties in terms of membership and 
non-membership functions. Intuitionistic fuzzy image processing consists of five 
main steps which are fuzzification, intuitionistic fuzzification, modification of intui-
tionistic fuzzy components, intuitionistic defuzzification, and defuzzification [2].  

In the process of imaging and transformation such as fEEG, it is hard to avoid the 
inheritance of different kinds of noise during recording of the EEG signals. Uncertain-
ties may arise within every transformation since the regions of clusters in fEEG are 



98 S. Zenian, T. Ahmad, and A. Idris 

 

not always defined. The main aim of this paper is to improve the visibility of the clus-
ters of epileptic foci by using contrast enhancement together with IFS approach. The 
electrical potential that occurs as the vague boundary of the epileptic foci in the input 
image will be reduced. The results show that IFS method is able to obtain clearer 
boundary of the epileptic foci compared to the input image.  

2 Basic Concepts 

Fuzzy Topographic Topological Mapping (FTTM) which is introduced by [3] is a 
novel non-invasive technique for solving neuromagnetic inverse problem. It is based 
on mathematical concepts namely topology and fuzzy. It aims to accommodate static 
simulated, experimental magnetoencephalography (MEG), and recorded electroence-
phalography (EEG) signals. FTTM consists of three algorithms that link four compo-
nents of the model as shown in Fig. 1. The four components namely the Magnetic 
Contour Plane (MC), Base Magnetic Plane (BM), Fuzzy Magnetic Field (FM), and 
Topographic Magnetic Field (TM). 

 
 

Fig. 1. FTTM [3]. 

EEG is a system that measures and records the electrical activity of the brain in 
graphic form [4]. It reads voltage differences on the head relative to a given point. 
Fig. 2 shows a sample of EEG signal during seizure. 
 

 

Fig. 2. EEG signal [5]. 
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In order to map the high dimensional signal, namely EEG, into low dimensional 
space, a method which is known as fEEG has been developed by the Fuzzy Research 
Group of UTM in 1999 [5]. This method has been used purely for visualization and 
able to preserve information recorded during seizure. The details of fEEG is given as 
follows: 

Fauziah’s EEG coordinate system [5] is defined as 

( )( ){ }2 2 2 2, , , : , , , andEEG p pC x y z e x y z e x y z r= ∈ℜ + + =  (1) 

whereby r is the radius of a patient head. The mapping of EEGC  to a plane is de-

fined as :t EEGS C MC→  such that 

( )( )
( , , )

, , , , ,
p

t p p
e x y z

rx iry rx ry
S x y z e e

r z r z r z

+⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠
  (2) 

where ( )( ){ }0
, , : , ,p pMC x y e x y e R= ∈

 
is the first component of FTTM.  Both 

EEGC  and MC were designed and proven as 2-manifolds. 

Meanwhile tS  is designed to be a one to one function as well as being conformal.  

Details of proofs are contained in [5]. The EEG signal during seizure can be com-
pressed to Fig. 3 and analyzed second by second as Fig. 4. In Fig. 4, the position of 
cluster centers in a patient are in green colour. Meanwhile, the red colour represents 
the location of sensors on the surface of the patient’s head. 

 

Fig. 3. Compressed EEG signal [5]. 

 

Fig. 4. Analyzed EEG signal (fEEG) [5]. 
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Fauziah [5] transformed the EEG signal into fEEG via the flattening method. Fur-
thermore, Abdy and Ahmad [6] transformed the fEEG into image by using fuzzy 
approach. There are three main steps that are involved in the transformation of fEEG 
into image [6]. 

a) fEEG is divided into pixels (see Fig. 5) 

 

Fig. 5. fEEG pixels [6]. 

b) The membership value for each pixel is determined in a cluster centre and 
the maximum operator of fuzzy set is implemented (see Fig. 6) 

 

Fig. 6. Fuzzy neighborhood of each cluster centre jc  of a fEEG [6]. 

c) The membership value of pixel is transformed into image data (see Fig. 7) 
 

 

Fig. 7. fEEG image (input image) [6]. 
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3 Methodology 

Let A  be an IFS in a finite set { }1 2, , , nX x x x= …  which is defined as 

( ) ( )( ){ }, ,A AA x x x x Xμ ν= ∈  whereby ( ) ( ) [ ], : 0,1A Ax x Xμ ν →  represent the 

membership and non-membership respectively. The necessary conditions that must be 
fulfilled are as follows [1] 

( ) ( )0 1A Ax xμ ν≤ + ≤     (3) 

and 

( ) ( ) ( )1A A Ax x xπ μ ν= − −    (4) 

such that ( )0 1A xπ≤ ≤ . 

In IFS, the sum of the membership and non-membership values will not always 
equal to one. Therefore, there exists parameter ( )A xπ  that makes the summation 

equal to one. According to [1], the occurrence of ( )A xπ  is due to the lack of know-

ledge about the membership degree or personal error while calculating the distances 
between two fuzzy sets. Thus the membership value will lie in the interval 

( ) ( ) ( ) ( ),A A A Ax x x xμ π μ π− +⎡ ⎤⎣ ⎦  because of the hesitation that occurs in the mem-

bership function. 
In 2012, [7] proposed a method which is based on IFS known as the window based 

enhancement scheme (WBES). It is aimed to enhance the contrast of medical images. 
Therefore, in this paper, the window based enhancement scheme is applied in order to 
obtain an enhanced image of fEEG. However, there is a slight difference in the initial 
step with the proposed step by Chaira [7]. In [7], the image is initially divided into 4 
partitioned windows and fuzzification is carried out for each partitioned window. 
According to [7], a lot of noise is presented on increasing the numbers of partitioned 
windows. 

On the other hand, in this paper, the fEEG image is initially undergoing the fuzzifi-
cation process which is applied to the entire image and later the image is divided into 
4 partitioned windows. It is known as the revised WBES version for fEEG. This is to 
ensure that this method will result in better output fEEG image. The revised algorithm 
is described as follows: 
 
Algorithm 

 
1. The entire input image is initially fuzzified by using  

( ) min

max min

ij
A ij

g g
g

g g
μ

−
=

−
    (5) 

2. The image is divided into 4 partitioned windows and enhancement is carried 
out for each partitioned window. 
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3. The non-membership function is computed by using Sugeno type intuitionistic 
fuzzy generator as follows 

( ) ( )
( )

1
, 0

1

A ij

A ij

A ij

g
g

g

μ
ν λ

λμ

−
= >

+
   (6) 

4. The hesitation degree is obtained from (4) 

( ) ( ) ( )
( )

1
1

1

A ij

A ij A ij

A ij

g
g g

g

μ
π μ

λμ

−
= − −

+
  (7) 

 
5. The mean of each partitioned window is calculated 

 
6. The modified membership value is given by 

 

( ) ( ) ( )mod
A ij A ij A ijg g mean window gμ μ π= − ×  (8) 

 
7. Finally, the contrast enhancement is applied to each partitioned window by us-

ing the intensifier operator as given by (9) 
 

( )
( ) ( )

( ) ( )

2

2

2 0.5

1 2 1 0.5 1

mod mod
A ij A ij

enh
A ij

mod mod
A ij A ij

g if g
g

g if g

μ μ
μ

μ μ

⎧ ⎡ ⎤ ≤⎪ ⎣ ⎦= ⎨
⎡ ⎤⎪ − − < ≤⎣ ⎦⎩

  (9) 

 

In the algorithm, ijg  is the ( ),
th

i j  gray level of the image. 

4 Results 

The aforementioned algorithm is implemented on fEEG image during epileptic sei-
zure. Moreover, the results are compared with other different methods in classical, 
fuzzy, and IFS (WBES) by [7]. The classical methods in contrast enhancement are the 
histogram equalization (global) and the adaptive histogram equalization (local). 

According to [8], histogram equalization is a technique whereby it changes the gray-
level distribution of an image. In global histogram equalization, the computed transfor-
mation function is applied to all pixels of the input image. The output is a uniform  
resulting histogram with the same percentage of pixels in every gray level. Whereas the 
local histogram equalization will enhance details in small areas within an image. 

The fuzzy method is based on [9] that the main aim is to obtain a contrast enhanced 
image. The IFS (WBES) by [7] is also being compared whereby the image is initially 
divided into 4 partitioned windows before implementing the fuzzification process. 
The image of fEEG that is used as the input image is at time 1 of size 201x201 (see 
Fig. 7). There are two clusters of electrical current sources whereby the brightness 
represents the strength of the electrical potential. 
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By implementing these methods on the input image, resulting in the output of 
fEEG image as shown in Fig. 8 till Fig. 10. By using the global histogram equaliza-
tion, it seems that the lighter area spreads out wider and only one cluster can be ob-
served. Local histogram equalization shows that the two clusters are quite blur and 
not in good quality. 

Moreover, there is not much differences in the fEEG image by applying fuzzy and 
revised IFS (WBES) methods. But by implementing the IFS (WBES) method by [7], 
the output image shows complication of some noise. The revised IFS (WBES) shows 
a clearer viewed boundary (prominent) of the two cluster centres compared to the 
classical, fuzzy, and IFS (WBES) by [7]. The value of λ  should be positive ( 0λ > ) 
for the IFS (WBES) and the revised version of IFS (WBES). In this paper, some val-
ues of λ  will be used, namely when 0.01, 1,λ λ= = and 10λ = . According to [7], 

as λ  increases the non-membership value will decrease and the hesitation degree 
will increase. Hence, the enhanced image starts to deteriorate as λ  increases. 

Furthermore, the measure of distinction between the input and output image is car-
ried out in terms of contrast comparison. According to [10], the contrast comparison 
between a reference image x  and a test image y  is given as follows: 

( ) 2 2

2
, x y

x y

c x y
σ σ

σ σ
=

+
    (10) 

whereby xσ  and yσ  are the standard deviations of x  and y . The standard devia-

tions estimate the contrast between the images such that it measures how similar the 

contrast are. The range value is in the interval [ ]0,1  with the best value 1 if and only 

if the value of the standard deviations are the same. Table 1 shows the contrast com-
parison between the input and output image of fEEG via the compared methods. 

a) Global Histogram Equalization b) Local Histogram Equalization 

Fig. 8. Classical method. 

 

Fig. 9. Fuzzy method. 
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Fig. 10. IFS method. 
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highest value that is closed to 1 as 1λ = . The implementation of IFS helps to enhance 
the image of fEEG especially in visualizing the domain of electrical current sources. 
This is of outmost important to help neurologist to visualize and detect the epileptic 
foci clearly to overcome the problematic cells. The revised IFS (WBES) method is 
proven to be better than IFS (WBES) in enhancing the fEEG image. 
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Abstract. The control system of a nuclear reactor ensures the safe operation of 
a nuclear power plant. A Pressurized Water Reactor (PWR) in a nuclear reactor 
is a complex system since it contains uranium oxide. The aim of this paper is to 
model the process of operation for primary system in PWR in the form of 
graphical representation. The method of autocatalytic set approach of PWR has 
been introduced and presented in this paper. Further, the result of the dynamic 
process of the model has been presented, which is then is verified against pub-
lished data. 

Keywords: Pressurized Water Reactor (PWR), Graphical model, Autocatalytic 
Set. 

1 Introduction 

A pressurized water reactor (PWR) is one of the nuclear reactors that use light water 
as a coolant and moderator [1]. During the operation of PWR, the moderator remains 
in a liquid state despite the high temperature inside the reactor due to the high pres-
sure in the primary coolant loop. PWR contains two parts namely primary and  
secondary systems as shown in Fig.1. However, the aim of this paper is to present the 
process of operation for primary system of PWR. 

The PWR presented in [2] is used in this study. The operations for primary and 
secondary systems of PWR are described separately. This paper provides information 
on the primary system since the system is more complex due to the fission process. 
The flow of moderator begins in the reactor vessel where the moderator is being 
heated by nuclear fission. In general, the fission process occurs when atom U-235 
captures the neutron. Subsequently atom U-235 separates into two major compounds 
as shown in Fig 2 [1]. 

Further, the hot moderator in the reactor vessel is being transferred to the pressu-
rizer. The role of pressurizer is to control the temperature of moderator and the  
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concept of modelling of the system can also be presented in the form of a graph whe-
reby each point of the graph represent the compounds that existed or were found in 
the system with the links that connect between each point. This method has been used 
to model the incineration process in Malaka and has proven successful in describing 
the behavior and operation of the model system. Therefore, the graph concept of an 
autocatalytic set (ACS) has been presented the next section. 

2 Autocatalytic Set 

Graph is a one of mathematics methods developed from the connection of linked 
points. The development of graph theory was first introduced by Swiss mathematician 
Leonhard Euler in order to solve the Seven Bridges of Königsberg problem [8]. The 
problem was to find a walkthrough of the city, where islands can only be reached via 
bridges. However, the walk path must not cross each bridge more than once, and 
every bridge must be completely crossed every time. According to Balakrishnan and 
Ranganathan [9] the development of the graph approached has grown into a signifi-
cant area of mathematical researches and has also been used in other disciplines such 
as physics, chemistry, psychology, sociology and computer sciences. Further, Harary 
[10] described that graph theory has improved the mathematical technique where the 
interconnection between elements of natural and manmade can be modelled. The 
concept of graph is defined as the networks of points or nodes that are connected by 
links [9]. According to Epp [11] the characteristic of a graph can be described as a set 
of lines that are used to connect a set of points. The definition of directed graph was 
presented [8] as follows: 

 

Definition 1.1. A directed graph ( ),G G V E=  is defined by a set V  of “vertices” 

and a set E  of “edge” where each link is an ordered pair of vertices.  
 

The set of vertices and edge can be represented as { }1 2 3
,  ,  ....,  

n
V v v v v=  and 

{ }1 2 3
,  ,  , ....,  

n
E e e e e=  with  ( )ij

C c=  is the adjacency matrix of a graph. Nodes 

and links are also known as vertices and edge, respectively.  The graph is defined as 
a connected graph if every pair of vertices in the graph is joined by edge. 

 

Definition 1.2. Adjacency matrix of graph ( ),G G V E= with n  vertices is a  n n×  

matrix, whereby 1
ij

c =  if E contains a directed link ( ),i j  and 0
ij

c =  otherwise 

(for arrow from vertices j to i ) for the entries of matrix ( )ij
C c= . The adjacency 

matrix of graph G can be described as follows:  

 
( )
( )

     if ,
 
     if ,

1

0
ij

i j E

i j E
C

∈

∉
⎧
⎨
⎩

 (1) 



 

 

where the entries matrix
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R. Castelli [16] stated that the compounds of Co, Zn, Ni, Fe and Zr are classified as 
corrosion products. However, in this paper the term corrosion is used rather than 
corrosion products. The graph Gp shows that each link has the same color and 
thickness due to the same value of connectivity between the vertices in the graph as 
shown in Fig. 5. 

Graph Gp  shows the connection or links between each vertices. Each vertices 
play an important role in maintaining the operation of the primary system.  Next 
section will discuss and describe more details about the dynamic process of graph 
representation of primary system or graph Gp. 

4 Results and Discussions 

The matrix for graph Gp  is an irreducible adjacency matrix. Since Gp  graph is an 
irreducible, Gp  is an autocatalytic set [7]. However, Gp  is not a Eulerian graph 
since every vertex has different in-degree and out-degree. Table 2 shows the degree of 
vertices for graphGp . The eigenvalues and eigenvectors for Gp  are determined 
using Matlab. 

Table 2. The Degree Vertices of Graph Gp 

Vertices V1 V2 V3 V4 V5 V6 

In degree 2 3 5 2 1 2 
Out degree 2 4 1 2 4 1 

  

Adjacency matrix of GraphGp =

0 1 0 1 0 0

1 0 1 0 1 0

1 1 0 1 1 1

0 1 0 0 1 0

0 1 0 0 0 0

0 1 0 0 1 0

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

  

Eigenvalue, ( )Cλ =  

2.4142

0.5000 0.8600

0.5000 0.8600

0.4142

1.0000

0.0000

i

i

− +

− −

−

−

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠
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Eigenvector,X=

   0.3247     0.0000  0.0000i    0.0000  0.0000

0.4943 0.0000  0.3780i

0.6639 0.6547
, ,

0.2895 0.0000  0.3780i

 0.2047  0.3273  0.1890i

0.2895 0.0000  0.3780i 

− − + − −

− −

−

− − +

− − +

− − +

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

i

0.0000  0.3780i

0.6547
,

0.0000  0.3780i

0.3273  0.1890i

0.0000  0.3780i

+

− −

− −

− −

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

  0.6113    0.5000     0.5774 

0.0574 0.5000 0.0000

0.7260 0.5000 0.5774
, ,

0.1958 0.0000 0.0000

 0.1385  0.5000 0.0000

0.1958 0.0000 0.5774 

− − −

− − −

−

−

− −

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 

 
The eigenvalue which is larger than to all other eigenvalues is called PerronFrobe-

nius [15] eigenvalue, namely 

 ( ) ( )2.4142Cλ =  

Corresponding to ( )Cλ , the eigenvector consisting only of real and non-negative 

components will be known as PerronFrobenius eigenvector [17]. Here, 

 ( )| |X C   = 

  0.3247  

0.4943

0.6639

0.2895

0.2047

0.2895

 

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

Further, according to Jain and Krishna [18, 19], if the subgraph of PFE is non-zero, 
then the adjacency matrix is represented as an entire graph. Hence, this situation is 
similar to the condition for adjacency matrix for graph Gp, which is then indicated as 
representing the whole process of graph Gp. The matrix A is the concentration per-
centage of compound for data of weight from AP1000 nuclear power plant [13, 14]. 
The percentage is calculated to ensure the sum is equal to 1. In order to get therate  
of change for PWR, the matrix A and Gp are used. The rate of change for Gp is calcu-
lated using equation (2) and (3) and is shown in Table 3. 

 A =

0.6441

0.0960

0.1651

0.0031

0.0381

0.0537

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 



 An Autocatalytic Model of a Pressurized Water Reactor 113 

 

Further, the negative sign for the fuel value shows that the compound is decreasing in 
volume due to the use of fuel in the process. Meanwhile, the rate of change forGp   and 
PFE shows that the early exhaust variable is similar to nitrogen compounds and was the 
first to be depleted. The concept of selection of existing compounds in a primary system 
over time followed the technique proposed by Noor AinyHarith et al. [7].  

During the operation in PWR, the nitrogen is depleted first. Nitrogen compounds 
deplete due to activation of oxygen in the coolant, resulting in the formation of nitro-
gen-16. Nitrogen-16 is a strong gama radiation emitter with a short half-life of 7.11 
seconds. Next, chlorine is depleted due to the presence of nitrogen. Gilbert Gedeon et 
al. [20] described that if there is chlorine, the feed and bleed method should be per-
formed to prevent corrosion. Further, boron compounds are depleted due to the use in 
controlling reactivity of fuel in primary system. 

Table 3. The Dynamic System of Graph Gp 

Element The Rate of 

Change PWR 

EigenVector Descriptions 

Fuel

Moderator

Corrosion

Boron

Nitrogen

Chlorine

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

1.2829

0.6414

0.4809

0.1275

0.0142

0.0189

−⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

  0.3247  

0.4943

0.6639
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⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
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⎛ ⎞
⎜ ⎟
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Unspecified 0.4004
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⎛ ⎞
⎜ ⎟
⎜ ⎟⎜ ⎟
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Moderator

Corrosion

⎛ ⎞
⎜ ⎟
⎝ ⎠

 Unspecified 0.7071 

0.7071

⎛ ⎞
⎜ ⎟
⎝ ⎠

 At the end of the process, moderator 

and corrosion exist after shut down of 

the primary system [15,16].  

 
The data in [13] shows that boron levels were monitored and added at approx-

imately 100 gallons per minute (22.71 m3/hour) into the moderator. Next fuel com-
pound was stated as depleted, which indicates that the fuel compounds have been 
completely used in the operation of PWR. Finally, at the end of the operation, only 
the corrosion and moderator are left.  The existing moderator is present in larger 
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quantities than other compounds. Moreover, the need of a moderator to exist until the 
end is to ensure sufficient coolant in order to prevent PWR from overheating. On the 
other hand, corrosion exists due to the chemical reaction during the long term opera-
tion of PWR. The data from [13] shows that products due to corrosion are more abun-
dant than the others when the operation of PWR was shut down. GraphGp   showed 
that the dynamic process has some similarity with the real-life process of operation in 
a primary system of PWR. Hence, graph Gp  has successfully presented the process 
and flow for the primary system of PWR. 

5 Conclusion 

A primary system of PWR is modeled by a graph. The necessary steps to model it as 
an autocatalytic set are shown in this paper. The simulated result of the model demon-
strates that the dynamic processes of PWR are comparable to the published data. 
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Abstract. The research proposes a selfish gene image segmentation algorithm 
as an alternative to Genetic Algorithm. Research in Genetic Algorithms 
originated from Darwin’s theory faced the problem of finding the optimal 
solution due to its inherent characteristic of genetic drift and premature 
convergence. Selfish gene views genes as the basic unit in evolution. Thus the 
color image segmentation algorithm is designed based on virtual population 
with collection of genes rather than fixed genes chromosomes.  The genes are 
positioned into predetermined loci forming two chromosomes that make up the 
virtual population in each generation. The chromosomes are rewarded and 
penalized according to the chromosomes performance. Evaluation with the 
ground truth images shows that the selfish gene is able to detect the variation of 
colors very similar to the way eye detect color. 

Keywords: Selfish Gene Algorithm, Selfish Gene Theory, Richard Dawkins, 
Evolutionary Algorithm.   

1 Introduction 

Evolutionary algorithms (EA) are a family of population-based stochastic search and 
optimization methods inspired from the Darwinian theory [1]. Generally, these algo-
rithms include creating an initial population of feasible solutions which evolves itera-
tively from generation to generation based on natural selection towards optimal solu-
tions [3].  

Currently the most well known and popular EAs, are genetic algorithm (GA) 
[10,11,18]. GA involves balancing the exploitation (finding better solution) and ex-
ploration (investigating unknown and new terrain) in the search space [12]. GA has 
been successfully applied in image segmentation problems [13,14]. 

In 1976, Richard Dawkins presented a new theory of evolution named as Selfish 
gene. His theory suggests genes as the basic unit of evolution as opposed to individual 
chromosomes [15] and the selection mechanism is express as gene-centred evolution 
[1].  The population is depicted as pools of genes and fight for the opportunity to sur-
vive as genotype in a chromosome [3,4] pursued this idea to proposed a new evolu-
tionary optimization strategy called Selfish gene algorithm (SFGA). In contrast with 
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genetic algorithm, the individual chromosomes are only virtually created during the 
process of fitness evaluation, crossover and mutation. Instead the genes are kept in a 
separate gene population pool named as population pool [2,19]. 

A comparison shows that SFGA performs better that GA in four algorithmic  
features. The first problem in GA is that the genes in an individual chromosomes are 
fixed. This may eliminate potential good genes in early generation and limits the 
problem space to non-optimal region [21]. Parameter tuning and balancing in the 
alleles in a fixed individual chromosomes to obtain optimum solutions are intricate 
[22]) as  chromosomes improved throughout each generation but not the genes [24]. 
This phenomenon reduces the diversity of the population throughout each generation  
17] and causes premature convergence and not yield the optimum solutions[23].  

SFGA on the other hand, focuses on gene not the individual/chromosome. The 
good genes will be identified in fitness evaluation through the penalize and reward 
process. Thus, SFGA have a smaller number of parameters to tune. 

In successive iterations of the algorithm, fitness-based selection takes place within 
the population of solutions. Better solutions are preferentially selected for survival 
into the next generation of solutions, with a diversity being introduced to the selected 
solutions in an attempt to uncover even better solutions over the next generation, with 
an aim of searching for a global optimum. 

In the Selfish Gene Theory, which is very useful ideas from Richard Dawkins [3], 
the population can be simply seen as a pool of genes and the individual’s genes fight 
for their appearances in the genotype of the vehicles. The survival of the fittest is a 
battle fought by genes, not the individual. In previous works, SFG theory was mi-
grated into the field of evolutionary computation and produces a new algorithm called 
Selfish Gene Algorithms [3,4,5]. The researcher found that this new algorithm needs 
to be explored more because it gives very positive result on the test given. Therefore, 
this algorithm was early applied in the field of electronic computer aided design 
(CAD), for determining the logic for a BIST (Built-In Self-Test) architecture based on 
Cellular Automata [4,6,7,8,9].  It has also been introduced as data clustering by utiliz-
ing the  segregation biological concept of distorted  genes which can be recognized as 
a different species [20]. 

The organization of the rest of this paper is as follows: Section 2 presents our 
methods, including the overview of the methodology and descriptions of selfish gene 
algorithm structure. Section 3 discusses our results and discussions. Finally, we 
present our conclusion in Section 4. 

2 Proposed Method 

There are twenty – seven digital fundus images collected from online Digital Retinal 
Images for Vessel Extraction (DRIVE) database meant for a diabetic retinopathy 
screening program in The Netherlands [25].  

The proposed method includes preprocessing, selfish gene segmentation algorithm 
and post processing stage. The empirical test is based on a case study of cup and disc 
segmentation from eye fundus image. The preprocessing stage includes of cropping 
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and removing the vernacular. The processing stage is a selfish gene segmentation 
algorithm. Finally the post processing stage consists of color segmentation analysis 
using Receiver Operating Characteristic (ROC) method and subsequently the cup-to-
disc ratio (CDR) measurement calculation and evaluation. More explanation will be 
discussed in subsequent sections. The proposed method is shown in Fig. 1.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Flow diagram of the Selfish Gene Algorithm segmentation 

2.1 Pre-processing Stage 

Pre-processing stage includes two tasks; the region of interest (ROI) and the color 
channel analysis. 

1) Region of Interest (ROI) 
The ROI is centered in the optic cup and disc area as shown in Fig. 2. Due to the high 
resolution and large size, the image is cropped before it is further processed.s 

 

 

v 

 

 

Fig. 2. Cropped region of interest centered on the optic cup and disc from the original fundus 
image 

 

Start 

ROI Analysis 

Remove blood vessel 

Selfish Gene Algorithm 
(SFGA) 

Pre-processing stage 

Processing stage

Post-processing stage

End 

Performance analysis 
using ROC 

Optic Disc 

Optic Cup 



122 N.E. Abd Khalid et al. 

 

2) Removing the vernacular 
The vernacular is eliminated through the dilation and erosion within the optic disc 
which also smoothen the intensity profiles around the center of optic disc.  

2.2 Processing Stage 

Selfish gene algorithm (SFGA) is a new member of Evolutionary Algorithms, 
search stochastically through a virtual population of the genes, unlike Genetic Algo-
rithm [1,16]. The individual is represented here by its chromosomes. SFGA can be 
described in 7 steps as below and Fig.7 shows the flowchart of the SFGA. 

Encoding representation 
In this study, we just focus on the color component as it features in the color fundus 
image. Color component is divided into 3 channels which are Red (R), Green (G) and 
Blue (B) as can be seen in Fig. 3. Therefore, these 3 channels are becoming alleles in 
the SFGA and they have their own frequencies. Each gene is explicitly distinguished 
between its location in the chromosome (the locus) and the value appearing at that 
locus (the allele). 

 
 
 
 
 
 
 
 

 
 

Fig. 3. The illustration of the gene in the Selfish Gene Algorithm (SFGA) 

Step 1: Initialize population 
A thousand chromosome population is randomly generated from the image. Two 
chromosomes are evaluated based on predetermined fitness in a tournament. Alleles 
are determine (group by elements in chromosome) and initialize frequency according 
to how many times the same alleles occur in population. 

 
Step 2: Evaluate Chromosomes 
The winner chromosomes of the tournament will see its genes rewarded. The alleles 
in the fittest chromosomes are rewarded by increasing its frequencies while the alleles 
in the non fittest chromosomes penalized by decreasing its frequencies. It can be seen 
in the Fig. 4 as below. 
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 Freq 1      Freq 2   Freq 3 
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Fig. 4. Example of the chromosome and its fitness for reward and penalized step 

Step 3:Update Virtual Population (VP) 
The alleles in the chromosomes are separated into alleles population groups based on 
their locus forming the virtual population (VP) gene pool as shown in Fig.5. Each 
allele is stored in the form of vector containing the allele value and accumulated 
frequencies. The accumulated frequencies are obtained following a distribution of 
probabilities for each gene. The success of an allele is measured by high frequency. 

 

Fig. 5. An example of 4 types alleles in the VP of the SFGA  

Step 4: Create Parent 
Two parent chromosomes are created based on the combination of highest allele fre-
quency from each VP gene pool according to its locus. Fig.6 shows the example of 
parent selection from virtual population. 
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Fig. 6. Example of parent selection from the Virtual Population 

Step 5: Recombination.   
The recombination is done similar to the genetic algorithm method. In this study, one 
point crossover is used. 

Step 6: Mutation.  
In each competition, genes are randomly chosen and compared. The winner has the 
opportunity to reproduce. 

Step 7: Stopping Criteria 
Repeat step 2 until a limited number of generations is reached until the required solu-
tion found or other needed criteria is met. 

 

Fig. 7. Flowchart of Selfish Gene Algorithm (SFGA) 
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2.3 Post-processing Stage 

Receiver operating characteristic (ROC) is used to measure the value of false positive 
(FP), false negative (FN), true positive (TP) and true negative (TN) of the segmented 
image as shown in Fig. 8. ROC analysis is based between the TP fraction and  
TN fraction, produced by classifying each pixel as positive and negative from the 
segmented fundus image. 

 

 

 

 

 

Fig. 8. ROC labeled segmented disc and cup from fundus image 

The four primary conditions are used to identify the SFGA segmentation quality and 
the level of accuracies for optic cup and optic disc segmentation respectively. TN is the 
normal areas that are correctly undetected while TP is the abnormalities areas that are 
correctly detected. Meanwhile, FN is the abnormalities areas that are not detected at all 
and FP is the normal areas that are incorrectly detected as abnormalities area. The de-
scription and states for each condition are explained in Table 1 where SA is segmented 
area, OA is an objective area (optic cup and optic disc) and BS is the background size. 

Table 1. Primary condition of ROC analysis 

ROC  Description 

True Positive TP 
Region segmented as Disc/Cup that proved 
to be Disc/Cup 

True Negative TN 
Region segmented as not Disc/Cup that 
proved to be not Disc/Cup 

False Positive FP 
Region segmented as Disc/Cup that proved 
to be not Disc/Cup. 

False Negative FN 
Region segmented as not Disc/Cup that 
proved to be Disc/Cup. 

Once ROC conditions are determined, the performance of SFGA is measured with 
sensitivity, specificity and accuracy.  

Sensitivity 
100

TP

TP TN
×

+
 

 

(1) 

Specificity 
100

TN

TP TN
×

+
 

 

(2) 

Accuracy 100
TP TN

TP FP FN TN

+
×

+ + +
 (3)   



126 N.E. Abd Khalid et al. 

 

Cup-to-disc ratio(CDR) calculation is derived using Equation 4. The evaluation is 
based on the value of CDR is greater than 0.3 is considered as glaucomatous eyes 
while otherwise indicates normal eyes [27]. The CDR ground truth value is deter-
mined by the ophthalmologists.  

CDR = 

 

Heightof OpticCup

Heightof OpticDisc
 

 

(4)   

The segmented image is evaluated based on the ground truth conducted by three oph-
thalmologists as depicted in Table 2. 

Table 2. Segmentation results for SFGA 

Feature Optic Cup Optic Disc 

Ground Truth 

SFGA with Mor-
phological 

 

3 Results and Discussion 

At this stage, the ROC and performance analysis and CDR are evaluated. The pro-
posed method for segmenting the optic cup and disc was evaluated on the basis of the 
manual outlines drawn by the ophthalmologists.  Table 2 shows that the performance 
of optic disc is better than the optic cup indicated with the higher TP and TN values as 
depicted in Table 3 The optic cup contour is difficult to measured due to low visibility 
of the boundary between optic cup and optic rim [26] 

Table 3. Summary of ROC for SFGA 

Feature Mean  
TP 

Mean  
TN 

Mean 
 FP 

Mean 
 FN 

Optic Cup 0.801 0.995 0.005 0.199 
Optic Disc 0.857 0.997 0.003 0.143 

Table 4. Summary of performance analysis for SFGA 

Feature Sensitivity 
% 

Specificity 
% 

Accuracy 
% 

Optic Cup 80.10 100 90.05 
Optic Disc 85.70 100 92.85 
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4 Conclusion 

The new bio-inspired algorithm, the Selfish Gene Algorithm (SFGA) has been pre-
sented. Analysis of the literature shows that this algorithm has sparing been applied in 
other field besides image processing field. Given the characteristics of low image and 
the preliminary design of the SFGA algorithm, the accuracy of greater than 90% es-
pecially with the optic cup shows high potential for the algorithms to be further mod-
ified to produce higher accuracy. The selfish gene algorithm has the unique ability of 
replacing real population with a virtual population (VP). VP stored information about 
the alleles’s frequency in the population for all alleles on all loci. In Virtual Popula-
tion, the number of individuals, and their specific identity, are not of interest, and 
therefore are not specified or stored. The first population is created by generating 
individuals randomly. Individuals are created only for the fitness evaluation and then 
will be destroyed. When it is successfully fitted, its genes are rewarded. It can be seen 
when the their frequency in the VP increase. Vice versa, alleles in unfit individuals 
will be penalized through the reduction in its frequency. Recombination operation is 
not required since individuals have no role other than for fitness evaluation and the 
information needed temporarily. The Selfish gene algorithm also is able to achieve 
higher fitness faster through the independent evolution of the alleles. Thus, giving 
better solution that other methods. This method has the potential to be more robust 
and could easily be modified to segment more complexed images such as fine  
textured images. 
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Abstract. Lately, from a secure system providing adequate user’s protection of 
confidentiality and privacy, the mobile communication has been degraded to be 
a less trustful one due to the revelation of IMSI catchers that enable mobile 
phone tapping. To fight against these illegal infringements there are a lot of 
activities aiming at detecting these IMSI catchers. However, so far the existing 
solutions are only device-based and intended for the users in their self-
protection. This paper presents an innovative network-based IMSI catcher 
solution that makes use of machine learning techniques. After giving a brief 
description of the IMSI catcher the paper identifies the attributes of the IMSI 
catcher anomaly. The challenges that the proposed system has to surmount are 
also explained. Last but least, the overall architecture of the proposed Machine 
Learning based IMSI catcher Detection system is described thoroughly. 

Keywords: IMSI catcher detection, mobile phone tapping, phone 
eavesdropping, machine learning, anomaly detection. 

1 Introduction 

Until recently, mobile communication has been perceived by the majority of users as 
quite secure regarding both confidentiality and privacy thanks to the strong encryption 
combined with use of temporary identities. In fact, users quite often consider mobile 
telephony as more secure than fixed telephony. Recently, a series of scandalous phone 
tapping incidents in the United States, United Kingdom, Germany, China, etc. 
revealed by Snowden, a former American National Security Agency (NSA) agent had 
eroded this conviction. It is really shocking that not only very important people at 
high position like the German chancellor, prime ministers, members of parliament, 
etc. but also regular people may be victims of phone eavesdropping.  But most 
frightening lies perhaps in the fact that the monitoring may be done by anybody from 
the police, governmental intelligence agencies, security institutions, etc. to private 
companies or organisations. With advances in microelectronics and the availability of 
mobile open source software,  equipment used in phone tapping are getting both 
smaller, easier to handle, more available and also quite affordable in the range of US 
$1500-2000.  
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Since the last couple of months, Aftenposten [1], one of the biggest newspapers in 
Norway has published several articles telling that they have detected the presence of 
many IMSI catchers aka fake base stations in the region of Oslo that could be used in 
the surveillance of mobile users. 

 

Fig. 1. IMSI catchers detected around the Parliament in Oslo (courtesy: Aftenposten) 

The detection has been done using mobile devices such as GSMK Cryptophone [2] 
that the reporters carried with them when moving around in Oslo. In fact, the existing 
IMSI detection solutions are based on portable devices that monitor the radio access 
network to detect possible presence of IMSI catchers. There is today no network 
based solution to detect IMSI catchers and the reasons are twofold. First, the need for 
IMSI detection is so far non-existent because there are only a few IMSI catchers used 
by governmental agencies in the fight against crimes and terrorism. Secondly, mobile 
operators do not consider IMSI catchers as threats because they just monitor the 
users’ conversation and do not do any harm to their mobile networks. However, with 
the increasing number of mobile phone tapping incidents, the users start to lose 
confident in mobile communication and mobile operators begin to realise that 
something must be done. This paper introduces a Machine Learning based IMSI 
catcher Detection system that was initiated by the Telenor ImobSec project in 
collaboration with Norwegian universities and security experts. The paper begins with 
a review of related works. Next, a comprehensive explanation of the IMSI catcher is 
given. For the detection of IMSI catcher the attributes of the anomaly input data set 
are then identified and clarified.  The challenges to the proposed system are also 
analysed. The central part of the paper is the proposed Machine Learning based IMSI 
catcher Detection system which is described thoroughly. Further works are proposed 
in the conclusion. 
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2 Related Works 

There are currently several initiatives aiming at developing IMSI detection solutions 
and as the review in this section will show they are all mobile device based solutions. 

2.1 Security Research Labs (SRLabs) 

The SRLabs [3] in Berlin directed by the famous German Cryptographer and security 
scientist Karsten Nohl has conducted a few activities focused on the detection of 
mobile phone tapping. For the assessment of mobile network security SRLabs offers a 
set of tools.  
 
CatcherCatcher 
One of these tools is the CatcherCatcher tool which has the ability to detect mobile 
network irregularities suggestin a fake base station activity. The CatcherCatcher 
consists of: 

• Osmocom1 phone [4] 
• Osmocom cable 
• Linux computer 

 

Fig. 2. SnoopSnitch main Views 

SnoopSnitch 
SnoopSnitch is an Android application which by collecting and analysing wireless 
radio data, makes users aware of their mobile network security and warns them about 
possible threats such as fake base stations (IMSI catchers), user tracking and  Over 
The Air updates as shown in Figure 2. With SnoopSnitch users can both make use and 
contribute data to the GSM Security Map at gsmmap.org. 
 

                                                           
1 The Osmocom project is a family of projects that are related Open source mobile 

communications. Its provides software and tools for a variety of mobile communication 
standards, including GSM, DECT, TETRA and others. 
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This application is currently working only on Android phones with a Qualcomm 
chipset and a stock Android ROM (or a suitable custom ROM with Qualcomm DIAG 
driver). Root privilege is required to capture mobile network data. 

2.2 Android IMSI-Catcher Detector (#AIMSICD) 

#AIMSICD [5] is an Android-based project originated from XDA forum2  with the 
goal of detecting and avoiding fake base stations (IMSI-Catchers) in GSM/UMTS 
networks which receives contributions from a large amount of anonymous and public 
Android developers, baseband hackers. All the developments are fully open source 
under GPL v3+ and located in an official GitHub repository. 

 

Fig. 3. #AIMSICD main views: Main Screen, Cell Information, Database Viewer, Map Viewer 
(Courtesy: #AIMSICD) 

The project has achieved the following: 

• Main Views as shown in Figure 3: 
o Main Screen: Information about Device, Network and SIM-Card 
o Cell Information: Relevant variables using public AOS API calls 

(LAC, CID, Signal Strength) 
o Database Viewer: Data collected by the phone and from public DB 

of Cell Towers 
o Map Viewer: Shows Cell-Towers from the public database that are 

in your area 
• Functions: 

o Cell-Monitoring: Collects information about the cell towers you 
are/were connected to and saves it in the local database 

o Cell Tracking: Tracks your position while you are connected to the 
cell-tower and saves it with cell data in the local database 

o Download data from public cell-tower database (right now only 
from OpenCell_ID) 

                                                           
2 XDA Developer (also known simply as XDA; often denoted as xda-developers) is a mobile 

software development community of over 5 million members worldwide, started in January 
2003. 
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o Position Tracking: Using the GPS-Sensor and Google Location 
Service 

• Detection: 
o Check Cell_ID’s collected by the phone against public Cell-Tower 

Database. 
o Check for "Changing LAC" of each Cell-ID that is collected by the 

phone. 

2.3 SBA Research 

SBA Research is an Austrian research center for Information Security funded by the 
national initiative for COMET Competence Centers for Excellent Technologies. It 
enables the collaboration of 25 companies, 4 Austrian universities, one university of 
applied sciences, a non-university research institute, and many international research 
partners on challenges categorizing from organizational to technical security. SBA 
Research has two independent implementations of an IMSI Catcher Catcher (ICC). 
The first one employs a network of stationary (sICC) measurement units installed in a 
geographical area and constantly scanning all frequency bands for cell 
announcements and fingerprinting the cell network parameters. These rooftop-
mounted devices can cover large areas. The second implementation is an app for 
standard consumer grade mobile phones (mICC), without the need to root or jailbreak 
them [6]. 

3 Brief Description of IMSI Catcher 

An IMSI catcher is a device for intercepting GSM mobile phones. It subjects the 
phones in its vicinity to a Man-In-The-Middle (MITM) attack by pretending to be the 
preferred base station in terms of signal strength. 

As its name tells, the IMSI catcher logs the IMSI numbers of all the mobile phones 
in the area, as they attempt to attach to the base station, and can determine the phone 
number of each individual phone. It also allows forcing the mobile phone connected 
to it to revert to A5/0 for call encryption (in other words, no encryption at all), making 
the call data easy to intercept and convert to audio. The phone calls can hence be 
tapped and recorded by the IMSI Catcher.  

This specific MITM attack was patented by Rohde & Schwarz, which presented 
the first IMSI Catcher GA 090 in Munich in 1996. On 24 January 2012, the Court of 
Appeal of England and Wales held that the patent is invalid for obviousness, since in 
reality it is just a modified cell tower with a malicious operator.   

The GSM specification requires the handset to authenticate to the network, but 
does not require the network to authenticate to the handset. This is obviously a 
weakness but GSM is a 26 years old technology and at its specification time it was 
almost impossible to have access to a false base station and a mutual authentication 
would be too heavy for the SIM card. IMSI catchers are employed by law 
enforcement and intelligence agencies. 
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To remedy the weakness of GSM, UMTS (3G) and LTE (4G) introduce mutual 
authentication, which requires also the authentication of base stations towards the 
mobile handset. Unfortunately, due to backward compatibility and the use of GSM as 
a fallback network where UMTS is not available, mobile phones can be forced to 
downgrade to a 2G connection and fully exposed to tapping [6]. 

  

Fig. 4. Various current IMSI catchers (courtesy: #AIMSICD) 

As shown in Figure 4, not like the first generation IMSI catchers which were big, 
heavy and expensive, the current ones come in uncountable shapes, sizes and prices, 
and can be as tiny as the portable Septier IMSI-Catcher Mini. 

4 Detection of IMSI Catcher 

To detect the presence of IMSI catcher it is necessary identify the anomalies in the 
mobile networks and to define the nature of anomaly detection input data set [7].  The 
outlier (anomaly) detection approach type 3 [8] is chosen since we already have a lot 
of knowledge about the mobile network. A few cases of IMSI catcher presence are 
considered to model anomalies and to define the input data set. 

4.1 Camping in 2G Instead of 3G 

In many areas, especially the urban ones, 2G, 3G and 4G networks will quite often 
coexist to accommodate all kinds of handsets and subscriptions. A 3G enabled 
handset will normally connect itself to 3G networks since services with higher QoS 
could be provided. An IMSI catcher would jam the signals of the 3G base stations and 
force the mobile phone to disconnect from the original network and register to it. The 
IMSI catcher [9] acts as a base station toward the mobile station and as a mobile 
station toward the real base station as shown in Figure 5. The IMSI catcher can 
establish a regular connection with the mobile network using its own SIM or without 
a SIM. In the latter case, in the authentication process, the IMSI catcher simply 
forwards the authentication data received from the mobile terminal to the base station 
and conveys the data from the base station to the mobile phone. The session has to be 
conducted with disabled encryption in both ways since the IMSI catcher does possess 
the ciphering key Kc. 

Seen from the network anomalies created by the IMSI catcher in an area may have 
as a contextual attributes the percentage of mobile phones on 2G and the one of 
mobile phones on 3G. Indeed, a 2G percentage higher than average or a 3G 
percentage lower than average will be considered as contextual anomalies. Another 
contextual attribute is the percentage of 3G enabled mobile handset that together with 
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the two previous ones constitute a collective anomaly. The anomaly model can be 
improved further by the addition of more attributes such as signal strength, antenna 
type (omnidirectional, sectorial), cell ID, cell size, etc. such that the detection can be 
improved and false positive reduced.  

 

Fig. 5. Man-in-the-middle attack with an IMSI Catcher 

4.2 Temporary Disappearance of Mobile Phones 

Quite often IMSI catchers have to jam all the signals in its vicinity. This will make the 
mobile stations around lose their connections to the mobile network. They will not be 
reached by the paging of the base station controller (BSC) at incoming calls addressed 
to them. The calls can hence not be delivered to the mobile phones as if they have 
moved to an area without coverage or if there are switched off or ran out of power. 
Anyway they seem to disappear from the network.  

The number of mobile phones that disappear for certain period of time from a 
network area will be used as a condition attribute for the IMSI catcher anomaly 
because a high value of disappeared mobile phones can indicate the possible presence 
of an IMSI catcher.  

4.3 Disabling of Encryption 

Although not all the IMSI catchers the ones that do not use their own SIM to establish 
a connection to the mobile network, must disable encryption to tap the call since they 
do not have access to the ciphering key Kc.  Although they have lower probability to 
succeed due the security requirement at many mobile operators these IMSI catchers 
are still in operation in many countries. 



136 T. van Do et al. 

 

The number of call established with disable encryption can be used a contextual 
attribute for the IMSI catcher anomaly because a high value of calls with disable 
encryption can be an indication of the presence of an IMSI catcher. 

4.4 Challenges to the IMSI Catcher Anomaly 

Although using anomaly detection in the detection of IMSI catcher there are, 
however, a few challenges that need to be considered carefully as follows: 
 
Determination of the Area for the IMSI Catcher Anomaly 
To determine the area for the collection of the input data set could be a challenging 
task because 2G (GSM), 3G (UMTS) and 4G (LTE) have different partitioning for 
location updating of the mobile phone. 

 

 

Fig. 6. Geographical partitioning in UMTS 

A GSM network (2G) is divided into cells, which are grouped into a location Area 
(LA). A mobile phone in motion keeps the network informed about changes of the 
location area [10]. When moving from a cell belonging to a location area to another 
cell belonging to another location area, the mobile terminal has to perform a location 
area update to inform the network about the new location area in which it is located. 
A location area is usually managed by a base station controller (BSC) and could be a 
candidate for the data collection area. 

In a UMTS network (3G) a serving GPRS support node (SGSN) manages one or 
more Radio Network Controllers (RNC) and an RNC manages several Node B 
(equivalent to base station in GSM) [11]. 

To track the location of a UE (mobile phone) some geographical groups are 
defined within the UMTS Radio Access Network (UTRAN) as follows [12]: 

• Location Area (LA): covers the area of one or more Radio Network 
Controllers (RNC) managed by the same SGSN. 

• Routing Area (RA): is a subset of a LA. It only covers one RNC or even only a 
subset of an RNC. 
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• UTRAN RA (URA): is a subset of an RA. It only covers multiple NodeBs of 
one RNC. 

LAs are used in the Circuit-Switched-domain and RAs in the Packet-Switched 
domain. As shown in Figure 6 Geographical partitioning in UMTS, a LA can have 
one or more RNC and one or more RA. An RA can have one or more URA. All the 
geographical partition may be considered as data collection area since the mobile 
station could be tracked in all of them. 

In an LTE network (4G) the cells (eNodeB) are grouped in Tracking Area (TA) 
used for paging of the UE (Mobile phone) [13]. Tracking areas can be grouped into 
lists of Tracking Areas (TA lists), which are administered by the User Equipment 
(UE). Tracking area updates are performed periodically or when the UE moves to a 
tracking area that is not included in its TA list. Mobile operators can allocate different 
TA lists to different UEs. By this way signaling peaks can be avoided in some 
conditions. For example, User equipment of train passengers may not perform 
tracking area updates simultaneously. The dimension of the TA compared to the LA 
depends on many factors like LTE paging capacity, TA update overhead, LA update 
overhead, etc. and could vary depending on the network. The Tracking Area (TA) 
may be considered as a data collection area because the mobile phone could be 
tracked in it. 

At the first glance, the Location Area of 2G is most suitable to be the data 
collection area but considerations have to be done when performing the mapping of 
Routing Area (RA), UTRAN (URA) and Tracking Area (TA) to LA because full 
match may not be achieved. 
 
Collection of Data 
The attributes of the input data set for the IMSI catcher are operational data of the 
mobile networks.  They are collected, used and disposed within a period of time 
because they are huge in amount.  For a more permanent storage of these attributes 
upgrades on the mobile networks have to done and this could pose financial issues. 

The ultimate goal of the IMSI catcher detection system is to identify the fake base 
stations as quickly as possible. Since those base stations quite often are on the move 
the collection of data has to be done mostly in real time. This becomes a bigger 
challenge when the input data are collected from distributed network components. A 
solution could be a distributed system having a collection and detection function for 
each data collection area e.g. Location Area. 

5 The Proposed Machine Learning Based IMSI Catcher 
Detection System 

To utilize and combine the previously mentioned contextual attributes for the 
detection of IMSI catcher we propose an innovative detection system based on 
machine-learning techniques which consists of two main parts as shown in Figure 7 
namely the online-detection part and the off-line learning part.  
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Fig. 7. The proposed Machine Learning based IMSI catcher Detection system 

 
As shown in Figure 7, the online-detection part contains different anomaly 

detectors, each of which uses a contextual attribute to define normal or abnormal 
behavior. For example, in our case we can have three different anomaly detectors. 
The first one is based on the change between 2G and 3G modes. The second one takes 
into account the temporary disappearance of mobile phones. The third one uses the 
disabling of the encryption. To combine these detectors, an ensemble detector is 
needed. A simplest form of the ensemble model is the majority voting between the 
different detectors but a weighted voting may also be considered in later phases. 
Several machine-learning algorithms, such as one-class Support Vector Machines 
[14] and Neural Networks, can be used as anomaly detectors. 

Following the suggestions from the ensemble detector, security experts would then 
look at suspicious places to verify if there any true IMSI catchers at a point in time. 
The feedback from the security experts is then given back to off-line learning part to 
update the models where the normal behavior was defined.  

At the present stage of our project no real data set has been yet collected from the 
mobile network and for illustration sake we did some experiments on the public 
available data set related to IMSI catcher detection from Aftenposten [15]. The data 
came from a handset while interacting with the mobile network and possibly with the 
IMSI catchers as well, and we cannot show the advantages of machine-learning in 
correlating different events from many different devices. However, the main objective 
of this experiment is to show that there is a potential of applying machine learning 
techniques to facilitate the detection process. 

For our simple experiment, from the data set we were interested in the frequency of 
the mode change between 2G and 3G. Our hypothesis is that the high value of the 
frequency would indicate abnormality in an area. 

We split the data by equal time slots and calculate the ratio between the number of 
2G and 3G in each time slot. We applied the anomaly detection algorithm named S-
H-ESD from Twitter [16] to detect abnormalities for those obtained ratio values. The 
result is shown in Figure 8. The three high spikes, which denote the abnormalities, 
indicate the possible presence of IMSI catcher. 
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Fig. 8. Experiments on 2G/3G modes with Aftenposten data set 

6 Conclusion 

In this paper an innovative system for the detection of IMSI catcher is presented and 
described. It has a few advantages compared to the current existing solutions. First, 
according to our knowledge, most of the current IMSI catcher detectors, are  located 
on the handset side, either as a dedicated device or an application that can be 
downloaded and installed in a regular mobile phone. They are intended for the users 
and put the responsibility of protecting confidentiality and privacy on the users’ 
shoulders. This may be both unfair and unmanageable for non-technical users. The 
proposed Machine Learning based IMSI catcher Detection system is network based 
and intended for mobile operators in the protection of their users. It is offering a more 
balanced and fair solution. Second, by being network based the proposed system will 
be able to carry out the data collection and detection at several areas simultaneously 
and hence improving the ability to detect an IMSI catcher. Third, the proposed 
detection system is using machine learning techniques and can hence learn and 
enhances itself more rapidly than the current IMSI catcher. However, as stated in the 
paper, there are also a few challenges such as determination of the area for the IMSI 
catcher anomaly, and collection of data, that have to be surmounted. The ImobSec 
project is also in very earlier phase and only data set from Aftenposten has been 
experimented. As future works, the proposed Machine Learning based IMSI catcher 
Detection system will be installed and deployed in the Telenor Norway mobile test 
network. Experiments will then be carried out with the introduction of the project’s 
IMSI catcher in the network. The lessons learned will then be applied to optimize and 
improve the system further. 
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Abstract. The curriculum-based university course timetabling which has been 
established as non-deterministic polynomial problem involves the allocation of 
timeslots and rooms for a set of courses depend on the hard or soft constraints 
that are listed by the university. To solve the problem, firstly a set of hard 
constraints were fulfilled in order to obtain a feasible solution. Secondly, the soft 
constraints were fulfilled as much as possible. In this paper we focused to satisfy 
the soft constraints using a hybridization of harmony search with a great deluge. 
Harmony search comprised of two main operators such as memory consideration 
and random consideration operator. The hybridization consisted three setups 
based on the application of great deluge on the operators of the harmony search. 
The great deluge was applied either on the memory consideration operator, or 
random consideration operator or both operators together. In addition, several 
harmony memory consideration rates were applied on those setups. The 
algorithms of all setups were tested on curriculum-based datasets taken from the 
International Timetabling Competition, ITC2007. The results demonstrated that 
our approach was able to produce comparable solutions (with lower penalties on 
several data instances) when compared to other techniques from the literature. 

Keywords: Harmony Search, Great Deluge, Curriculum Based Course 
Timetabling 

1 Introduction 

Curriculum-based course timetabling (CBCTT) is considered as non-deterministic 
polynomial (NP) problem that is intractable, i.e. there is no efficient algorithm that is 
guaranteed to find an optimal solution for such problems [1]. This is parallel to the 
theory of no-free-lunch theorem [2] which states that if any prior assumptions cannot 
be made about the optimization problem we are trying to solve, no algorithm can be 
expected to perform better than any other algorithm on that problem. The design of 
new methods and techniques to solve CBCTT problem is a very active area of 
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research. A very promising research area is the hybridization of metaheuristics 
techniques [3]. This paper focuses on the hybridization of metaheuristics between the 
population-based method (harmony search) and local search based method (great 
deluge). The aim of hybridizing a local search based with a population-based method 
is to attain a balance between exploration and exploitation of the search space 
utilizing the advantage of population-based and local search based methods [4], [5]. 

2 Curriculum Based Course Timetabling Problem 

The CBCTT problem is to create a weekly timetable of courses with meeting time by 
allocating the lectures to a certain number of rooms and timeslots based on the 
curricula [6]. The CBCTT problem definition consists of the basic entities shown in 
Table 1. The entities are described in the second column. 

Table 1. Basic entities in curriculum based course timetabling. 

Entity Definition 
Days (d) Number of teaching days in the week (typically 5 or 6). 
Timeslots (ts) Each day is split into a fixed number of timeslots, which is equal 

for all days. 

Periods (P) = d X ts A pair composed of a day and a timeslot. The total number of 
scheduling periods is the product of the days times the day 
timeslots. A set of P periods, T={T1,…TP}. 

Courses and Teachers A set of N courses, C = {C1,…,CN}, each course is composed of 
the number of lectures (L), to be scheduled and each lecture is 
associated to a teacher. 

Rooms Each room has a capacity, expressed in terms of number of 
available seats (c), and a location expressed as an integer value 
representing a separate building (l). Some rooms may not be 
suitable for some courses (because they miss some equipment). A 
set of M rooms, R={R1,…RM}. 

Curricula A curriculum is a group of courses such that any pair of courses in 
the group have students in common. Based on curricula, we have 
the conflicts between courses and other soft constraints. Set of Q 
curricula Cu = {Cu1, Cu2, ..., CuQ} 

A feasible timetable is when all lectures have been scheduled for a time slot and a 
room, so that the hard constraints are satisfied. On the other hand, soft constraints 
may be violated. Then the objective of CBCTT problem is to minimize the number 
of soft constraint violations in a feasible solution in order to improve the solution 
quality. 

A previous study [7] has divided the constraint into two sets: the hard constraints 
and the soft constraints. (1) Hard constraints: H1 - Lectures: All lectures of a course 
must be scheduled, and they must be assigned to distinct periods. H2 - Conflicts: 
Lectures in the same curriculum or taught by the same teacher must all be scheduled 
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in different periods. H3 - Room occupancy: Two lectures cannot take place in the 
same room at the same time. H4 - Availability: If the teacher of the course is not 
available to teach that course at a given period, then no lecture of the course can be 
scheduled at that time. (2) Soft constraints: S1 - Room Capacity: For each lecture, the 
number of students that attend the course must be less or equal than the number of 
seats in all rooms that host the lectures. S2 - Min Working Days: The lectures of each 
course must spread into the given minimum number of days. S3 – Isolated Lectures: 
Lectures that belong to a curriculum should be adjacent to each other (i.e., in 
consecutive periods). S4 - Room Stability: All lectures of a course should be given the 
same room. The quality of solution is calculated as the total penalties of the soft 
constraints: S1 + S2 + S3 + S5. 

3 The Algorithm 

The algorithm consisted of construction and improvement algorithms. 

3.1 Construction Algorithm  

Starting from an empty timetable, each of the lectures which were sequenced by 
saturation degree heuristic, followed by largest degree heuristic and went through a 
lecture assignment process. A conflict matrix was produced in the pre-processing 
phase to identify the conflict for each lecture. Sometimes lectures did not have a 
conflict (in certain data instances) because they existed on their own in the curricula. 
These lectures were assigned later, after all the lectures with conflict had already been 
assigned.  

Each of the lectures which have already sequenced according to the above 
heuristics setting was randomly assigned to empty slots in an iterative process. During 
this process, the feasibility of all hard constraints in each iteration step was enforced. 
In the case where a lecture cannot be assigned to any slots due to non-available slots, 
it was then included in the unassigned lectures list. 

The unassigned lecture list was further assigned to the timetable using nine 
procedures that were carried out in sequence. If a feasible timetable is found at any 
level of procedures, the algorithm keeps the solution and start new assignment 
procedures using a different random seed. Otherwise, all other procedures are 
repeated with a maximum of 50 iterations. After 50 iterations of unassigned lecture 
assignment procedures, if a feasible solution is not found, the current timetable will be 
discarded and the algorithm start a new assignment procedure using a different 
random seed. For lectures without a conflict, it was scheduled in the timetable using 
the same approaches. However, only two procedures were used.  

The whole process was repeated 50 times to produce a population of initial 
solutions as the improvement algorithm used is a population-based method. Only 
feasible timetable (i.e. with no hard constraints) was included in the population of 
initial solution.  
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3.2 Improvement Algorithm 

Harmony search. The harmony search algorithm (HSA) is a population based on 
metaheuristic algorithm that impersonates the musical improvisation process in which 
a group of musicians improvise their instruments’ pitch by searching for a perfect 
state of harmony according to audio-aesthetic standard [8]. The HSA requires six 
steps as follows:  

1. Determine the algorithm parameter setting - the HSA parameters required to solve 
the CBCTT problem are harmony memory consideration rate (HMCR), harmony 
memory size (HMS) (that is equivalent to population size), pitch adjustment rate 
(PAR), and maximum improvisations (MI) (that is the maximum number of 
generations)  

2. Memory initialization – the process of constructing the population of initial 
solution which is called harmony memory (HM). The number of initial solution is 
determined by the value of HMS stated in the first step. 

3. Harmony improvisation - the solution is optimized (improved) using the following 
operators: 
(a) Memory consideration (MC) - choosing the lecture (from the HM) to be 

assigned in the timetable slot. 
(b) Random consideration (RC) - choosing the lecture from all lectures that are 

available. 
(c) Pitch adjustment (PA) - replaced the lecture assigned by memory consideration 

(MC) operator. 
4. Update memory with the solution found - the new solution that is better than 

previous solution is included in HM. 
5. Determine the termination criteria - the termination criteria used is the number of 

the iteration process, i.e. maximum improvisations (MI) that has been defined in 
the first step. 

6. Cadenza (musical terminology) - return the best harmony 

 
Great Deluge. The great deluge (GD) algorithm is proposed by [9] and is motivated 
by the behaviour of the hiker who seeks the peak of the ground when the water level 
rises up during rainy season. GD is a variance of simulated annealing (SA) technique 
in which the differences such as GD involves fewer parameters and decrease the 
objective function in its acceptance rule of solutions [10]. 
Hybridization of Harmony Search and Great Deluge. The hybridization of GD within 
HSA consists of three types: (1) hybridization of HSA and GD in RC operator 
(NGD), (2) HSA with GD in MC operator (GDN) and (3) HSA with GD in MC and 
RC operator (GDGD). The N in the NGD and GDN consists of an algorithm as in the 
original HSA described above.  

Figure 1 shows the general pseudo code of the hybridization of HSA and GD, 
while Table 2 shows the respective MC, RC, and UPDATE acceptance formula 
related to the hybridization. The NN hybridization is the original HSA 
implementation without local search based method hybridization.  
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Step 1: HSA parameters settings (HMS,HMCR, PAR, MI) 
Step 2: Initialize HM{x1,..., xHMS} 
while not termination criterion specified by MI do 
Step 3: Harmony Improvisation 

Select the best harmony xBEST ∈(x1,..., xHMS). 
Set Current Best harmony, xCURBEST =xBEST 
Set water level, B= f(x BEST) 
for j =1,..., N do  (N is the number of decision variables) 
     if U(0,1) ≤ HMCR (memory consideration) 
              (pitch adjustment) 

                            Move timeslot: 0 ≤ U(0 ,1 ) ≤ 0.2xPAR 
                            Swap timeslot: 0.2xPAR < U(0,1) ≤ 0.4xPAR 
                            Move room: 0.4xPAR < U(0 ,1 ) ≤ 0.6xPAR 
                            Swap room: 0.6xPAR < U(0,1) ≤ 0.8 xPAR 
                            Kempe chain move: 0.8xPAR < U(0,1) ≤ 1 xPAR 

            MC Acceptance Formula 
end if (end of memory consideration) 
else (random consideration) 

                           Move or Swap (timeslot and room) 
            RC Acceptance Formula   
end if (end of random consideration) 

          end for 
Step 4: Update the new harmony in the HM 

UPDATE Acceptance Formula 
end while (Step 5: Performing termination) 

    Step 6: Cadenza (returns the best harmony ever found 

Fig. 1. General Pseudo Code of HSA and GD Hybridization 

In the pseudo code, in step 1, the values of HSA parameters were initialized by the 
following values: HMS = 50, HMCR = 0.2, 0.5, and 0.8, PAR = 1.0, MI = 1000. In 
step 2, the initialization of harmony memory was the construction algorithm which 
already described in section 3.1.  

During the improvement stage, i.e. step 3, the best solution, xBEST from the 
harmony memory (HM) was selected and assigned to current variable, xCURRBEST. The 
cost of the best solution f(xBEST) was assigned to B which was the initial water level.  

For N iterations, the improvisation step in MC operator and RC operator in the 
hybridization of HSA with GD algorithm constituted several neighborhood structures 
as follows: 

• The move timeslot. With the probability between 0%×PAR and 20%×PAR, the 
lecture is randomly moved to any feasible timeslot in the same room.  

• The swap timeslot. With the probability between 20%×PAR and 40%×PAR, the 
lecture is swapped with the timeslot of another lecture, while the rooms of both 
lectures are not changed. 
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• The move room. With the probability between 40%×PAR and 60%×PAR, the 
lecture is randomly moved to any feasible timeslot in a different room. 

• The swap room. With the probability between 60%×PAR and 80%×PAR, the 
lecture is swapped with the timeslot of another lecture located in a different room. 

• The kempe chain move. With the probability between 80%×PAR and 100%×PAR, 
the lecture is moved using a Kempe chain. A Kempe chain is defined as a set of 
lectures that form a connected component because the conflict in the subset of 
lectures belongs to two distinct periods. 

Table 2. Different Acceptance formula in hybridization of HSA and GD. 

Acceptance Formula Hybridization’s 
name MC RC UPDATE 

if  
 f(xNEW) <= f(x 

CURBEST) 
xCURBEST =xNEW 

end if 

if 
 f(xNEW) <= f(x 

CURBEST) 
    xCURBEST =xNEW 
end if 

if  
f(xNEW) <= f(xWORST) 
    x 

WORST = x NEW 
end if 

NN 

if  
 f(xNEW) <= f(x 

CURBEST) 
  xCURBEST =xNEW 

end if 

If 
 f(xNEW) <= B  
or 
 f(xNEW) <= f(x 

CURBEST) 
     xCURBEST =xNEW 
end if 

If 
 f(xNEW) <= B 
 or 
 f(xNEW) <= f(x 

WORST) 
     xWORST =xNEW 
end if 

NGD 

If 
 f(xNEW) <= B  
or 
 f(xNEW) <= f(x 

CURBEST) 
xCURBEST =xNEW 

end if 

 
if 
 f(xNEW) <= f(x 

CURBEST) 
    xCURBEST =xNEW 
end if 
 

if 
 f(xNEW) <= B 
 or 
 f(xNEW) <= f(x 

WORST) 
    xWORST =xNEW 
end if 

GDN 

If 
 f(xNEW) <= B  
or 
 f(xNEW) <= f(x 

CURBEST) 
xCURBEST =xNEW 

end if 

If 
 f(xNEW) <= B  
or 
 f(xNEW) <= f(x 

CURBEST) 
    xCURBEST =xNEW 
end if 

if 
 f(xNEW) <= B 
 or 
 f(xNEW) <= f(x 

WORST) 
     xWORST =xNEW 
end if 

GDGD 

 
The RC operator which was selected based on 1 - HMCR probability moved or 

swapped the lecture at j randomly to other timeslots (whether in the same room and 
timeslot or different room and time slot) that were available and feasible. 

In NN and NGD, for each movement of selected neighborhood structure on the 
MC operator, the quality of the new solution f(xNEW) was calculated and compared 
with the quality of the best solution, f(xCURRBEST). If there is an improvement, where 
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f(xNEW) is less or equal to f(xCURRBEST), the new solution xNEW is accepted and xCURRBEST 
is set to the new solution xNEW. The worse solution cannot be accepted. In other hand, 
in  GDN and GDGD, the better solution (f(xNEW) whether it is less or equal to 
f(xCURRBEST)) is always accepted while the worse solution in which xNEW is more than 
the best solution xCURRBEST, the new solution is accepted if it is less or equal to the 
value of current water level B. 

In these proposed hybridization of HSA with GD algorithms, the water level B did 
not use any decay rate, instead the value of B was set to the value of the updated best 
solution in the HM at every MI iteration. In other word, the same water level B was 
used within N variables iteration.  

With the probability of 1-HMCR, the RC operator randomly moved the lecture to 
any feasible timeslot or swapped the lecture with another lecture located in the same or 
different rooms or periods. In NN and GDN, the execution of these moves and swap 
were calculated and compared with the quality of the best solution, f(xCURRBEST). If there 
is an improvement in which f(xNEW) is less or equal to f(xCURRBEST), the new solution 
xNEW is accepted and xCURRBEST is set to a new solution xNEW. The worse solution cannot 
be accepted. In NGD and GDGD, the execution of the RC operator was calculated and 
compared using the GD acceptance formula. The improved solution (f(xNEW) whether it 
is less or equal to f(xCURRBEST)), it is always accepted while the worse solution is 
accepted if it is less or equal to the value of current water level B. 

At the end of N variables iteration, the new solution xNEW was updated to HM if the 
cost of new solution f(xNEW) is less or equal to the worst solution in the HM, f(xWORST). 
For HSA and GD hybridization (NGD, GDN, and GDGD), if the new solution xNEW is 
worse than the worst solution in HM, the new solution is accepted if it less or equal to 
the value of current water level B. At the beginning of the next MI iteration, the water 
level B is set to the best solution found so far. 

The whole procedure was repeated until the termination criteria (number of MI) 
were met and the best solution found was returned to the end of this algorithm. 

4 Experimental Results 

The proposed methods were coded using C++ in Microsoft Visual 2008 under 
Windows 7 on an Intel Machine with Core TM i7 4770 CPU and a 3.1GHz processor 
and 3GB RAM. Twenty-one data of instances were categorized as ITC-2007 which 
were available at CBCTT website (http://tabu.diegm.uniud.it/ctt). The data were used 
to compare the performance of NN, NGD, GDN, and GDGD. For each proposed 
algorithm, three HMCR, i.e. 0.2, 0.5, and 0.8 were executed 10 times for each data, by 
imposing 1000 iterations as the stopping condition. 

Table 3 shows the penalties obtained from the best results of 10 run which were 
obtained by NN, NGD, GDN, and GDGD algorithm with different HMCR setting. 
The total penalties from Table 3 are highlighted in a bar chart as shown in Figure 2. It 
is apparent from Figure 2 that the lowest total penalties were obtained from NGD 
with HMCR 0.5 setting. 
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Table 3. Results of NN, NGD, GDN and GDGD with different HMCR 

 NN NGD GDN GDGD 

HMCR

0.2 0.5 0.8 0.2 0.5 0.8 0.2 0.5 0.8 0.2 0.5 0.8 

Data 

Instances 

Comp01 6 5 6 7 5 6 8 7 6 9 7 10 

Comp02 151 145 143 116 81 111 144 127 127 129 125 125 

Comp03 162 146 151 116 108 103 150 136 147 141 144 139 

Comp04 74 73 75 81 62 57 90 88 100 105 107 105 

Comp05 479 524 514 381 365 396 441 412 391 361 365 358 

Comp06 118 110 113 116 100 81 127 138 152 161 149 157 

Comp07 112 102 100 111 73 61 123 124 154 156 161 176 

Comp08 87 81 88 91 76 58 100 115 130 129 131 128 

Comp09 181 165 164 149 136 142 177 166 180 180 178 185 

Comp10 82 82 85 77 52 53 102 111 119 128 132 137 

Comp11 0 0 0 0 0 0 0 0 0 1 1 0 

Comp12 584 557 584 385 392 454 480 482 412 424 406 416 

Comp13 124 120 110 113 103 95 128 139 153 153 152 153 

Comp14 108 110 116 94 81 82 120 114 118 122 118 122 

Comp15 153 167 158 111 116 124 153 142 137 143 147 148 

Comp16 108 89 100 108 81 68 129 129 140 153 147 160 

Comp17 142 149 137 140 117 113 162 180 176 174 172 173 

Comp18 113 115 115 104 106 117 115 105 100 101 106 104 

Comp19 182 154 137 107 104 107 139 129 138 126 135 136 

Comp20 107 117 130 90 82 86 136 135 148 143 135 140 

Comp21 205 197 206 167 143 169 206 207 205 209 211 214 

TOTAL 3278 3208 3232 2664 2383 2483 3230 3186 3233 3248 3229 3286 

It can be concluded that the hybridization of HSA with GD, with the range of 50% 
normal acceptance formula (the movement is accepted if the cost is less or equal to 
the current cost) in MC operator and 50% of the GD acceptance formula in RC 
operator (NGD) outperformed those obtained by other HSA and GD hybridization 
algorithms with the lowest total penalties, i.e. 2383. NGD with HMCR 0.8 gave a 
better performance compared to NGD with HMCR 0.2. These results demonstrated 
that the use of less than 50% of GD acceptance formula in the RC operator produces 
better performance. In addition, these results indicated that the MC operator which 
used different neighborhood structures with normal acceptance formula contributed 
faster convergence rather than employing the neighborhood structures with the GD 
acceptance formula. This was verified with the result provided by GDN and GDGD, 
in which both of them applied GD acceptance formula in the MC operator. 
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Fig. 2. Total Penalties of HSA and GD Hybridization 

4.1 Experiments with Higher Number of Iterations 

After further analysis on the performance graph of the NGD algorithm, it was found 
that the improvements are still being made towards the end of the maximum number 
of iterations, i.e. 1000. Therefore, the execution of NGD was extended until no further 
improvement for the last 1000 iterations. This is to study whether much better 
solutions can be found.  

The execution of NGD with higher iteration was applied to all problem instances 
except for Comp01 and Comp05, as both of the problem instances were already at the 
state of optimal solution. 

Table 4 shows the percentage improvement of NGD with higher iterations 
compared to NGD with 1000 iterations. The NGD with higher iterations was able to 
improve the solution for most of the problem instances except Comp05. The NGD 
with higher iterations was able to improve the solution by more than 10% for eleven 
problem instances.  

4.2 Comparing with Other Approaches in Literature 

Table 5 shows the comparison of NGD with higher iterations with other approaches in 
the literature. The objective here was to show that the hybridization of HSA and GD 
is able to produce a good quality and feasible solutions for CBCTT problems even 
though they may not produce the best results. The approaches considered include 
repair-based heuristic using propositional satisfiability (SAT) by [11], dynamic tabu 
search by [7], combination of hill climbing (HC), great deluge (GD) and simulated 
annealing (SA) by [12], great deluge (GD) with kempe chain neighborhood by [13], 
adaptive tabu search (ATS) by [14], adaptive tabu search (ATS) with numerous 
combination of neighborhoods by [15], integer programming by [16], threshold 
accepting by [17], combination of an electromagnetic-like mechanism (EM) and great 
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deluge (GD) by [18], propositional satisfiability (SAT) solvers and optimizers by 
[19], combination of simulated annealing (SA) and dynamic tabu search (DTS) by 
[20], and hybridization between simulated annealing and non-accepted solutions 
memory (SAM) by [21]. 

Table 4. Improvement Percentage of NGD with Higher Iterations 

 
NGD HMCR 0.5 
1000 iterations 

NGD HMCR 0.5 
Higher iterations 

 

Problem 
instances 

Penalty Penalty No. of iterations 
Improvement 

Percentage 
Comp01 5 5 Optimal Optimal 

Comp02 81 66 2177 18.52 
Comp03 108 98 3984 9.26 
Comp04 62 43 5259 30.65 
Comp05 365 365 441 0.00 
Comp06 100 78 5445 22.00 
Comp07 73 30 7544 58.90 

Comp08 76 50 4295 34.21 
Comp09 136 126 2912 7.35 
Comp10 52 36 5013 30.77 
Comp11 0 0 Optimal Optimal 
Comp12 392 390 1893 0.51 
Comp13 103 89 4882 13.59 

Comp14 81 69 2309 14.81 
Comp15 116 110 3495 5.17 
Comp16 81 47 4544 41.98 
Comp17 117 98 2456 16.24 
Comp18 106 103 2333 2.83 
Comp19 104 94 3719 9.62 

Comp20 82 68 3611 17.07 
Comp21 143 132 1981 7.69 

TOTAL 2383 2097  12.00 
 
The dashes (-) sign in Table 5 indicates the problem instances that were not 

experimented by the authors. The best results were highlighted in each cell. The first 
comparison resulted against [11] who had applied repair-based heuristic using 
propositional satisfiability (SAT). The NGD results were better than the repair-based 
heuristic in all problem instances. The NGD results were better than [7] for three 
problem instances (Comp02, Comp04, and Comp07), better than [16] for two 
problem instances (Comp01 and Comp12), better than [19] for four problem instances 
(Comp03, Comp05, Comp12, and Comp15), and has equal result with [21] for one 
problem instance (Comp04). 

In Table 5, the comparisons were also made with the results obtained from the best-
known solution (last column) available from CBCTT website (http://satt.diegm.uniud. 
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it/ctt). The NGD algorithm obtained the optimal solution for Comp01 and Comp11, 
while achieved competitive results with the best-known solution for the rest of the 
problem instances.  

Table 5. Comparison of Results Obtained by the NGD (HMCR 0.5 higher iteration) with Other 
Approaches 

 

5 Conclusion and Future Work 

The overall goal of this paper was to investigate the HSA hybridization with great 
deluge for solving the CBCTT problem. The hybridization produced three proposed 
algorithms such as hybridization of GD in RC operator of HSA (NGD), hybridization 
of GD in MC operator of HSA (GDN), and hybridization of GD in MC and RC 
operator of HSA (GDGD). In addition, each proposed algorithm was executed using 
three different harmony memory consideration rate (HMCR) such as 0.2, 0.5, and 0.8. 
The performance of each proposed algorithm with different HMCR was compared to 
each other based on the lowest total penalties obtained. The NGD with HMCR 0.5 
produced the lowest total penalties compared to all other proposed algorithms. A 
further execution of NGD with HMCR 0.5 using higher number of iterations was 
carried out to find whether the solution of each problem instances can be improved. 
The results showed more than 10% of improvement for half of the problem instances. 
The result of NGD with HMCR 0.5 (with higher number of iterations) was compared 
to other approaches in the literature which applied the same domain and the best-
known solution available in the CBCTT website. The approach produced solutions 
that were better than one published results of all problem instances, while it was better 
on certain problem instances on certain published results. Moreover, this approach 
was able to obtain the optimal penalty cost for two problem instances. In the future, 
this proposed approach can be applied to real data CBCTT problem. 

Table 5. Comparison of Results Obtained by the NGD (HMCR 0.5 higher iteration) with Other Approaches 

Problem 
Instances

NGD [11] [7] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21]

Best 
Known 
Solution 
(Until 

01/07/2015)
Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty Penalty

Comp01 5 9 5 5 5 5 5 13 5 5 5 5 5 5
Comp02 66 103 75 43 60 34 40 43 91 39 24 41 35 24
Comp03 98 101 93 72 81 70 71 76 108 76 111 66 77 64
Comp04 43 55 45 35 39 38 39 38 53 35 35 35 43 35
Comp05 365 370 326 298 321 298 298 314 359 315 1343 301 293 284
Comp06 78 112 62 41 45 47 47 41 79 50 27 43 51 27
Comp07 30 97 38 14 21 19 21 19 36 12 6 18 15 6
Comp08 50 72 50 39 41 43 43 43 63 37 37 39 46 37
Comp09 126 132 119 103 102 99 101 102 128 104 171 96 99 96
Comp10 36 74 27 9 17 16 18 14 49 10 4 15 6 4
Comp11 0 1 0 0 0 0 0 0 0 0 0 0 0 0
Comp12 390 393 358 331 349 320 320 405 389 337 977 320 307 294
Comp13 89 97 77 66 73 65 65 68 91 61 59 64 71 59
Comp14 69 87 59 53 59 52 55 54 81 53 51 53 55 51
Comp15 110 119 87 84 82 69 - - - 73 111 66 68 62
Comp16 47 84 47 34 49 38 - - - 32 18 28 32 18
Comp17 98 152 86 83 81 80 - - - 72 56 71 61 56
Comp18 103 110 71 83 79 67 - - - 77 83 69 70 61
Comp19 94 111 74 62 67 59 - - - 60 57 60 62 57
Comp20 68 144 54 27 30 35 - - - 22 4 29 14 4
Comp21 132 169 117 103 110 105 - - - 95 86 89 81 74
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Abstract. Latent Semantic Indexing (LSI) is one of the well-known searching 
techniques which match queries to documents in information retrieval applica-
tions. LSI has been proven to improve the retrieval performance, however, as 
the size of documents gets larger, current implementations are not fast enough 
to compute the result on a standard personal computer. In this paper, we pro-
posed a new parallel LSI algorithm on standard personal computers with multi-
core processors to improve the performance of retrieving relevant documents. 
The proposed parallel LSI was designed to automatically run the matrix compu-
tation on LSI algorithms as parallel threads using multi-core processors. The 
Fork-Join technique is applied to execute the parallel programs. We used the 
Malay Translated Hadith of Shahih Bukhari from Jilid 1 until Jilid 4 as the test 
collections. The total number of documents used is 2028 of text files. The 
processing time during the pre-processing phase of the documents for the pro-
posed parallel LSI is measured and compared to the sequential LSI algorithm. 
Our results show that processing time for pre-processing tasks using our pro-
posed parallel LSI system is faster than sequential system. Thus, our proposed 
parallel LSI algorithm has improved the searching time as compared to sequen-
tial LSI algorithm.  

Keywords: Latent Semantic Indexing (LSI), Parallel programming, Fork-Join. 

1 Introduction 

Searching through a huge collection of Web documents is very difficult and time 
consuming. Prior to searching, an indexing table must be built to assist for a more 
convenient and efficient search. Inverted Files, Suffix Array and Signature Files are 
among the common indexing techniques applied to large documents. However, 
searching has moved from just looking at simple word matching strategies into  
content-based search. In order to assist search on similar or synonyms word, Latent 
Semantic Indexing (LSI) technique offers better approach to extract information 
from large collections of text documents [1]. LSI can be used to do automatic  
indexing and information retrieval by mapping documents as well as terms to a  
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representation in the Latent Semantic space. In other words, LSI can overcome the 
exact term-matching problem by automatically discovering latent relationship in the 
document collection and by retrieval based in the higher level semantic structure 
rather than just the surface level word choice [2]. LSI uses method from linear alge-
bra called Singular Value Decomposition (SVD) that requires matrix computation on 
term-document matrices. The SVD method is used to discover the important associa-
tive relationship between term and term, between term and document and between 
document and document. The core of the SVD algorithm requires an eigen decompo-
sition of the matrix, which has been a computational problem for many decades [3]. 
The SVD computation has taken a lot of time which makes it a prime candidate for 
decreasing processing times [3]. With hundreds on documents to be computed, hun-
dreds number of matrices with big dimensions need to be handled at appropriate 
speed efficiently.  

Information retrieval systems often have to deal with very large amounts of data. 
Computer must be able to process many gigabytes or even terabytes of text, and to 
build and maintain an index for millions of documents. A single computer simply 
does not have the computational power or the storage capabilities required for index-
ing even a small fraction of the World Wide Web. As the data volume and query 
processing loads increase, mechanisms are needed to improve the performance of 
information retrieval. The idea is to partition large document collections, as well as 
their index structures, across computers. This not only allows for larger storage ca-
pacities, but also permits searches to be executed in parallel [4]. Therefore, in this 
paper, we proposed a parallel LSI which was designed to automatically run the ma-
trix computation on LSI algorithms as parallel threads using multi-core processor. 
The Fork-Join technique is applied to execute the parallel programs [5]. Our parallel 
algorithm was applied on the matrices to improve the computation and performance 
on information retrieval. The paper is organized as follows. Section 2 reviews some 
of the related research on LSI. In Section 3, the proposed framework and methods 
for the parallel LSI are presented. Section 4 discusses on the result of our experi-
ments and section 5 concludes the paper. 

2 Related Works 

The most popular indexing methods in the text retrieval are inverted files, suffix ar-
rays and signature files. The other indexing technique which is widely used is Latent 
Semantic indexing (LSI). LSI is an effective automated method for determining if a 
document is relevant to a reader based on a few words [6].  

Kowalski [7] identifies that indexing by term usually uses thesauri or dictionary or 
any other expansion technique to expand a query to find ways the same thing has been 
represented. On the other hand, LSI does not require the same technique as uses by 
indexing by term. LSI is a statistical technique that derives a statistical correlation 
between all terms and documents in corpus, in an attempt to overcome the problem 
inherent in lexical matching [8]. LSI can be described as a mathematical technique 
that employed Singular Value Decomposition (SVD) to create relationship between 
terms and terms, terms and documents, and documents and documents in reduced 
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Latent Semantic Space. SVD is a technique in linear algebra that discovers the impor-
tant associative relationship between elements in the matrix. Since LSI is based on the 
relationship of vectors of terms and documents, and the associations are derived from 
numerical analysis of existing texts or terms or documents, therefore no external dic-
tionaries, thesauri or knowledge bases are necessary [9]. 

LSI is an important step to the document indexing process and provides a good so-
lution for a wide range of information retrieval [10]. To date, LSI is routinely applied 
to collections of millions to tens millions of documents since LSI works better than a 
pure keyword search. LSI use the same process as keyword searches, but for LSI, the 
keyword search is applied to a new set of words counts for each document known as 
the term-document matrix, that are derived from the original documents [6]. 

There are some related researches on using LSI for information retrieval. Muha-
mad Taufik et al. [11], has experimented on LSI technique which was applied to  
Malay language retrieval environment. They worked on the actual Malay Quranic 
collection and the actual English Quranic collection that contain of 6236 documents 
in each language. They concluded that LSI work well for Malay-English cross  
language and monolingual information retrieval.  

Another research has worked on LSI for Malay text retrieval [12]. In this research, 
the Singular Value Decomposition (SVD) method was applied to model documents 
and queries as vectors in reduced space. The components of the vector were deter-
mined by the term weighting scheme, a function of the frequencies of the terms in the 
document or query.  

Cavanagh, et al. [3] has implemented parallel Latent Semantic Analysis (LSA) us-
ing a Graphics Processing Unit (GPU). The performance of the parallel LSA on the 
GPU is compared to traditional LSA implementation on CPU. The results showed 
that, for large matrices that have dimensions divisible by 16, the GPU algorithm ran 
five to six faster that the CPU version.  

A recent research on LSI was done by Sadjirin and Rahman[13] which applied LSI 
to a total of 210 Malay language documents. For the test collections, 95 documents 
are taken from a collection of Sahih Muslim’s hadith and 115 documents from a col-
lection of Sahih Bukhari’s hadith. Their experiment results show that for the Malay 
document retrieval, LSI performed 40% better compared to Inverted Index Files tech-
nique. However, the processing time for LSI is higher as compared to that of Inverted 
File technique. Thus, LSI has high computational cost for the matrix decomposition. 

3 The Proposed Framework and Techniques 

This section describes the framework for the prototype of the system. Fig. 1 illustrates 
the framework of Latent Semantic Indexing for Retrieving Malay Hadith Translated 
Document. The first component in this framework is the test collections named Collec-
tion of Translated Hadith (Shahih Bukhari). Next component is Latent Semantic Space 
which is a vector space model representing the location or the vector of terms and doc-
uments in LSI. The Term-by-Document Matrix is a matrix representation that consists 
of term, occurrences of term in the document as well as the documents or articles itself. 
In this matrix, columns represent the document, and rows represent the terms.  
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Query processing is the task that processes query words which is formulated by the 
user. During query processing, the query term is stemmed and reduced to the root 
word. The query is measured against the terms vector and documents vector in the 
Latent Semantic space based on cosine similarity [1, -1]. The result returned to the 
user is depending on the ranking instead of exact term-matching strategies. If the 
document ranking is 1, it means that the document retrieved is exactly similar in the 
context, while -1 indicates that there is no similarity at all. Hadith document files will 
be retrieved and displayed if the queries have similarities against terms documents. 

 
Fig. 1. Latent Semantic Indexing Framework 

3.1 Pre-processing 

For the proposed new Parallel Latent Semantic Indexing technique, the pre-processing 
tasks used the Fork-Join technique to break down the problem to simple tasks until 
these become simple enough to be solved directly and make the processing faster. 
Several pre-processing tasks that need to be accomplished are as follows: 

Extract Terms (List of Terms) from Document Files in the Test Collection. 
During the process of terms extraction, the Malay stopword and special characters are 
removed from document’s contents and then stemmed into its root word by removing 
its prefixes and suffixes. The parallel process of extracting term documents in test 
collection was done by using Fork-Join technique. Firstly, the major process is di-
vided into several parts or tasks. This part is processed on a separate CPU. Each part  
will start the process to read the document’s name from test collection, extract all the 
contents, and converting all the string into lower case. Then, the removal of stopword 
and stemming procedures is performed. Next, each word is compared to the other 
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words. The same or identical word is grouped together. Before proceeding to the next 
step of Fork-Join technique, each part is processed until all the files have been re-
trieved and all the contents from document files have been extracted. Finally, all parts 
are joined after all documents from test collection have been retrieved. Lastly, the list 
of terms are sorted and saved into a file named ‘Term_List’. 

Create Term-by-Document Matrix.  
Term-by-document matrix is created by comparing a term that has been created 
against the document from test collection. During the process of creating term-by 
document matrix, the Malay stopword and special characters are removed from doc-
ument’s contents and then stemmed into its root word by removing its prefixes and 
suffixes. Term-by-document matrix file is the most important and critical part in this 
research because it will be used in Singular Value Decomposition (SVD) computation 
to derive the Latent Semantic space. Firstly, the system will read the ‘Term_List’ file 
and documents from test collection. The occurrences of term from ‘Term_List’ file 
will be compared and counted against the subsets (group documents) from test collec-
tion. If the term does not occur, the system will write 0, otherwise it will write the 
number the occurrences. The list of occurrences will be in matrix form, where the 
rows represent the term and the columns represent the documents. The system will 
repeat the same process until the entire documents from test collection has been re-
trieved. If there are no more documents to be processed, the term-by-document will 
be saved in a file named ‘Term_Document_Matrixs’ file. 

Create the LSI Space with the Specific k Value.  
The process of creating or calculating the LSI/LSA space is the process that takes the 
longest time in sequential process. In our proposed framework, Fork-Join technique is 
applied to this process in order to make the searching part faster. For this process, we 
need to choose the right value of k that will be use in creating the LSI space. Very low 
values of k means user may lose some of the relevant document. But very high values 
of k may not change the result much from the simple vector search. Firstly, parallel 
process started by setting the k value, retrieving all the terms in the ‘Term_List’ file 
and all the matrices in the ‘Term_Document_Matrix’ file, and reading all the docu-
ment files. Next, the process is divided into several parts or tasks. Each part is 
processed on a separate CPU. The relationship of term-by-term and term-by-
document representation in LSI is derived by using SVD method. The SVD method 
created the LSI Space in parallel threads. Lastly, the matrix values are saved to files 
named ‘mRowVectors’ and ‘mColumnVectors’. 

3.2 Data Collection 

Hadith Documents.  
In this research, we used 2028 documents, which are derived from Malay translated 
hadith from Shahih Bukhari collections. Table 1 below shows several examples of 
hadith documents in the test collections. 

The name of each Malay document is uniquely identified according to its naming 
convention. For example, file name ‘H0001MJ1’ indicates that the letter ‘H’ means the 
file is a Malay hadith document, the next four digit (‘0001’) means number of  
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document number, ‘M’ means the hadith is Muslim’s hadith, while ‘J’ means ‘Jilid’ or 
volume, and the last digit (‘1’)indicates the number of volumes of the Malay hadith 
document. 

Table 1. Example of Hadith Document 

Document Name Example of Document’s Content 
H0927MJ2 927. Dari Abu Sa'id Al Khudri r.a., dari Nabi saw., sabdanya : "Tidak 

wajib dizakatkan bahan makanan pokok yang kurang dari lima wasq 
tidak pula binatang ternak yang kurang dari lima ekor; dan emas 
perak yang kurang dari lima uqiah." 
 

H2384MJ4 2384. Dari Ibnu 'Umar r.a., dari Nabi saw. sabdanya: "Perumpamaan 
orang munafik, seperti seekor kambing betina yang bingung mengiku-
ti dua ekor kambing jantan.Sekali dia hendak mengikuti yang ini, kali 
yang lain hendak mengikuti yang itu." 

Sample of Query.  
Query word is a string of word that characterizes the information searched by the user. 
The query formulated by the user is in a short natural language query or statement. 
There are 315 queries listed with respect to each category of the hadith document such 
as ‘Iman’, ‘Zakat’ and ‘Solat’ [15]. In this research, 10 queries are selected to be used 
as a sample for retrieval of relevant document in test collection as shown in Table 2. 

Relevant Judgment.  
Relevant judgment is used to determine the degree of relevant document retrieved by 
the user but different user will have different judgment on the documents because it 
depends on their satisfaction. User may retrieve few documents in response to their 
queries. Nevertheless, not all documents retrieved are relevant to user request.  

In information retrieval experiments, the relevance of documents that are retrieved 
in response to each query is assessed for the effectiveness. The list of relevant judg-
ment is one of the elements of the hadith test collection. List of relevant judgment is 
provided by hadith Shahih Bukhari’s book. 

Table 2. List of Sample Query 

Query  Query Words 
1 Tuntutlah ilmu hingga ke liang lahad 
2 Adab-adab berkaitan makan dan minum 
3 Hormati kedua ibu bapa 
4 Hukum hudud 
5 Hukum bernazar 
6 Penghijrahan ke Madinah 
7 Apakah hukum berhias bagi kaum wanita 
8 Bagaimana cara solat Jenazah 
9 Pembahagian harta mengikut 
10 Balasan di hari kiamat 

Table 3 below shows some of the relevant judgment for 2 queries among the 12  
queries tested. 
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Table 3. Sample of relevant judgment 

 Query Words Relevant Judgement 
1 Tuntutlah ilmu hingga ke liang lahad H0005BJ1, H0049BJ1, H0056BJ1 

 
2 Adab-adab berkaitan makan dan minum H0111BJ1, H0848BJ2, H0945BJ2 

4 Result and Discussion 

This section discusses about our experimental results. 

Table 4. Time taken during terms extraction for sequential and parallel system 

Number of Files to 
be processed 

Extract Term for Sequential 
system (second) 

Extract Term for Parallel 
system ( second) 

M2 M4 M2 M4 
200 0:393 0:294 0:350 0:172 
400 0:513 0:323 0:506 0:236 
600 0:905 0:504 0:647 0:302 
800 1:125 0:629 0:724 0:359 

1000 1:592 1:039 0:880 0:406 

The first experiment compares the time taken during terms extraction for sequen-
tial and parallel LSI system. Two machines were used, one machine contains two 
processors (M2) and another one contains four processors (M4). Table 4 below illu-
strates the time taken during extract term list in pre-processing and tested it using two 
difference machines for both systems. 

The results in Table 4 indicate that the time taken to extract term list for the paral-
lel system is faster than sequential system using machine with two processors (M2) as 
well as four processors (M4). 

Fig. 2 below shows that the time taken to extract term list for the parallel system is 
faster than sequential system using machine with two processors (M2). 

 
 

Fig. 2. Graph representing the time taken to extract term list for both systems using two  
processors (millisecond) 
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Meanwhile, Fig. 3 below shows that the time taken to extract term list for the parallel 
system is faster than sequential system using machine with four processors (M4). 

 

Fig. 3. Graph representing the time taken to extract term list for both systems using four pro-
cessors (millisecond) 

The second experiment compares the time taken of creating LSI space for both 
systems between two difference machines, one machine contains two processors (M2) 
and another one contains four processors (M4). Table 5 below illustrates the time taken 
for creating LSI space in pre-processing and tested it in two difference machines. 

Table 5. Time taken for creating LSI space for sequential and parallel system 

Number of Files 
to be processed 

Create LSI Space for Se-
quential System (second) 

Create LSI Space for Pa-
rallel System (second) 

M2 M4 M2 M4 

200 60:172 47:420 13:761 9:718 

400 190:088 127:110 35:856 25:563 

600 379:491 209:967 53:259 41:864 

800 542:197 318:397 78:540 62:510 

1000 771:306 427:852 101:875 82:338 

Table 5 shows that for a total of 600 files processed, the time taken to create LSI 
space for sequential system and parallel system using machine with two processors 
are 379:491 and 53:259 seconds respectively. On the other hand, for the same number 
of 600 files processed, the time taken to create LSI space for sequential system and 
parallel system using machine with four processors are 209:967 and 41:864 seconds 
respectively. Thus, the overall results indicate that the time taken to create LSI space 
for parallel system is faster than sequential system using machine with two processors 
as well as four processors.  



162 N. Abd Rahman et al. 

 

5 Conclusion 

In this paper, we have proposed a new parallel LSI algorithm on standard personal 
computers with multi-core processors to improve the performance of retrieving rele-
vant documents. The proposed parallel LSI was designed to automatically run the 
matrix computation on LSI algorithms as parallel threads using multi-core processor. 
The Fork-Join technique is applied to execute the parallel programs. We have used 
the Malay Translated Hadith Shahih Bukhari from Jilid 1 until Jilid 4 as the test  
collections. Our results show that the processing time for preprocessing tasks using 
our proposed parallel system is faster than sequential system. Thus, our proposed 
parallel LSI algorithm has improved the searching time as compared to sequential LSI 
algorithm.  
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Abstract. The goal of an active traffic management is to manage congestion 
based on current and predicted traffic conditions. This can be achieved by uti-
lizing traffic historical data to forecast the traffic flow which later supports tra-
vellers for a better journey planning. In this study, a new method that integrates 
Firefly algorithm (FA) with Least Squares Support Vector Machine (LSSVM) 
is proposed for short term traffic speed forecasting, which is later termed as FA-
LSSVM. In particular, the Firefly algorithm which has the advantage in global 
search is used to optimize the hyper-parameters of LSSVM for efficient data 
training. Experimental result indicates that the proposed FA-LSSVM generates 
lower error rate and a higher accuracy compared to a non-optimized LSSVM. 
Such a scenario indicates that FA-LSSVM would be a competitor method in the 
area of time series forecasting.  

Keywords: short term forecasting, Least Squares Support Vector Machine, 
Firefly algorithm, traffic management system. 

1 Introduction 

Advance traveler information systems (ATIS) can facilitate travellers in making  
travelling decisions as it provides information on the traffic condition. Nevertheless, 
generating accurate and timely information to be provided to the travellers is a chal-
lenging task. This can be done using three types of information; historical information 
that is based on archived data, real time information that is based on current situation 
obtained from systems, and predicted information that can be obtained by developing 
a traffic forecasting using real time or historical information [1].  

The traffic forecasting utilizes historic data to predict or estimate the future event 
or traffic trends that later help travellers in decision making. Generally, forecasting is 
divided into two types; short term forecasting and long term forecasting [2, 3, 4]. 
Long term forecasting provides information on yearly basis of the average daily traf-
fic forecasting. On the other hand, the short term forecasting predicts the variability of 
traffic flow in short periods (sometimes within minutes) using historical or real time 
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traffic data that are collected from roadway sensors [2, 3]. There are three types of 
factors to be forecast in short term traffic prediction; flow, speed and travel time, but 
the last two has received more attention. This study focuses on developing short term 
traffic speed forecasting using historical speed data collected from the road sensors 
installed on the highway. This study is realized by proposing a hybrid model of Least 
Squares Support Vector Machine and Firefly Algorithm (FA-LSSVM). The structure 
of this paper is as follows: section 2 provides related work in forecasting traffic speed 
a brief description of LS-SVM while section 3 explains the proposed FA-LSSVM. 
Section 4 describes the undertaken experiments while the results is included in section 
5. Finally, conclusion of the study is presented in section 6.    

2 Related Work  

In literature [2, 3, 4], short term traffic forecasting can be developed using one of the 
following approaches; statistical, Artificial Intelligent  or machine learning. Predic-
tion utilizing statistical approach can be classified into two; univariate and multiva-
riate. The univariate strategy predicts the output ,y, from a trend where it includes the 
utilization of filtering techniques such as Kalman filtering [5, 6] and Exponential 
filtering [7, 8], Autoregressive integrated moving average (ARIMA) [9], k nearest 
neighbour [4], and Bayesian statistical probabilities model [1]. On the other hand, 
multivariate statistical approach forecasts the y from a trend and other variables. For 
example, Portugais and Khanal (2014) proposed a speed forecast model that is based 
on dynamic linear models and Bayesian inference. They used Kalman recursion  
to forecast the traffic speed in a dynamic state-space model, and integrate speed col-
lected from radar based sensors and validates with the data gathered from Bluetooth 
traffic. 

Despite of the statistical approach obtaining good accuracy, it does not have the 
ability to address the nonlinear characteristics of short term traffic flow [2]. Thus, to 
overcome this problem, Artificial Intelligence approach was employed. An example 
of the approach was the adaption of Neural Network (NN) model. NN was proven 
successful in many applications such as classification, image processing [10] and also 
short term traffic forecasting [1]. A neural network model that proposed the hybrid of 
exponential smoothing and Levenberg-Marquardt (Lm) algorithm for short term traf-
fic forecasting on the Mitchell freeway in Western Australia [7] was a successful 
example. Even though, NN produces high accuracy, it requires some parameter tuning 
and the structure is very complicated. In addition, it suffers from local minima during 
the training process [9]. To overcome this problem, some researchers propose the 
hybrid of NN and Swarm Intelligence algorithms to enhance the generalization capa-
bility of the network and identify the optimal weight and parameters. An example of 
such work includes the Wavelet Network Model (WNM) [11]. 

On the other hand, machine learning approach allows computers to learn without 
being explicitly programmed [12]. One example of machine learning is the Support 
Vector Machine (SVM) [13] that introduces statistical theory as a large margin algo-
rithm. SVM operates by separating the search space by maximum margin hyper plane 
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that leads to splitting the training samples into two classes. It has two significant pa-
rameters; the regularization parameters and Kernel parameters [14]. The aim of SVM 
is to select appropriate parameters to minimize the generalization error caused by the 
result of prediction model. SVM has ability to handle higher dimensional data and 
analyse them. The experimental studies made evidence that SVM is efficient in many 
data mining fields such as regression and pattern recognition [15]. However, SVM is 
difficult to be implemented and consumes large time because of the computational 
process that is based on quadratic programming.  

Such a drawback in SVM has led to the Least Squares Support Vector Machine 
(LS-SVM), a modified version of SVM that has similar advantage of SVM. The LS-
SVM applies equality constraints instead of inequality constraints and employs linear 
programming instead of quadratic programming [16]. In this study, the optimization 
of LS-SVM parameters is achieved by employing one of the Swarm Intelligence  
algorithms, i.e Firefly algorithm.  

2.1 Least Squares Support Vector Machine 

In LS-SVM, it is assumed that there is a training set of N points {xj, yj}, where, xj 
refers to input values and the output values are yj. The estimation function of LS-
SVM for nonlinear regression is as in equation 1 [17]. ݕሺݔሻ ൌ ௝ሻݔሺ்߮ݓ ൅ ܾ ൅ ௝݁ (1) 

Where, w refers to the weight vector, φ(xj) is nonlinear function, b refers to bias 
term and ej refers to the error between actual and predicted output. The two parame-
ters w and b can be achieved by optimization problem as defined in the following 
equations [17]. 

min௪,௕,௘ ,ݓሺܬ ݁ሻ ൌ ଵଶ ݓ்ݓ ൅ ଵଶߛ ෍ ௝݁ଶே
௝ୀଵ  

 

(2) 

Subject to equality constraints ݕ௝ ൌ ௝ሻݔሺ்߮ݓ ൅ ܾ ൅ ௝݁ , ݆ ൌ 1, 2, … , ܰ  

Where, ej is the error variable, J(w, e) refers to loss function, and γ is the adjustable 
constant. The Lagrangian multiplier function is applied to equation 2 yields. 

Lሺw, b, e, αሻ ൌ ,ݓሺܬ ݁ሻ െ ෍ ௝ேߙ
௝ୀଵ ሼ்߮ݓሺݔ௝ሻ ൅ ܾ ൅ ௝݁ െ  ௝ሽ (3)ݕ

Where, αj refers to Lagrangian multiplier, γ refers to regularization parameters. 
The conditions for optimality upper function of this problem can be generated through 
all derivatives set to equal zero, which is formulated as in the following. 
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ݓ߲ܮ߲ ൌ 0 ՜ ݓ ൌ ෍ ௝ேߙ
௝ୀଵ ߮ሺݔ௝ሻ (4) 

ܾ߲ܮ߲ ൌ 0 ՜ ෍ ௝ேߙ
௝ୀଵ ൌ 0  

߲ܮ߲ ௝݁ ൌ 0 ՜ ௝ߙ ൌ ߛ ௝݁  

௝ߙ߲ܮ߲ ൌ 0 ՜ ௝ሻݔሺ்߮ݓ ൅ ܾ ൅ ௝݁ െ ௝ݕ ൌ 0  

Where, j=1, 2, …, N. After ignoring w and ej, the Karush-Kuhn-Tucker (KKT) con-
ditions for optimality transform into a set of linear equations as shown in equation 5. 

ቂܾߙቃ ൥0ݕ Ω்ݕ ൅ ܫ ൗߛ ൩ ൌ ൤0ݕ൨ (5) 

The LS-SVM model for function estimation becomes. 

ሻݔሺݕ ൌ ෍ ௝ேߙ
௝ୀଵ ,ݔ൫ܭ ௝൯ݔ ൅ ܾ (6) 

Where, αj, b are the solutions for linear system in equation (5). K(x, xj) is the ker-
nel function, where in this study, we use the Radial Basis Function (RBF) kernel as 
shown in equation 7. 

,ݔ൫ܭ ௝൯ݔ ൌ ݁ቛೣషೣೕቛమమ഑మ  (7) 

In RBF, σ is a tuning parameter where such value and the value of γ regularization 
parameter in equation 2 need to be optimized in order to minimize the generalization 
error. This study proposes the optimization of the two parameters using Firefly  
algorithm.   

2.2 Firefly Algorithm 

Firefly algorithm (FA) is swarm based algorithm that was developed by Xin-Shin 
Yang (2008). It has the ability to identify global optimal solution efficiently.  FA has 
two important factors; the light intensity and the attractiveness between fireflies.  
The light intensity of a firefly is related with the objective function f(x). The  
objective function can be a maximization or minimization depending on the problem. 
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The attractiveness, β, between fireflies is related with light intensity and changes 
based on the distance between two fireflies. The flow process of Firefly algorithm can 
be seen in [18] while the proposed FA-LSSVM is shown below. 

 

Input:  
Generate initial population of firefly.  
Generate initial solution randomly xi (i=1, 2,.., n), 
where, xi represents the hyper-parameters of LS-SVM ( , , 
). 

Determine initial position (X, Y) of each firefly, which 
represents the solution. 
Process: 
Initialize the LS-SVM model using generated solution. 
Train the LS-SVM model. 

Evaluate the LS-SVM model using Mean Average Percent Er-

ror (MAPE) using 

ܧܲܣܯ ൌ 1ܰ ൥෍ ฬݕ௜ െ ௜ݕ௜݌ ฬே
௜ୀଵ ൩ 

Light Intensity, I, at xi is determine by objective func-
tion, f(xi):  

               ݂ሺݔ௜ሻ ൌ 1/ሺ1 ൅      ሻ݅ܧܲܣܯ
 
Define light absorption coefficient =1=1. 
While (t < max generation) 
For i=1 to N (N is the number of fireflies) 
For j=1 to N 

If (Ii<Ij) {β ൌ β଴expሺିY୰౟ౠమሻ X ୧ ൌ X୧ ൅ β଴expሺିY୰౟ౠమሻ כ ሺX୨ െ X୧ሻ ൅ αε୧  Y ୧ ൌ Y୧ ൅ β଴expሺିY୰౟ౠమሻ כ ሺY୨ െ Y୧ሻ ൅ αε୧  
 
Train the LS-SVM model with new solution. 
Evaluate new solutions and update light intensity. 
End For i 
End For j 
Rank the fireflies and find the current global best, g*. 
End While 
 
Output: 
Firefly that has the brightest light intensity.  
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3 Proposed Hybrid Firefly Algorithm with Least Squares 
Support Vector Machine (FA-LSSVM) 

In utilizing Firefly algorithm (FA) to optimize the hyper-parameters of LS-SVM (σ, 
γ), each pair value (σ, γ) represents a possible solution in the search space that has 
limited boundaries of the parameters. These solutions are evaluated using Mean Av-
erage Percent Error (MAPE) as the fitness function, and the values are assigned to 
each firefly so that it represents the firefly initial light.  The fireflies compete be-
tween each other where firefly with a brighter light will attract the less bright ones. 
This process will lead to position change of each firefly that can generate a new solu-
tion. After a maximum number of iteration has been completed, the optimal value of 
parameters is obtained. Hyper parameter values that generate the lowest MAPE 
represent the best solution (i.e. solution that produces the highest prediction accuracy).  

4 Experiments 

4.1 Data Description 

In this study, real datasets obtained from sensors located in the highway are utilized.  
The samples covered are from 2-Jan-2014 until 4-Jan-2014. Prior to utilize the data, 
the dataset was divided into three sub-datasets, 70% for training, 15% for validation 
and 15% for testing. Table I shows the descriptive statistics of our dataset which in-
cludes 3000 cases and 5 variables. The variables are SensorID, Time, DayStatus, Date 
and Speed.  

Table 1. Statistical Description of Data  

Variables N Minimum Maximum Mean 
Std. 

Deviation 

SensorID 3000 14901 14902 - - 

Time 3000 0:03:01.000 23:59:35.000 - - 

DayStatus 3000 1 3 - - 

Date 3000 02-Jan-2014 04-Jan-2014 - - 

Speed 3000 3 112 70.79 18.587 

 
For Sensor ID, there are only two values; sensor1 that is represented as 14901 and 
sensor2 known as 14902. The Time variable represents the time at which the speed of 
traffic is captured. For the Date variable, it represents the period of when the speed  
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was collected. Further information on the date was also utilized which is the status of 
the day (DayStatus). This includes whether the day is categorized as a work day, 
weekend or public holiday. The other variable used is the Speed that indicates the 
speed of traffic at a specific time.   

4.2 Data Normalization 

In order to simplify the training task, data normalization was performed using min-
max normalization [10] and its equation is as in equation 8. ݔҧ ൌ ݔ െ ௠௜௡ݔ ௠௔௫ݔ െ ௠௜௡ൗݔ  (8) 

Where, ݔҧ is the normalized data, x is the original data, xmin refers to minimum value 
in dataset while xmax refers to maximum value. 

4.3 Criteria Measurement  

The proposed traffic forecasting  was later evaluated based on two measures; Mean 
Average Percent Error (MAPE) as shown in equation 9 and Root Mean Square Error 
(RMSE) as shown in equation 10 [16, 19]. 

ܧܲܣܯ ൌ 1ܰ ൥෍ ฬݕ௜ െ ௜ݕ௜݌ ฬே
௜ୀଵ ൩ (9) 

ܧܵܯܴ ൌ ඨ∑ ሺݕ௜ െ ௜ሻଶே௜ୀଵ݌ ௜మݕ
 

(10) 

5 Results 

Implementation of the proposed FA-LSSVM is conducted using LSSVMlab toolbox 
[20]. The parameters setting of FA-LSSVM are tuned as follows; the number of fire-
flies is 100, absorption coefficient, γ, is set to 1, and initial attractiveness, β,  is also 
given as 1. As can be seen in Table II, the two optimal parameters; tuning parameter, 
σ , and regularization parameter , γ,  that was obtained using the proposed FA-
LSSVM is 0.054898244 and 0.21578692. With such combination, FA-LSSVM gene-
rates the lowest MAPE compared to the one produced by LSSVM, where in FA-
LSSVM it is 9.6197 while 14.6400 in LSSVM. Hence, the accuracy of FA-LSSVM is 
90.3803 while LSSVM is 85.3600. Furthermore, the RMSE in FA-LSSVM is only 
0.0778 while LSSVM produces 0.1057. A sample of visual result for the predicted 
speed (every 20 and 10 minutes) is illustrated in Figure 1 and 2. It can be observed 
that the prediction value produced by the proposed FA-LSSVM is closer to the actual 
value as compared to the ones produced by LSSVM. 
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Table 2. Results   

 FA-LSSVM LSSVM ϒ 0.054898244 0.06837 
σ2 0.21578692 0.9879 

MAPE (%) 9.6197 14.6400 
RMSE (%) 0.0778 0.1057 
Accuracy 90.3803 85.3600 

 

 

Fig. 1. Predicted Traffic Speed for Every 20 minutes 

 

Fig. 2. Predicted Traffic Speed for Every 10 minutes 
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FA-LSSVM 69.22 69.19 69.15 69.12 69.09 69.06 69.04 69.01 68.99
LSSVM 73.39 73.21 73.04 72.88 72.73 72.60 72.48 72.37 72.27
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FA-LSSVM 69.14 69.12 69.11 69.09 69.08 69.06 69.05 69.04 69.03 69.01

LSSVM 72.96 72.88 72.80 72.73 72.66 72.60 72.54 72.48 72.42 72.37
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6 Conclusion 

This study presents a forecasting algorithm to be used in developing an Advance  
Traveller Information System. The proposed hybridization model between Firefly 
algorithm and LSSVM, termed as FA-LSSVM, has proven to be a useful forecasting 
algorithm in predicting the traffic speed for short term period. The optimization of 
LSSVM hyper-parameters undertaken using Firefly algorithm produces a higher pre-
diction accuracy compared to using LSSVM as an individual forecasting tool. With 
this, it is hoped that the proposed FA-LSSVM can contribute in developing a more 
accurate traveler information system that later facilitate users in planning their road 
trip. 
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Abstract. Traffic congestion is a condition where traffic demands exceed traffic 
capacity. It is a global problem in transportation that occurs around the world es-
pecially in metropolitan city. Dynamic traffic routing has been recognized as one 
of the methods that is capable of dispersing traffic congestions efficiently. This 
paper reviews the recent implementations of dynamic traffic routing in traffic 
congestion problems. Study on how the dynamic or online concept has been im-
plemented in traffic routing focusing on definition of dynamic routing, traffic 
routing environment, traffic routing policy and routing strategy is reviewed in this 
paper. Some issues such as proactive routing and handling non-recurrent conges-
tion are properly expounded while highlighting some limitations as well as sug-
gestions for future research. As a conclusion, dynamic traffic routing is shown to 
be an important method in optimizing traffic congestion release. More studies 
need to be conducted in search of better solution.  

Keywords: Traffic routing, Dynamic traffic routing, Online routing, Traffic 
Congestion. 

1 Introduction 

Traffic Congestion occurs in various network domains such as, airline travel-
planning, video streams in computer networks and transportation network systems 
[33]. The problem happens when demand is higher than network capacity which leads 
to the disruption in traffic flow of the network. Traffic congestion in transportation 
domain has been recognized as a global issue especially in urban areas. One contri-
buting factor to traffic congestion is the increase in human population. Traffic conges-
tion is not only troublesome to drivers, but also lead to increase in air pollution [27] as 
well as higher probability of accidents [22],[26].  

Traffic congestion can be divided into two categories namely recurrent and non-
recurrent. Recurrent congestion is a cyclical basis or regular type of congestion due to 
imbalanced traffic flow during peak hours [16], complex network design structure and 
planning [47], and frequent ramp on and ramp off [36]. Non-recurrent congestion is 
an irregular network disruption caused by unplanned incidents and natural disasters 
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[30], road constructions and work zones[41],[43], and specially planned events such 
as football tournaments [23]. 

Various solutions have been developed and implemented in solving traffic conges-
tions especially for congestions in urban areas. Chen et al.[4] categorized the solu-
tions into two strategies; hard and soft . Hard strategy involves changes in network 
topology structure while soft strategy focuses on managing the traffic based on cur-
rent structure. Hard strategy will incur extra cost and manpower compared to soft 
strategy. In addition, Liang and Wakahara[24] categorized the solutions into three 
levels; solution that focuses on reducing traffic demands for example congestion pric-
ing [13], shifting road traffic to other travel modes for example ride and share [1], and 
dispersing the traffic to maximize the usage of traffic network capacity such as Route 
Guidance System (RGS) [7],[20].The last solution is the most significant solution. 
This is due to the ability of reducing the demand especially during peak hours. This is 
because the first solution will not lessen non-recurrent congestion [15] and for the 
second solution, it is impossible to control people's mode of transportation.  

Traffic routing is known for its capability to normalize the traffic flow by distribut-
ing the traffic demands efficiently throughout the network. There are two steps in 
traffic routing which are traffic route pre-planning and traffic re-routing. In route pre-
planning, the idea is to provide route suggestions to the drivers before they left to the 
destination. Drivers are expected to follow the suggested routes throughout their jour-
ney. While in traffic re-routing, the suggested routes will be altered considering sev-
eral factors, such as real time congestion information and possibilities of congestion. 
Thus, the vehicle will be re-routed to the least congested route. 

This paper reviews the implementation of traffic routing especially dynamic traffic 
routing in dispersing the traffic in both recurrent and non-recurrent types of conges-
tions. It will discuss how dynamic traffic routing has been implemented in current 
researches and their limitations. 

2 Traffic Routing 

Traffic routing is the process of improving traffic flow by redirecting and re-routing 
the vehicles in the traffic network according to changes in traffic conditions. The 
main purpose of traffic routing is to homogenize and improve traffic flow in network 
structure. It is a different problem compared with Vehicle Routing Problem (VRP). In 
VRP, the algorithm tends to find the shortest path for vehicles to visit all nodes at a 
time.  While in routing process, the objective is to find the best route for vehicles 
from its origin to the destination. 

The routing process is performed with several objectives. In earlier years of routing 
development, most of the researchers focused on finding the shortest travelling dis-
tance. However, with the development of traffic network and the increase in traffic 
routing process, it is acceptable to sacrifice distance over the time as long as it would 
prevent traffic breakdown in the network [40]. Regardless of time and distance con-
sideration, the most important objective in solving congestion problems is to normal-
ize the traffic flow. Traffic flow is defined as the number of vehicles passing a given 



176 N. Isa, A. Mohamed, and M. Yusoff 

 

location per time unit [40]. To disperse the traffic flow efficiently, traffic capacity 
must be fully utilized. Traffic capacity in transportation engineering is defined as the 
maximum hourly rate vehicles could travel from one point to another in a given time 
period [37]. That means traffic capacity can be represented by the number of vehicles 
per hour on a certain lane. To utilize the traffic capacity, traffic assignment must be 
manipulated where vehicles will be assigned to route depending on traffic state and 
time. This can be calculated through traffic density. Traffic density is expressed as the 
number of vehicles on a road segment at a given time [40]. It represents traffic flow 
over vehicle speed. Traffic flow is number of vehicles passing the specific point in a 
time interval. Thus, traffic density can be expressed as shown in equation 1. 

 Traffic density  = Q
Vൗ  (1) 

Where: Q = ∆N
∆T

    (N: number of vehicle, T: time interval),  V ൌ Vehicle speed 

According to Wardrop principle, improving traffic flow can be done according to 
two principles which are System Optimal (SO) and User Equilibrium (UE) [37]. SO 
principle will find the best possible network performance route. It will improve total 
travel time for whole network and sacrifice individual performance. While UE prin-
ciple attempts to improve individual performance disregarding the total network  
performance. 

3 Dynamic Traffic Routing 

Traffic congestion is a dynamic problem where the traffic environments change con-
tinuously over time. Traffic congestion recovery, especially for non-recurrent conges-
tion, can be done by detouring the traffic towards less congested area. In recent years, 
solutions like Advanced Traveler Information System (ATIS) and Intelligent Trans-
portation System (ITS) have been widely used. The main component in both systems 
is Dynamic Route Guidance (DRG) which reallocates a new route in order to disperse 
users from congested lane towards less congested area. The core role of DRG is dy-
namic traffic routing process where the system must be able to capture real time in-
formation and compute the optimal path within acceptable computational time [20]. 

Dynamic routing falls under dynamic optimization problem where input elements 
of the problem are changing over time. The objective function for dynamic optimiza-
tion problem can be deterministic at a given time; however it can be changed 
throughout optimization process [38]. Russel and Norvig[33] stressed that dynamic 
algorithm must process the input data as they are received rather than waiting for the 
input data set become available. In defining dynamic routing Treiber et al. [40] sug-
gested that the routing process must consider the changes in traffic demand and net-
work infrastructure. While Sever et al.[34] stressed that dynamic routing must update 
the route upon realization of disruption while travelling through the network. Thus, it 
can be concluded that there are two processes in dynamic routing. First is capturing 
the changes in the network environment which includes cost and constraints. Second 
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is the process of updating the route or the algorithm responses towards the internal 
changes and feedbacks along the routing processes. These will be further discussed in 
Section 3.1 and 3.2. 

3.1 Deterministic and Stochastic Environment 

According to literature review, traffic routing was developed in two types of envi-
ronments; deterministic and stochastic. Russel and Norvig [33] highlighted that the 
specification of these environments is crucial in designing the algorithm. In determi-
nistic environment, current state will determine the next state of environment and 
action executed by algorithm [33]. The environment is fully observable where it uses 
static representation of network structure; variables and cost of the surface are prede-
termined and constant[10],[35]. However, most of the recent DRGs have been im-
plemented in stochastic environments where travelling cost and changes in traffic 
environments are treated according to the dynamic nature of the problem. In stochas-
tic environment, the next state is partially observable and non-deterministic. The 
changes will be captured and stored for routing purposes.  Stochastic variables are 
varied from fluctuating cost between two nodes and the changes in the network topol-
ogy. Most of the researcher considered the road cost as stochastic variables. However, 
only selected variables will be treated as stochastic.  

To illustrate the implementation of stochastic environment, columns three and four 
in Table 2 depicts several stochastic variables and variables’ update strategy in 
routing process. First, it shows that the most common stochastic variables that had 
been employed is route density [6],[7], [9],[19],[22],[44]. Route density represents the 
relation between traffic demand and route capacity. Second is traffic demand or 
amount [8],[24],[31] where number of vehicles on the road in a time is counted and 
updated. Other variables that have been employed are vehicle speed, and traffic flow. 
Traffic flow represents number of vehicle passing certain point on network in a time 
interval (usually in one hour [24]). Conventionally, route density captures the most 
researchers’ attention in traffic condition representation, however there is an argument 
saying that traffic amount is better than route density since it was calculated based on 
data captured in a time interval, which not presenting the current information even it 
was updated in discrete time[24]. 

There are two common methods to update the stochastic variables. First is time 
based update method which can be divided into two fold; discrete time and interval 
time. In discrete time, the update time is specific. For example if the time t=5 
seconds, the variable will be updated for every five seconds. Meanwhile, for interval 
time, data is updated according to time range for example time t is between 5 to 10, so 
any change in variable value will be captured and updated within that time. Second 
method is node or intersection based. The update process happens whenever vehicles 
arrive at new node or intersection. It will be based on vehicles’ positions. 
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3.2 Online and Offline Routing Policy 

Referring to the dynamic routing definition defined in previous section, routing algo-
rithm should be able to react according to the internal changes and feedbacks along 
the routing processes. It means that even when the vehicles have begun to traverse the 
route, the algorithm must consider re-routing the path if there are changes in traffic 
cost. In implementing traffic routing, there are two types of routing policy which are 
online and offline routing [34]   and some of the researchers use terms such as static 
and dynamic routing [37]. 

In offline policy, the route is pre-planned before vehicles begin travelling accord-
ing to specified origin and destination. The routing process stops when the vehicles 
leave the destination. Offline policy can be implemented in stochastic environment 
where variables or traffic cost is updated before the route is generated. Another cate-
gory of offline policy is known as robust strategy that manipulates predicted data in 
routing process. The route is generated with the guideline of predicted data on the 
assumption that the projected data is 100% correct.  

For Online routing policy, the algorithm tries its best to respond towards the 
changes and feed back in real time manner even when the vehicles have started tra-
versing the route. To implement this, the route is preplanned beforehand; when the 
vehicles started to traverse the route, the algorithm will monitor the changes of the 
variables and will check for the need to re-route. Therefore, online routing must be 
executed in stochastic environment.  

Table 1 demonstrates twelve publications from 2012 to 2014 that used dynamic or 
real time in the tittle. It shows that even though it uses dynamic or real time in the 
title, the routing policy used is not necessarily dynamic or online. The word dynamic 
in the tittle is referring to the stochastic environment used in the routing process. 
Going through the twelve publications, it can be construed that the implementation of 
dynamic or real time can be divided into two, dynamic in both environment and algo-
rithm policy and dynamic in terms of environment only. Even with the usage of sto-
chastic variables, the second type of implementation will lead to oscillation of traffic 
congestion at certain path because it disregards the dynamic state of traffic conges-
tion. Even if it uses robust policy where the congestion is predicted, cost will increase 
because the projected data are only assumed 100% correct [37]. 

To give a clear view on how dynamic traffic routing have been implemented, col-
umns five to seven in Table 2 presents a review on Routing Policy, Optimization Me-
thod, and Online Policy Implementation in recent traffic routing implementations. 
According to the literatures, the implementation of Online routing policy was done in 
two fold; re-route in a time interval and re-route at a node or intersection. For time 
interval implementation, routing algorithm will re-calculate the remaining route in 
specific time frame. If there is a better route, the vehicles will be re-routed. If not 
vehicles will follow the pre-calculated route. Second method is re-calculating the best 
route at each node or intersection. When the vehicles arrived at an intersection, algo-
rithm will calculate the next movement for the vehicles. If there is a better route com-
pared to pre-calculated route, the vehicles will be suggested to follow the new route.  
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Re-routing process happens in several conditions, (1)when routing algorithm  
predicts there would be a congestion for the next traversal lane  [24], (2)based on 
level of congestion impact towards current route [32], (3)when there is delay in travel 
time [5] , and (4) when the density of the route exceeds route capacity. The re-routing 
process was done by focusing on the origin of journey and destinations of each ve-
hicle that is; routes were calculated for single vehicles according to their specified 
destinations. Then during the process, rerouting will be implemented either for all 
vehicles or just focusing on selected vehicles only. The selection of the vehicle 
process will be based on the urgency which will be measured according to the impact 
of congestion or disruption towards the vehicles. 

Table 1. Recent publication on Dynamic Routing. 

Ref. Publication Tittle Routing 
Policy 

[5] Research on Dynamic Route Guidance for An Emergency Vehicle Considering 
the Intersection Delay 

Online 

[8] Multiple Constrained Dynamic Path Optimization based on Improved Ant Colony
Algorithm 

Online 

[24] Real Time Urban Traffic Amount Prediction for Dynamic Route Guidance Sys-
tems 

Online 

[25] Dynamic Route Guidance Algorithm Based on Improved Hopfield Neural Net-
work and Genetic Algorithm 

Offline 

[22] Dynamic Travel Path Optimization System Using Ant Colony Optimization Online 
[29] Distributed Regret Matching Algorithm for a Dynamic Route Guidance Online 
[46] Dynamic Route Choice Based on Prospect Theory & Online Online 
[2] Dynamic Route Choice Based on Prospect Theory 

Real Time Vehicle Routes Optimization by Cloud Computing in The Principle of
TCP/IP 

Offline 

[34] Dynamic Shortest Path Problems: Hybrid Routing Policies Considering Network 
Disruptions 

Online 

[39] Real-time Vehicle Route Guidance Based on Connected Vehicles Offline 
[45] Dynamic Route Guidance Using Improved Genetic Algorithms Offline 
[11] Dynamic Routing Under Recurrent and Non-recurrent Congestion Using Real-

Time ITS Information 
Online 

3.3 Reactive versus Proactive 

Another aspect that has been discussed in dynamic routing is type of data. In traffic 
routing, there are three categories of data commonly used. First category is historical 
data. Second category is data collected in real time representing current conditions of 
traffic environment and third category is predicted data, calculated based on current 
and historical data. Routing process that employs current data, or current data together 
with historical data is known as reactive routing. While routing process that include 
predictive data is known as predictive or proactive routing. 

Reactive routing uses the snapshot of current traffic information to develop the 
route while proactive or also known as predicted routing strategy utilizes predicted 
traffic information to predict the future traffic condition. The implementation of the 
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route planning in reactive strategy is faster [18], nevertheless it will lead to oscillation 
congestion problem since the future condition of the traffic is not considered [44]. 

In proactive routing, the routing is calculated considering future conditions. Different 
proactive variables have been used for example route density, time arrival probability, 
and route disruption possibility. The proactive data is used especially in avoiding con-
gestion. References [6], [9], [44] consider route density of the routes based on on-going 
plan route in routing the vehicles. The constructed route will avoid the routes that have 
higher predicted route density. While Chen et al. [3] estimated probability of arriving 
at the destination based on expected travel time. 

Table 2. Recent Traffic Routing Implementation 

Ref. Stochastic Va-
riables 

Update Strate-
gy 

Routing 
Policy 

Optimization Method Online Policy 
Implementation 

[5] Vehicle Speed Intersection Online Dijkstra Algorithm Time Interval 
[7] Route Density Discrete Time Offline Inverse Ant Based System NA 
[8] Traffic Amount Discrete Time Online Genetic Algorithm Intersection 
[9] Route Density New Demand Offline Genetic Algorithm NA 
[14] Traffic flow Discrete Time Online Mathematical Programming Intersection 
[17] Travel speed Intersection Online Ant Colony Optimization  Time Interval 
[22] Route density Intersection Online Ant Colony Optimization 

Algorithm 
Intersection 

[24] Traffic Amount Interval Time Online Dijkstra Algorithm Travel Delay 
Exist or pre-
dicted 

[29] Traffic flow Interval Time Online Regret Matching Algorithm Intersection 
[31] Traffic Demand Interval Time Online Ant Colony Optimization & 

Dijkstra Algorithm 
Time Interval 

[42] Route Density Discrete Time Offline Ant Colony Optimization  NA 
[21] Route Density Intersection Online Brownian Agent Intersection 
[32] Vehicle speed Interval Time Online Dijkstra & A* Algorithm Time Interval 
[34] Disrupted Lane Discrete Time Online Backward Recursive Algo-

rithm 
Intersection 

[39] Vehicle Speed Segmentation Offline Dijkstra Algorithm NA 
[44] Route Density New Availa-

ble data 
Offline A* Algorithm NA 

[11] Vehicle velocity, 
incidents & de-
lays 

Discrete Time Online Markov Decision Process NA 

3.4 Non-recurrent Congestion 

Non-recurrent Congestion (NRC) is a traffic congestion due to unusual event and 
other factors that change the normal traffic condition. It will cause greater congestion 
compared to daily problem. A change of 5% in daily condition can be classified as 
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NRC [28], [12]. The changes are obtained from percentage lane occupancy, traffic 
volume and vehicle speed [12]. Non-recurrent congestion contributed up to 60% de-
lay in United State [28] and caused 50% of traffic delay [11] in transportation domain. 
However, this problem attracts less attention compared to recurrent congestion due its 
infrequent occurrence [12].  

Table 3 below depicts several literatures that consider non-recurrent congestion in 
their routing process. Literatures except for reference [28] re-route vehicles with the 
objective of avoiding the affected place.  The solutions are focusing on routing the 
vehicles with the objective to avoid the congestion area. The congestion will be pre-
dicted according to delay.  Even those researchers consider non-recurrent congestion 
in rerouting process, most of them provide planning to avoid the congestion but not 
consider vehicles that already trapped in the traffic. In addition, route availability is 
neglected. Route availability is one of the most important in re-routing process [4] 
especially when it involved total route closure. 

Table 3. Non-recurrent Congestion(NRC) in Dynamic Routing 

Au-
thor 

Variables to Consider NRC  NRC Handling Methods 

[17] Travel delay  Difference between current &
regular delay 

Re-route each vehicles(avoid 
low speed route). 

[28] Flow rate, incident dura-
tion & blocked lane info. 

5% changes from normal
condition 

Provide detour plan for traffic 
control management  

[8] Route Vulnerability.  Predicted based on current
and historical data 

Vulnerable lane will be avoided 
for each vehicle 

[11] Incident delay Incident delay is predicted
using Markov Chain Model 

The vehicles will be re-routed 
based on new travel time 

4 Findings and Discussions 

In summary, there are three main components in traffic routing implementation; i) 
routing environment, ii) routing policy, and iii) update strategy for environment and 
routing policy. Dynamic traffic routing falls under online routing policy and must be 
implemented in stochastic routing environment. To adapt with the changes, the va-
riables and routes must be updated frequently. Update strategy will specify the me-
thod uses in updating routes and variables. These finding is shown in Figure 1 above. 
In real implementation, the route will be updated in specified time; however the im-
plementation of new route will be employed at the next intersections or nodes due to 
nature of network structure.  

In developing dynamic traffic routing, stochastic environment is used to interpret 
the real environment situation into computer readable. Basic representation for city 
network structure can be represented using Graph set where G ሺA, Nሻ where N is a set 
of nodes and A is a set of links. Then traffic data must be incorporated with the city 
network structure.  Both can be done through several method such as 3D simulation 
software for example StarLogo Software [5], Traffic Model Simulation software 
MAINS2IM (Multi- modAl INnercity SIMulation) [7] and others. Simulated data [5]  
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Fig. 1. Traffic Routing Conceptual Framework 

or real scenario will be integrated into the simulation software to represent real net-
work structure. The real data were collected uses several methods such as through 
Vehicle Adhoc Network, Geographical Information System, and loop detector. The 
data is collected and must be updated to the simulation environment. The update 
strategy for the data consists of two types. First, the data is updated every time ve-
hicles arrived at the intersection. Vehicles acted as an agent to collect data such as 
vehicle’s location and travel time along. Every time vehicles arrived at the intersec-
tion, collected data will be updated. Second strategy is time based strategy. It can be 
divided into two which are discrete and interval time strategy. 

In dynamic traffic routing, online routing policy must be implemented. The objec-
tive of online routing policy is to adapt with the changes in traffic routing environ-
ment. This will involve constructing a new route for vehicles. Researchers used traffic 
density as an indicator in constructing new route. The process can be done two types 
of update strategy. First is in time interval and second is when the vehicles arrived at 
new intersection. Balanced route will be re-evaluated, if high density lane is detected 
in pre-planned route, the pre-planned route will be re-evaluated. New route will be 
calculated and cost for both routes (pre-planned and new route) will be compared. If 
new route has a better travel cost, vehicles will continue their journey with new route, 
if not it will use the pre-planned route. 

Dynamic traffic routing has been extensively study and proven as one of the me-
thods to reduce traffic congestion. Fluctuating cost between nodes in terms of route 
density and traffic flow have been extensively used in developing the dynamic traffic 
routing. These variables have been proven able to represent current vehicle movement 
on specific path and could be used in solving traffic congestion and travel delay. 
However it is not sufficient in capturing the non-recurrent congestion especially when 
there involves route closure or route availability. Uncertain event like flash flood or 
fatal accident will lead to serious congestion and will involve several road closures. 
This problem requires detail solution in detour the vehicles at the congested area 
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Among the related issues highlighted by researchers in traffic routing are the algo-
rithm’s capability in providing real time guidance and the congestion handling  
efficiency [32]. Most of the proposed routing algorithm assumed the origin and desti-
nation of each vehicle are known beforehand. For a large scale network, it would be 
computationally expensive to calculate or re-route all the vehicles according to the 
origin and destination during congestion [32]. Current solutions proposed by research-
ers are to select certain most affected vehicles to be re-routed[24], [32]. [24] found 
that vehicles which were not involved in re-routing would benefit more in terms of 
travelling distance compared to vehicles involved in re-routing. Besides, increase in 
number of re-routings would increase the computational cost. Research findings also 
show at least 15 percent of the vehicles involved in re-routing will have longer travel-
ling time compared to vehicles which were not [32]. 

5 Conclusion 

In this paper, recent publications in dynamic traffic routing for traffic congestion were 
reviewed. This review suggests that in general, Traffic Routing Conceptual Frame-
work can be divided into three levels as shown in Figure 1. This framework constitute 
to the field of traffic routing where it can be used as a reference for further research. 

Although the issue of enhancing network performance using dynamic traffic 
routing has been extensively study, there are a couple of limitations that need to be 
looked into. One of them is most of the developed researches were focusing on guid-
ing the specific vehicle or single traveler route guidance based on specific origin and 
destination. Routes are calculated according to the each vehicle preferences. Even 
though some of the developed route guidance was based on system optimum traffic 
assignments they still concentrate on individual vehicles. Each vehicle will be guided 
towards less congested area according to each vehicle preferences. 

In disseminating traffic congestion especially in non-recurrent congestion, the main 
objective is to reduce the impact of the congestion for the whole network by dispers-
ing the traffics at the affected area and to avoid incoming traffic from flowing to the 
affected area.  The setback is, to apply dynamic route guidance for the whole route 
will require a lot of computational time especially when it involves various origins 
and destinations. So the question to be answered is what if instead of focusing on 
single vehicle the dynamic route guidance focuses on multiple vehicles; the objective 
is to withdraw vehicles from the congested area. So, instead of re-route the vehicles 
according to their specific preferences, detour plan should be provided to bring the 
vehicles to the nearest less congested area. The plan should consider all possible di-
rections nearby in constructing the routes.  

In non-recurrent congestion, a pre-planned road closure must be executed due to 
various reasons for example constructions, Independence Day ceremony and etc. In 
this situation, route density cannot be used in the routing process. In Kuala Lumpur, 
Malaysia, current implementation is by informing road users beforehand but with no 
proper guideline given. This raises another question to be answered, what is the best 
method to re-route the vehicles in such situation. 
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Abstract. In order to ensure the compatibility among video codecs from  
distinct manufacturers and applications, intensive efforts have been undertaken 
in recent years. For example, a digital video, its size is very large to be stored in 
memory of storage device. Practically, video should be processed to make it 
more practical to be shared, at the same time maintaining the quality of the 
video and avoiding error rate to occur during the transmission. All the issues 
were discussed in this paper. This paper describes the comparison of video cod-
ing standard and discusses on video transmission. For instance, a sample video 
has 320 x 240 pixels per frame, 24 frames per second, total 265 minutes full 
color video. Thus, several video compression standards had been used to ana-
lyse the throughput and round trip time performance base on different bit rates. 
The result shows the video with a higher bit rate will have a higher throughput. 
This experiment could proceed by applying a new method of video compression 
with the latest video coding standard to analyse the performances. 

Keywords: Video Coding Standard, Video Transmission, Bit Rate, Through-
put, Round Trip Time. 

1 Introduction 

In the late 1980’s and 1990’s, video compression became the main the area of re-
search and it enabled a diversity of applications which included video broadcast, vid-
eo conferencing and many more [1]. Transferring a big size of data is a common 
problem to happen [2]. Normally, a big file will occupy a space and it will become 
harder to be transmitted. Compression is needed to solve this problem by reducing the 
file size at the same time maintaining the quality of an original file. 
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The main goal of most digital video coding standards has been to optimize coding 
efficiency and there are various video coding techniques proposed and many re-
searches still ongoing out there [3]. Coding efficiency is the ability to reduce the bit 
rate necessary for representation of video content to reach a given level of video qual-
ity. Its aim is to maximize the video quality achievable within a given available bit 
rate compared to the existing standards [4].  

Video streaming based on Transport Control Protocol (TCP) has become popular 
because it is easy in handling and deploying [5]. TCP provides error recovery by re-
questing retransmission of missing data and without error recovery, every time a 
packet is lost during transmission, there would be an audio or video glitch in the play-
back. Besides, in low latency networks, TCP features good throughput performance 
and low end-to-end delays, that make TCP-based interactive services possible.  

Through the previous study, a new video compression standard for a very low bit 
rate has been discovered. This paper is aimed to examine the performance of the 
throughput and round trip time when different coding standards of a file were used to 
transmit over wired-LAN by two PCs. This preliminary study demonstrates that the 
throughput is higher at a low bit rate, both for sending and receiving a file. This ex-
periment will help any continuous project in the future to obtain a better performance 
in the transmission process.  

This paper is discussed as follows; the second section explains the related work on 
the video coding standard. The third section discusses the video process and transmis-
sion continues with the video performance testing for the next section. Then, the next 
section explains about the experiment setup. The sixth section discusses the result and 
discussion conducted in this study. Finally, this paper ends with the conclusion  
remarks and future enhancements. 

2 Video Coding Standard 

Video coding standards have been developed primarily through the development of 
the well-known ITU-T (International Telecommunication Union-Telecommunication) 
and ISO/IEC (International Organization for Standardization/International Electro-
technical Commission) standards [6]. The Video Coding Experts Group (VCEG) is a 
working group of the ITU-T, which was formed in 1984 and was responsible for the 
H.26x video coding standards. The Moving Picture Experts Group (MPEG) was 
formed in 1988, and is a working group of experts from ISO/IEC targeted at develop-
ing standards for digital audio and video coding and transmission [7, 8].  

The H.263 [7] standard was developed by the ITU-T VCEG in 1995. It was based 
on H.261, MPEG-1 and MPEG-2. The aim for this standard is to operate at a low 
bitrate for video conferencing. Besides, it can offer better quality at all bitrates in 
comparison with the prior standards. The original standard was improved in 1998 and 
2000, and the coding efficiency and capacities were considerably enhanced. There 
have been many new features developed, for instance, reference picture selection 
mode, support for flexible picture formats and modified quantization mode. 
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In 1998, the MPEG-4 visual standard was developed by ISO/IEC MPEG and 
aimed at low bit rate video communications [7]. The standard was extended later from 
a low bit rate up to a high one for more efficient work.  In comparison to MPEG-2, 
the coding efficiency was enhanced. In addition, some new features were added in the 
standard, such as error resilience and segmented coding of shapes. Besides, during the 
development in 2000 and 2001, more features were added for example, variable block 
size motion compensation, intra discrete cosine transform coefficient prediction and 
quarter-sample motion compensation. 

The year 2003, when the first specifications of the H.264/AVC was approved [9], 
can be regarded as another milestone. H.264 is also called MPEG-4 Part 10 and 
AVC that was developed jointly by the ITU-T VCEG and ISO/IEC MPEG, is known 
as Joint Video Team (JVT) [7]. It has been an enabling technology for digital video 
in almost every area that was not previously covered by H.262/MPEG-2 Video and 
has considerably displaced the older standard within its existing application domains. 
Currently, this coding scheme is used in most of applications like Digital Video 
Broadcasting (High Definition) TV signals over satellite, Blu-ray Discs, cable and 
terrestrial transmission systems, camcorders,  security applications, video recording 
on mobile phones, video telephony, on-line video streaming [9, 10].  H.264 coding 
offers higher quality for lower bitrates than MPEG-2 and is also more suitable for 
HD broadcasting and screening. There were several new features included in the 
standard, for instance, the number of reference pictures was increased up to 16 
frames, more flexible variable block-size motion compensation was used with the 
block sizes as small as 4 × 4 and as large as 16 × 16 besides quarter-pixel motion 
compensation was included. In addition, two main new features were added to the 
standard, which are Scalable Video Coding (SVC) and Multiview Video Coding 
(MVC). The SVC extensions were completed in 2007 and the MVC extensions were 
completed in 2009.  

As the demands of video quality at lower bandwidth are increasing, a new video 
coding standard is needed. The most latest standard of the ISO/IEC Moving Picture 
Experts Group (MPEG) and ITU-T VCEG is High Efficiency Video Coding (HEVC), 
which is also known as MPEG-H Part 2 or ITU-T H.265 [9]. The HEVC standard was 
completed in January 2013. It can achieve a bit rate reduction of 50% for equal per-
ceptual video quality, and can support increased video resolution such as ultra-high 
definition television [7]. 

As shown in the Fig. 1 below, the graph compares bit rate levels across MPEG-2, 
H.264/AVC & H.265/HEVC. The improvement has been made to provide enough 
flexibility to allow the standard to be applied to a wide variety of applications on a 
wide variety of networks and systems. The graph shows the target of bit rates for 
every new video standard will be decreased until 50%. Table 1 below shows the ma-
jor comparison between the two common standards. 
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overall network packet loss rates, and hence the need for retransmissions. However, 
there is a difficulty in using TCP for streaming video delivery which is media delivery  
guarantee of TCP is accomplished through persistent retransmissions with potentially 
increasing waiting time and also delivery time. 

4 Video Performance Testing 

In most case studies, the current video coding standards have been discussed gener-
ally in terms of the features and also their characteristics [19, 20]. Besides, the quality 
measurement, particularly peak signal-to-noise ratio (PSNR) over bit rate, has also 
been discussed [4, 21, 22]. All generations of video coding standards were designed 
to provide improved compression efficiency and increased their functionality [1]. 
Compression efficiency is the main attribute for a video codec to be successful in 
wireless environments [23]. In a network testing, there are several common aspects 
required for video visualization which include bandwidth, threshold, throughput, 
frame rates and also screen resolution [20]. Those are common aspects that have to be 
taken into consideration in order to obtain good performance as well as user satisfac-
tion. Besides the measurement of the video quality, performance of transmitting 3D 
video over LTE network had been discussed in the previous paper [24] which aimed 
to deploy the 3D video services over LTE networks with Quality of Service (Qos) 
with limited numbers of users. An evaluation of the throughput over number of users 
was also measured. This paper discovers the efficiency of transmitting a video file 
with three different video coding standards over Wired LANs network that only  
involved two PCs in order to analyse the throughput and also the round trip time. 

5 Experiment Setup 

This experiment consisted of three phases. Fig. 2 shows a framework phases which 
include the process involved in doing this experiment. The first phase is to gather 
information in order to understand the video coding standard in general and set-up 
control parameters of a different video coding standard.  The second phase is the 
experiment set up. Fig. 3 shows the transmission process involved in general. For this 
experiment, we used unicast which is point-to-point communication between the cli-
ent and server that required two PCs by using Transport Control Protocol (TCP).  
Once the connection succeed, the transmission started with the client starts to request 
a file from server. Then, TCP ensured that the client was ready to accept data. The 
TCP connection was established successfully via a three-way handshake. It responded 
with an ACK and SYN bits set. TCP made sure that the data reached its destination. If 
the receiver did not acknowledge a particular packet, it retransmitted the packet auto-
matically up to three times. The final phase is the result analysis. For this phase, 
Wireshark network analyser was used to capture the network traffic. This phase ana-
lysed the throughput and the round trip time performance by using Wireshark network 
analyser. 
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Fig. 2. The Framework Phases 

 

Fig. 3. Transmission Process 

6 Result and Discussion 

Table 2 below shows the parameters of three videos that were used to test the trans-
mission performance by using Wired LANs connection. Only two PCs were used in 
this experiment. This phase was started with the setting up IP Address of the server in 
the client site. The result for this paper focuses on the performance test based on dif-
ferent video coding standards that were played consecutively. The first evaluation for 
this experiment was throughput performance, as shown in Fig. 4 and Table 3 below. 
Throughput was analysed based on the average rate of a successful message delivered 
over communication channel that involved a sender and receiver. Based on the graph 
performance, it shows that the video coding standard of H.264 has the highest 
throughput. A file with the highest bit rate tends to have the highest throughput.  
A few gaps are shown in the graph because of there is very little traffic going from the 
sender to the receiver during the transmission.  
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Parameter

Table 2. Parameters of Three Videos. 

Video Coding  
Standard MPEG-2 H.264 H.265 

Duration 4mn 25s 4mn 25s 4mn 25s 
Overall Bitrate(Kbps) 396 356 228 

File Size (MiB) 12.5 11.3 7.23 

Screen Resolution 320x240 320x240 320x240 

Frame Rate (fps) 24 24 24 

 

 

Fig. 4. A Throughput Graph among Three Video Coding Standards 

Table 3. Result of Throughput. 

Video Coding Standard Throughput (B/s) 

MPEG-2 28500000 

H.264 23750000 
H.265 18500000 

Besides throughput, a round trip time performance has also been analysed in this 
experiment. The round trip time means the length of time it takes for a signal to be 
sent plus the length of time it takes for an acknowledgment of that signal to be re-
ceived. Fig. 5 shows a round trip time graph among three video coding standards that 
was captured in the transmission process consecutively. Based on the result of a round 
trip time graph, H.265 shows the shortest sequence number as compared to the others.  
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Fig. 5. A Round Trip Time Graph among Three Video Coding Standards 

7 Conclusion and Future Work 

As a conclusion, a bit rate is a property of video while throughput is a property of 
transmission. Currently, TCP is the most commonly used transport-layer protocol for 
a small transaction. It offers a reliable byte stream of retransmissions and congestion 
avoidance and it meets the requirement that so many applications desire. To optimize 
TCP throughput, the sender should send enough packets to fill the logical pipe be-
tween the sender and receiver. Generally, there is an improvement in video compres-
sion standard in accordance with the latest technological and technique developments. 
Based on the experiment, it shows that a file with a high bit rate would result in a high 
throughput. Besides, based on the result of round trip time graph, it shows that H.265 
has small sequence number as compared to the other two video coding standards. The 
aim of this experiment is achieved, which focuses on the throughput and also round 
trip time. In future, this experiment could proceed by applying a new method of video 
compression with the latest video coding standard to analyse the performances. 
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Abstract. Over the last few decades, partial differential equations (PDEs) have 
become one of the significant mathematical methods that are widely used in the 
current image processing area. One of its common applications is in image 
smoothing which is an essential preliminary step in image processing. Smooth-
ing is necessary because it affects the result of further processes in image 
processing. In this project, a system based on second-order PDE and fourth-
order PDE models are developed and implemented in digital radiographic im-
age that contain welding defects. The results obtained from these models show 
better image quality as compared to conventional filters, such as median filter 
and Gaussian filter. The system is beneficial in assisting radiographic inspectors 
to produce a better evaluation and analysis on defects in welding images. In ad-
dition, non-destructive testing consultants from industries and academician 
from universities can also utilize this system for training and research purposes. 

Keywords: partial differential equation, image processing, image smoothing, 
second-order PDE, fourth-order PDE. 

1 Introduction 

Radiography is a non-destructive testing (NDT) methods used by modern industries 
that can be divided into conventional radiography and digital radiography (DR). The 
conventional radiography uses film while DR uses a detector to store digitized  
images. The DR presents several advantages such as immediate availability of the 
image, interactive parameter setting on devices, digital operation on the images and 
sharing of the images [1]. The ‘real time’ application of DR makes the system easier 
to handle with the appropriate digital image processing and advancement of technolo-
gy. By using image processing, the quality of digital images can be improved and 
enhanced. There are numerous software programs such as Quick MTF, I See, ImageJ 
and Imatest which have served to improve and evaluate image quality [2]. 

During image acquisition process, images are often corrupted by noise due to envi-
ronmental condition such as light levels and sensor temperature. The existence of 
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noise cause the images can’t be used directly and require some enhancement for fur-
ther process. Generally, image smoothing is applied to filter the existence of noise. 
Noise filtering is done by replacing the pixel intensity to remove relevant noises while 
the size of the filter controls the degree of smoothing. The area of image smoothing is 
still an open research as the quality is a subjective matter. The existing filters such as 
median, Gaussian and Wiener are able to remove noise, but produced blurring effect 
on image because the image edges are over smooth [3].  

Median filter is a well-known filter because it has capabilities of noise reduction 
with less blurring effect [4]. The median filter replaces each of the pixel intensity with 
the median value in the region from a neighborhood of nxn mask. On the other hand, 
the Gaussian filter uses nxn mask with the weights that are computed according to the 
Gaussian function: 
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where ( )jig , is the denoised image in ith row and jth column, σ is the standard devia-

tion that controls the degree of smoothing. 
Due to the drawback of conventional filters, the nonlinear partial differential equa-

tion (PDE) for image processing, including image smoothing has risen since the late 
1980s [5]. The PDE is applied as image smoothing to remove noise while preserving 
the edge. This produced better quality image as compared to the conventional filters. 

Chhabra, Dua and Malhotra [6] demonstrated a comparative analysis of several filter-
ing techniques applied on CT scan images and they concluded that anisotropic diffusion 
is a promising technique compared to median filter, wavelet decomposition, wave atom 
decomposition, wiener filter, anisotropic diffusion and NL-means filtering.  

In the past few years, the evolution of second-order PDE and fourth order PDE 
have gain lots of attentions for image smoothing. Second-order PDE has been justi-
fied as a good noise removal and edge preservation for digital images [7][8] and 
fourth-order PDE has been successfully attempted as image smoothing on digital 
images to reduce the blocky effect [9].  

Second-order PDE that was initiated by Perona and Malik [10] has combined the 
theory of diffusion in image processing. Wee, Chai and Supriyanto [11] had extended 
the conventional four spreading diffusion directions to eight spreading diffusion di-
rection on ultrasound image with speckle noise. The extended version of second-order 
PDE is able to retain the edge of image feature. Shanmugam and RSD [12] proposed 
condensed anisotropic diffusion that was successfully applied on foetus image and 
real US pediatric images. The method aims to enhance the visual interpretation  
of radiologist. The condensed anisotropic diffusion consists of two terms that are 
coherent diffusion term and regular term that is numerically implemented using finite 
difference approach.  

The implementation of fourth-order PDE is to avoid the blocky effects of second-
order PDE [9]. Hajiaboli proposed a modification of You and Kaveh [13] that pro-
duces fast convergent filter with the ability of good edge preservation [14].  Kumar, 
Kaushik, Anuradha and Saxena [15] proposed a new hybrid model of line based edge 
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detector and fourth-order PDE with median filter to detect the presence of breast can-
cer on mammogram image in which the proposed model give better peak signal to 
noise ratio (PSNR) value.  

This paper describes the development of the image smoothing system using PDE-
based models that based on second-order PDE by Perona Malik [10] and fourth-order 
PDE by You and Kaveh [13]. Then, the performances of the models are evaluated and 
compared with the conventional filters. 

2 Materials and Methods 

In designing the system, the numerical implementation of second-order PDE and 
fourth-order PDE using finite difference approach (FDA) are applied. The results 
from these two models are compared to the conventional filters of median and Gaus-
sian. Figure 1 illustrates the various processes embedded in the image smoothing 
system.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Embedded Processes in Image Smoothing System 
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The detail explanation on image smoothing and the development of the system  
using MATLAB GUI are elaborated in the next section.  

2.1 Image Smoothing 

In this paper, the PDE-based models applied are (2) represents the second-order PDE 
by Perona and Malik [10] and (3) that represents the fourth-order PDE by You and 
Kaveh [13].  

( )( )II
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I ΔΔ⋅Δ=
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∂ α . (2) 
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where I is an image function of ( )tyx ,, . The ⋅Δ , Δ and 2Δ are the image diver-

gence, gradient and Laplacian respectively. The α  parameter is the diffusivity coef-
ficient defined by Perona and Malik [6] defined as in (4). 
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where K is the contrast parameter. 
Both models are solved computationally using FDA. The FDA equation is devel-

oped using forward in time and central in space (FTCS) by discretizing (2) and (3) 
with step sizes of xΔ and yΔ  for the second-order PDE and the step sizes of xΔ2

and yΔ2  for the fourth-order PDE. The discretization for both models produces (5) 

and (6) respectively. 
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2.2 System Development 

The design of Graphical User Interface (GUI) must ease users to communicate with 
the system in which users are able to manipulate the system to produce the required 
output. A good GUI should consider three main factors mainly usability, simplicity 
and interactivity [16]. 

Usability relates to the interaction of the user interface (UI) which can be defined 
as user friendly, intuitive or easy to use. For simplicity, the UI must be simple and 
designed as easy to learn with high proficiency. An interactive UI should provide the 
way that users expect the system to do. A good interaction of UI will reduce uncom-
fortable feeling such as stress, fatigue and frustration of users for further use of the 
system. 

In this paper, a system GUI is designed to display the developed image smoothing 
algorithm that allows users to perform the smoothing process on the input image. 
Figure 2 demonstrates the layout design of the image smoothing GUI. 

 

Fig. 2. Image Smoothing System Layout Design 

There GUI is designed with six axis graph to display the relevant images where 
two axes are to display the input images and the other four axes are to display the 
results of denoised images from the smoothing filters. 

In addition, there are three main push buttons required that are PDE-based Filters, 
Conventional Filters and Analysis. The PDE-based Filters button is developed to 
execute the process that involved in the second-order and fourth-order PDEs. Before 
executing each process, users are required to set the number of iterations. The Con-
ventional Filters button is developed to process the median and Gaussian filters.  
In MATLAB, median and Gaussian filters are processed using: 
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>> B1 = medfilt2(input_image, [3,3]); 
>> h = fspecial('gaussian', [3 3]); 
>> B2 = imfilter(input_image,h); 
 

where B1 and B2 are the processed image for median and Gasussain filters respec-

tively, and the mask used is 33× in size. 
The Analysis button is created to calculate the performance of both filters  

(i.e PDE-based and conventional) using full reference image quality metrics that are 
peak signal to noise ratio (PSNR) and mean absolute error (MAE). The PSNR and 
MAE are used to measure the noise estimation between the original and the processed 
image for both models. 

The PSNR is the most widely used image quality metric which can be defined  
as in (7). 
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where I0 represents the original image and 1
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I represents the image produced after 

the smoothing process. Both I0 and 1
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I are in BA × size. The ( )0max I  is the maxi-

mum possible value of the original image and the MSE is defined as in (8). 

( ) ( ) ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−= ∑∑

= =

++
A

i

B

j

nn
jiji

II
AB

IIMSE
1 1

21
0

1
0 ,,

1
, . (8) 

From the calculated PSNR values, higher value indicates a good quality of image 
and low value shows a less quality of image.  

Equation (9) represents the MAE that computes the absolute error between the orig-
inal image and the processed image by measuring the closeness of the pixels. 
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3 Results and Discussion 

In this paper, MATLAB GUI development environment (GUIDE) is implemented 
using a PC workstation with AMD Phenom (tm) II X4 B95 Processor 3.00 GHz run-
ning Windows 7 Professional, 32 bit Operating System supported by Matlab R2009a. 
Table 1 shows the implementation for the developed GUI. 
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Table 1. The System’s Implemention Flow.  

Step 1: Read Original Image, 0I  

Step 2: Read Noisy Image, 0I  

Step 3: Set the number of  iterations, n 
Step 4: While ≤n number of  iterations 

             Compute (5) and (6) 

           end 

Step 5: Process the 0I uses the median and Gaussian filters 

Step 6: Calculate PSNR, (7) 

        Calculate MAE, (9)                  

Figure 3 and Figure 4 depict the load menu and browsing window after users select 
the load menu. Users are required to load two input images which are the original 
image, I0 and the noisy image. For the experimental purposes, the noisy image is an 
image that degraded with some level of Gaussian noise. 

 

Fig. 3. Layout Design for Loading Image Menu 

 

Fig. 4. Layout Design for Image File browsing 
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After users select a specific input image, users are able to start the smoothing 
process by pressing the PDE-based Filters button but at first they are required to set 
the number of iterations. The number of iterations plays an important role that affect-
ing the image quality of the smoothing process for each model. Table 2 depicts the 
result of the image quality using PSNR and MAE for second-order PDE and fourth-
order PDE with different number of iterations for a radiographic image that have been 
degraded with Gaussian noise. 

Table 2. PSNR and MAE Results with Different Number of Iterations.  

Iteration Smoothing Filters 
PDE-2 PDE-4 

n PSNR(dB) MAE PSNR(dB) MAE 

10 34.8592 2.70677 33.3317 3.24376 

50 34.9291 2.61081 35.0177 2.65002 

100 33.6517 2.91182 35.144 2.59717 

150 32.7029 3.1565 35.094 2.60184 

200 31.9661 3.366 35.0145 2.61916 

 

 

Fig. 5. Layout for Image Smoothing Process 

By referring to Table 2, for second-order PDE, n=50 and for fourth-order PDE, 
n=100 show the best quality results as the highest PSNR indicates the good quality of 
image. This indicates that the fourth-order PDE produced a better quality image  
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compared to second-order PDE but with higher number of iterations. Then, both n=50 
and n=100 are used to display resultant images that required to been analyzed as 
shown in Figure 5. 

It can be seen that, the results of denoised images for second-order PDE, fourth-
order PDE, Median and Gaussian filters are hardly to be compare visibly. Hence, the 
PSNR and MAE for each filter are displayed which indicates the performance for 
each filter as tabulated in Table 3. 

Table 3. The Performance of Image Smoothing Filters using PSNR and MAE.  

Quality 
Metric 

Smoothing Filters 

Median Gaussian 
PDE-2 
(n=50) 

PDE-4 
(n=100) 

PSNR 30.5889 27.3041 34.9291 35.144 

MAE 4.36659 6.53139 2.61081 2.59717 

By comparing the image smoothing filters applied in this paper, the quality of radi-
ographic image is improved with the highest PSNR and the lowest MAE using fourth-
order PDE.  

4 Conclusion 

In conclusion, the second-order by Perona and Malik and fourth-order PDE by You 
and Kaveh that been solved computationally using finite difference approach had 
been successfully applied as image smoothing on the digital radiography image of 
welding defect. The developed system aims to demonstrate the implementation of the 
PDEs with conventional filters of median and Gaussian filters and display appropriate 
results. The PDE-based model can be used as an alternative technique to improve the 
quality of the image. The developed system can be applied by radiographic inspectors 
to assist them in producing better evaluation and analysis on images that contain 
welding defect. 
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Abstract. Feature extraction is an important stage in Jawi recognition system 
because it can influence various aspects that can affect the recognition perfor-
mance. Statistical feature extraction is strongly influenced by the presence of 
pixels that make up a word, especially for technique based on zonings and pixel 
density. Variability in writing style makes the presence of pixels that form the 
smallest primitive structure in a zone becomes less uniform and this affect the 
value of pixel density. To overcome this problem, a technique known as numer-
ic code representation to represent the range of the primitive structure tilt in a 
zone has been proposed. Numeric code is generated by comparing average row 
and column of smallest primitive structure in each zone. The experimental re-
sults show that the numeric code representation is the best method in 
representing the main structure of the Jawi sub-word image when compared 
with the other three feature representation techniques. This is because it can 
generate the highest recognition rate for both classifiers which is used either 
based on probability or voting.  

Keywords: Jawi text recognition, Arabic text recognition, feature extraction, 
statistical feature. Segmentation-free method.  

1 Introduction 

Jawi is an old script used in writing Malay language. It was borrowed from Arabic 
characters by adding additional characters for suitability of use in the language. Jawi 
script was commonly used in South East Asia where Malay language is spoken by 
more than 200 million people. However, the use of Jawi script has increasingly been 
forgotten and replaced with other scripts such roman or script of state official lan-
guage [12, 15]. 

Research in the Jawi text recognition is still less compared to the Arabic text or 
other text that are borrowed from Arabic character. It began in the late 1990s by a 
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group of researchers to develop automated digitizing system of Malay Manuscripts at 
the National University of Malaysia [11]. This work is motivated by the existence of 
about 15000 ignored Jawi manuscripts in libraries and museums around the world. 

Feature extraction is a process to extract a set of features from the image to be clas-
sified. Features can be categorized into three types, namely structural, statistical and 
global transformation feature [7]. Structural feature represent the geometrical and 
topological characteristics of an image. Statistical features are numerical measures 
computed over images or regions of images. Meanwhile, global transformation fea-
ture represents the abstract or more compact form of image characteristic [2]. 

The advantages of structural features are that they can tolerate the distortion and 
variation style of writing. However, these types of features are not easy to extract 
from the image [6]. The advantages of statistical features are easy to extract from the 
image. However, they may be misleading due to poor binarization process [7].  

The choice of features will affect several aspects of the pattern recognition problem 
such as accurate representation of word image, learning time, and the required num-
ber of sample for training [3]. Good features should have four characteristics namely 
discrimination, reliability, independence, and small number [4]. However, the main 
problem in feature extraction is to find the ideal set of features that can be used to 
make a good and correct classification [9]. 

As a major factor influencing recognition performance, features play a very impor-
tant role in handwriting recognition. This has led to the development of a variety of 
features and feature extraction method for handwriting recognition to increase the per-
formance of system [13]. The complexity of Arabic/Jawi writing style also has led some 
researchers to extract multiple sources of information from input images [1, 3, 5]. 

Many Arabic/Jawi characters have the same shape of the main body but only differ 
in the number and position of dots whether above or below the main body.  In this 
case, dot profile feature become a natural method to differentiate between Arab-
ic/Jawi characters which share the main structure [8].  

Variability in writing styles makes feature representation based on calculation of 
pixel density over the region of image become less effective. So, this paper proposes a 
technique based on calculation of the pixel average according to their rows and col-
umns in each zone to represent as a numerical code. 

2 Sub-word Model 

Generally segmentation-free approach based on window is started by implementing 
implicit segmentation on word or sub-word image to convert the image to a sequence 
of windows either with uniform or non-uniform width size. Each resulting window 
will contain the primitive structure of the word or sub-word image. Feature will be 
extracted from every window to produce the sequence of feature vector to represent 
the model of a word or sub-word. 

This study uses a sub-word model; it is to reduce the number of models that must 
be developed if compared with the use of the word model. Each sub-word image will 
be divided into several non-uniform windows where the size of each window is  
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not fulfill the condition set. Zero smallest window mean the window does not contain 
any smallest primitive structure and it does not involved any analyzing process on the 
pixels “1” during the determination of numeric code in the next stage. 

Second, numeric code determination; this stage is to represent the smallest primi-
tive structure in each smallest window as a numeric code. Based on the observations 
of the resulting smallest primitive structure, two categories of the structure were iden-
tified, namely the basic and additional structure. 

The basic structure is often produced when compared to additional structure. It has 
straight lines (or nearly straight line) or curve (or slightly curved) structure and has 
variation of tilt from 0 to 90 degree as shown in Fig. 3, while additional structure has 
branches or zigzag structure as show in Fig. 4. 

 
 
 
 
 
 
 
 

Fig. 3. Basic feature of smallest primitive structure. 

 
  
 
 

Fig. 4. Extra feature of smallest primitive structure. 

Numeric code determination is started by performing an average calculation of 
columns (AVc) and rows (AVr) of pixels “1” in each of the smallest window. Here is 
the formula used:  

 

 AVc=   ୮୧୶ୣ୪ "ଵ"  ୡ୭୪୳୫୬ ୲୦ୟ୲ ୡ୭୬୲ୟ୧୬ ୮୧୶ୣ୪ "ଵ"                               

 

 AVr =  
  ୮୧୶ୣ୪ "ଵ"  ୰୭୵ ୲୦ୟ୲ ୡ୭୬୲ୟ୧୬ ୮୧୶ୣ୪ "ଵ"                                 

 
The average result of rows and columns in each zone will be compared with each 

other to determine the numeric code that represents the smallest primitive structure. 
Numeric code 7 is to represent the additional structure, 1 to 5 is to represent the basic 
structure depending on the difference between the average of rows and columns. Nu-
meric code 0 is to represent the smallest window that does not contain any smallest 

(1) 

(2) 
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primitive structure or contain only one pixel “1”. Each window is represented by a 
feature vector fvi = {f0,f1,f2,f3,f4,f5,f6,f7,f8}. However the windows with connection 
structure will assign fix value of numeric code, fvi = {0,0,5,0,0,5,0,0,5}. This is based 
on the assumption that all connection structure has straight line shape. The following 
shows the algorithm of numeric code determination: 
 

Begin (numeric code determination) 
If (AVr > AVc) 
 {  if (AVr – AVc) > 0.2 
     code = 3 
   else if (AVr > 2.2 dan AVc > 1.8) 
     code = 7 
   else if AVr > 2.5 and AVc < 1.1 
     code = 1 
   else  
     code = 2 
 } 
else if (AVr < AVc) 
 {    if (AVc –AVr )< 0.2 
     code=3 
   else if (AVc > 2.2) && (AVr > 1.8)) 
     code=7 
   else if ((AVc > 2.5) && (AVr < 1.1)) 
     code=5 
   else  
     code = 4 
 } 
else if (number of pixel “1” equal to 1) 
       code=0 
else if (number of pixel “1” greater than 1) 
       code=3 
else 
       code=0 
end (numerical code determination) 

 
The numeric code that represents the basic structure is actually intended to 

represent the tilt angle of basic structure in a smallest window. Table 1 shows the 
relationship between numeric code and an estimated range of tilt angle. The tilt angle 
of smallest primitive structure is measured based on the vertical axis. 
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For classification purposes, this study uses two types of classifier which imple-
ments two different classification methods, Multilayer Perceptron (MLP) based on 
probability and Random Forest (RF) based on the votes. Both of them are from the 
Waikato Environment for Knowledge Analysis (WEKA) software. The selection of 
both classifiers is based on the results and consistency for each sample used during 
experiments to evaluate the performance of the proposed implicit segmentation  
technique because the tCode extraction technique is only suitable with the implicit 
segmentation technique. 

5 Experiment and Result 

The results in tables 2 and 3 show that the tCode technique is more effective in 
representing the feature of main structure of Jawi sub-word compared with the other 
three techniques, namely averRC, densy1, and densy2 whether based on probability 
(MLP) or voting (RF). 

The average recognition rate of the tCode technique based on probability is 87.5%, 
which is 53.4% better than the averRC (34.1%), 0.8% better than the densy1(86.7%), 
and 9.4% better than the densy2 (78.1%). Meanwhile, The average recognition rate of 
the tCode technique based on voting is 90.5%, which is 6.4% better than the averRC 
(84.1%), 3.3% better than the densy1 (87.1%), and 9.6% better than the densy2 
(80.9%). 

Table 2. Results of experiment using MLP classifier. 

 Recognition rate (%) - MLP 
 A B C Average 

tCode 89.5 88.3 84.8 87.5 
averRC 47 29.5 25.8 34.1 
densy1 88.8 87 84.3 86.7 
densy2 78 81.5 74.7 78.1 

Table 3. Results of experiment using RF classifier. 

 Recognition rate (%) - RF 
 A B C Average 

tCode 92.3 93.3 86 90.5 
averRC 87.8 82.5 82 84.1 
densy1 87.5 88.8 85 87.1 
densy2 79.3 82.5 81 80.9 

 
The average value of precision and recall in table 4 and 5 also shows that the tCode 

technique is more effective in representing the feature of main structure of Jawi sub-
word compared with the other three techniques, namely averRC, densy1, and densy2. 
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Table 4. The average value of Precision and recall based on MLP classifier 

MLP Classifier 
 tCode averRC Densy1 Densy2 
Precision 0.894 0.377 0.882 0.803 
Recall 0.875 0.341 0.867 0.781 

Table 5. The average value of Precision and recall based on RF classifier 

RF Classifier 
 tCode averRC Densy1 Densy2 
Precision 0.919 0.86 0.885 0.833 
Recall 0.905 0.841 0.871 0.809 

6 Conclusion 

Although these four techniques represent the feature from same category, the result of 
experiment shows that the performance of the feature differs when different tech-
niques of zoning and numerical measurements over region of images were used. 
tCode technique showed the best recognition rates because the code representation 
based on estimation of tilt range of the smallest primitive structure are less influenced 
by the number and pattern of pixel in a smallest window. 
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Abstract. Usability evaluation is an imperative phase in the development of us-
er-centred product design. There are growing numbers of usability research  
being conducted for different types of websites in Malaysia. However, little re-
search has been done to investigate the usability level of homestay websites in 
Malaysia. The main objective of this preliminary study is to evaluate the usabil-
ity of homestay websites in Malaysia by using various automated tools. The 
study has evaluated 347 homestay websites in Malaysia from the Cari Homes-
tay portal website by using automated tools such as Web Page Analyzer (from 
Website Optimization) and Dead Link Checker tool. The data were analyzed by 
using descriptive analysis. The descriptive analysis showed that there are exis-
tences of usability issues such as violation of usability guidelines in terms of (i) 
page size, (ii) broken links and (iii) download speed. Relevant recommenda-
tions that can be used by the web developer to improve the website were also 
being provided. Future work may include series of interviews with real users to 
share experience on the interaction and perceptions towards the websites. 

Keywords: Usability evaluation, automatics tools, homestay websites. 

1 Introduction 

Usability evaluation is an important phase in the development of user-centred product 
design. There are growing numbers of usability research being conducted for different 
types of websites in Malaysia. Examples of usability studies and research in Malaysia 
include for higher education [1] [2], e-government [3], handicraft [4] and Islamic 
websites [5] [6]. However, little research has been done to investigate the usability 
level of homestay websites in Malaysia.  

The development of user-centered product design is imperative to satisfy users 
with ease of use and to keep the producer competitive [7]. Web is a system that is 
interactive with areas of application but with different levels of usability issues [8]. 
With growing number of supporting devices, usability evaluation process should be 
automated [9].  

                                                           
* Corresponding author.  
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2 Usability 

Usability of a system can be described as efficient, easy to remember, ease of 
learning, low error and pleasant [10]. The usability testing or usability measurement 
used in this study is based on usability traits of (i) download speed, (ii) page size and 
(iii) broken links of the websites [11]. There is a need to keep page size below 34KB 
for modem users [11] and the pages accessed should download in less than ten 
seconds [11] [12]. There are growing numbers of usability research being conducted 
for different types of websites in Malaysia. Examples of usability studies in Malaysia 
using various automated tools are as shown in Table 1. Furthermore, Table 2 shows 
other example of usability research on different websites genre in Malaysia. 

Table 1. Example of usability studies in Malaysia using automated tools. 

Automated Tool (Usability traits evaluated) Website Genre Author 
Bobby (Download speed, page size & broken link) Islamic  [5] 
Website optimization (Download speed & page size) & dead-
link.com (Broken link) 

Islamic [6] 

Website optimization (Download speed & page size) & 
Axandra (Broken link) 

E-Government [3] 

Website optimization (Download Speed & page size), dead-
link.com & 1-hitbrokenlinkchecker.com (Broken link) 

Higher Education 
 

[2] 

Table 2. Example of usability research on different website genre in Malaysia. 

Website Genre Usability Research  Author 
Handicraft Usability testing research framework [4] 
Political Benchmarking framework for assessing usability [13] 
E-Commerce Usability evaluating using think aloud method [14] 
E-Commerce /  
Islamic websites 

Conceptual model of interaction design process 
between culture and usability 

[15] 

Occupational safety & 
health (OSH)  

Usability testing with eye tracking & FCAT analysis [16] 

Online news  Usability measurement [17] 
Higher education Usability evaluation [18] 
Online tourism Usability measurement [19] 
Online gift shops Comparison of usability testing methods [20] 

3 Method 

The study had evaluated 347 homestay websites in Malaysia from the Cari Homestay 
portal website (www.carihomestay.net) by using automated tools such as Web Page 
Analyzer (from Website Optimization) and Dead Link Checker tool. The data collec-
tion process lasted for one month starting from March 2014 to April 2014. The usabil-
ity information collected in this study are; (i) broken link, (ii) download speed and 
(iii) uploaded file size of the main page. The two web tools were used in this study in 
collecting the usability information of the main page. The web tools used are called 
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Web Page Analyzer (from Website Optimization) available at http://www.website 
optimization.com/services/analyze/ was used to generate an automatic report on web 
size and page speed or uploaded time and Dead Link Checker tool, available at 
http://www.deadlinkchecker.com/ to get the number of broken links.  

4 Analysis and Findings 

4.1 Overall Results – Usability Issues of Homestay Websites in Malaysia 

The usability testing or usability measurement used in this study is based on usability 
traits such as (i) speed, (ii) page size and (iii) broken links of the websites [11]. Based 
from guidelines provided; (i) there is a need to keep page size below 34KB for 
modem users [11], (ii) the pages accessed should download in less than ten seconds 
[11] [12] and (iii) there should be no existence of broken links [11]. The results are 
analyzed by using descriptive analysis. In summary, the descriptive results in Table 3 
showed that there are existences of usability issues such as violation of usability 
guidelines in terms of (i) page size, (ii) broken links and (iii) speed. 

Table 3. Usability issues of Malaysia homestay website. 

Usability Issues Frequency 
(/347)

Percentage (%)

Page Size (>34KB) 325 93.7 
Broken Link (>=1 link) 230 66.3 
Download Speed (14.4k)( >10 seconds) 326 93.9 
Download Speed (28.8k) (>10 seconds) 326 93.9 
Download Speed (33.6k) (>10 seconds) 326 93.9 
Download Speed (56k) (>10 seconds) 325 93.7 
Download Speed (128k) (>10 seconds) 316 91.1 
Download Speed (1.44Mbps) (>10 seconds) 213 61.4 

Table 3 shows the usability issues of homestay websites in Malaysia based on its 
frequency and percentage. From the data, most of the homestay website in Malaysia 
(93.7%) had page size of more than 34 KB which may cause the website page to load 
slower. It shows that most of the homestay website may not follow the usability 
guidelines. In addition, the speed of the website to load also had severe issues as ma-
jority of the main websites had downloaded speed of more than ten seconds. As for 
the modem speed 14.4k, 28.8k and 33.6k, the numbers of homestay websites with 
download speed issues are 326 from the total of 347 websites. While for modem 
speed of 56k, the numbers of websites with download speed issues are 325 websites. 
There are 316 websites with download speed issues (with modem speed of 128k). The 
numbers of homestay websites with download speed issues (for the modem speed of 
1.44Mbps) are 213 websites. There are 230 websites (66.3%) that had broken links 
issues.  
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There are problems associated with usability level of the homestay websites in Ma-
laysia. There are more than 93.9% of the homestay websites takes time more than ten 
seconds to load their webpage (with 14.4k modem). As the modem speed increases, 
the download speed of the main page will decrease. With 1.44Mbps modem, there are 
only 61.4% websites that takes download speed of more than ten seconds to load their 
main webpage. In addition, the homestay website of Malaysia had other usability 
issues in terms of the existence of broken link. There are 66.3% of homestay websites 
in Malaysia with broken links issues. This may be due to the lack of updating of the 
links available in their website. The existence of broken link may give negative per-
ceptions towards the website as people will think that the page is not up-to-date or 
indication of poor website maintenance. 

4.2 Usability Issues of Homestay Websites Categorized According to Different 
States and Federal Territories in Malaysia 

Table 4 shows the percentage of usability issues for homestay websites categorized 
according to different states and federal territories in Malaysia. Table 4 shows that 
there are six states that had 100% page size problems (page size > 34KB) which are 
(i) Kedah, (ii) Negeri Sembilan, (iii) Pahang, (iv) Penang, (v) Sarawak and (vi)  
Terengganu. For the broken link problem, (i) Negeri Sembilan and (ii) Terengganu 
had the highest percentage of problem which is at 86.7%. It is followed with Pahang 
and Perak (85.7%). Sarawak had the lowest percentage problem of broken link which 
is only 35.7%. There are problems associated with the download speeds for the main 
page by using different type of modem speed. For the speed of 14.4k (with download 
speed of more than ten seconds), there are six states which hold 100% download 
speed problems which are (i) Kedah, (ii) Negeri Sembilan, (iii) Pahang, (iv) Penang, 
(v) Sabah and (vi) Terengganu. Melaka hold the lowest percentage which is at 78.6%. 

For the speed of 28.8k (with download speed of more than ten seconds), the ho-
mestay websites in Kedah, Pahang, Penang, Sabah, Negeri Sembilan and Terengganu 
hold the 100% for the download speed problem. It is followed by Kelantan by 96.7% 
for the download speed problem. With modem speed of 56k (page with download 
speed of more than ten seconds), Kedah, Pahang, Penang, Sabah, Negeri Sembilan 
and Terengganu recorded as having the page size problem which is 100%. For the 
modem speed of 128k (with download speed of more than ten seconds), recorded 
Kedah and Sabah had the highest percentage which is 100%. It is followed with Ke-
lantan, Negeri Sembilan, Penang and Terengganu with the percentage of 93.3%. For 
the modem of 1.44Mbps speed that had downloaded speed of more than ten seconds, 
the homestay websites in Kedah and Perlis each recorded the percentages of 81% and 
71.4%. It is followed by Sabah (69.2%) with Kelantan and Negeri Sembilan with 
66.7%.  
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Table 4. Percentage of usability issues for homestay websites in Malaysia (States/Federal). 
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Johor  (/99) 
(%) 

92/99 
92.9% 

61/99 
61.6% 

92/99 
92.9% 

92/99 
92.9% 

92/99 
92.9% 

92/99 
92.9% 

87/99 
87.9% 

56/99 
56.6% 

Kedah (/31) 
(%) 

31/31 
100% 

23/31 
74.2% 

31/31 
100% 

31/31 
100% 

31/31 
100% 

31/31 
100% 

31/31 
100% 

25/31 
81% 

Kelantan (/30) 
(%) 

28/30 
93.3% 

17/30 
56.7% 

29/30 
96.7% 

29/30 
96.7% 

29/30 
96.7% 

28/30 
93.3% 

28/30 
93.3% 

20/30 
66.7% 

Kuala Lumpur*(/30) 
(%) 

26/30 
86.7% 

19/30 
63.3% 

26/30 
86.7% 

26/30 
86.7% 

26/30 
86.7% 

26/30 
86.7% 

26/30 
86.7% 

18/30 
60.0% 

Melaka (/14) 
(%) 

11/14 
78.6% 

10/14 
71.4% 

11/14 
78.6% 

11/14 
78.6% 

11/14 
78.6% 

11/14 
78.6% 

11/14 
78.6% 

9/14 
64.3% 

Negeri Sembilan (/15) 
(%) 

15/15 
100% 

13/15 
86.7% 

15/15 
100% 

15/15 
100% 

15/15 
100% 

15/15 
100% 

14/15 
93.3% 

10/15 
66.7% 

Pahang (/14) 
(%) 

14/14 
100% 

12/14 
85.7% 

14/14 
100% 

14/14 
100% 

14/14 
100% 

14/14 
100% 

13/14 
92.9% 

8/14 
57.1% 

Penang (/15) 
(%) 

15/15 
100% 

9/15 
60.0% 

15/15 
100% 

15/15 
100% 

15/15 
100% 

15/15 
100% 

14/15 
93.3% 

8/15 
53.3% 

Perak (/14) 
(%) 

13/14 
92.9% 

12/14 
85.7% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

6/14 
42.9% 

Perlis (/14) 
(%) 

12/14 
85.7% 

7/14 
50.0% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

10/14 
71.4% 

Putrajaya*(/15) 
(%) 

14/15 
93.3% 

9/15 
60.0% 

13/15 
86.7% 

13/15 
86.7% 

13/15 
86.7% 

13/15 
86.7% 

13/15 
86.7% 

6/15 
40.0% 

Sabah (/13) 
(%) 

12/13 
92.3% 

10/13 
76.9% 

13/13 
100% 

13/13 
100% 

13/13 
100% 

13/13 
100% 

13/13 
100% 

9/13 
69.2% 

Sarawak (/14) 
(%) 

14/14 
100% 

5/14 
35.7% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
64.3% 

Selangor (/14) 
(%) 

13/14 
92.9% 

10/14 
71.4% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

13/14 
92.9% 

8/14 
57.1% 

Terengganu (/15) 
(%) 

15/15 
100% 

13/15 
86.7% 

15/15 
100% 

15/15 
100% 

15/15 
100% 

15/15 
100% 

14/15 
93.3% 

7/15 
46.7% 

Total Errors (/347) 
(%) 

325 
93.7% 
 

230 
66.3% 

326 
93.9% 

326 
93.9% 

326 
93.9% 

325 
93.7% 

316 
91.1% 

213 
61.4% 

 
As the data shown from the total usability errors in Table 4, the followings discuss 

the percentages of homestay websites in different states and federal territories of Ma-
laysia based from the (i) the total usability issue (page size > 34 KB) exists from 325 
websites, (ii) the total usability issue (broken link > = 1 link) exists from 230 web-
sites, (iii) the total usability issue (download speed (1.44Mbps) > ten seconds) exists 
in 213 websites.  
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4.3 Recommendations to Improve the Usability of Homestay Websites 

There are some general considerations that a web developer must consider to improve 
the usability level of homestay websites in Malaysia. The followings are three 
relevant recommendations to improve the usability level of the homestay websites in 
Malaysia:  

1. There is a need to keep page size below 34KB for modem users [11]. 

The total sizes of files included in the main page of the website such as images and 
advertisements must be taken into account. The total size of files in the main website 
should be 34KB or less. There should be not much of large type of information put in 
the main page of the website as this may slow down the load of the page. 

2. The pages accessed should download in less than ten seconds [11] [12].  

It is recommended that the download speed for the main page will not take more than 
ten seconds to load, as the user might change to another page due to the slower re-
sponse time. The images used must be in smaller size to improve the download time. 
It is recommended not to use too many multimedia elements in the main page of the 
website. 

3. There should be no existence of broken links [11]. 

For broken links, the developer must check all links regularly to ensure that it is  
accessible. Any changes on link must be updated or the link must be deleted if it is no 
longer usable. 

5 Conclusion 

The main objective of this preliminary study is to evaluate the usability of homestay 
websites in Malaysia by using various automated tools. The study has evaluated 347 
homestay websites in Malaysia from the Cari Homestay portal website by using au-
tomated tools such as Web Page Analyzer (from Website Optimization) and Dead 
Link Checker tool. The data were analyzed by using descriptive analysis. The descrip-
tive analysis showed that there are existences of usability issues such as violation of 
usability guidelines in terms of (i) page size, (ii) broken links and (iii) download 
speed. Relevant recommendations that can be used by the web developer to improve 
the website were also being provided. Thus, relevant improvements should be done as 
to make sure the homestay websites in Malaysia satisfy the usability criteria. 

The finding from this study my provide motivations for web developers to give 
more priority on usability aspect during website development. The findings reported 
in this study may also alert and create awareness for web developer to give more em-
phasis on specific usability features which are often being neglected. The limitation of 
this study is the usability criteria evaluated are only limited to (i) page size, (ii) bro-
ken links and (iii) download speed. The other limitation includes usability evaluations 
were done only on the main page of the homestay websites. The descriptive results 
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were discussed based from the sample gathered from the Cari Homestay portal web-
site and not to be generalized to the populations due to the limitation of the small 
sample size of the websites. Future work may include series of interviews with real 
users to share experience on the interaction and perceptions towards the websites. 
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Abstract. Autism is a lifelong disability that affects children development in 
terms of social interaction, communication, and imagination. Children with aut-
ism often are not able to communicate in a meaningful way with their surround-
ings and could not relate to the real world. Encompassing humanoid-robot  
during the therapy session is said as being one of the most beneficial therapies 
towards these children since autistic children are reported to be keener in en-
gaging in machinery and gadgets. Due to the limited studies in the perspective 
of the children’s emotions and feelings, this study adopts Kansei assessment to 
investigate the emotions and feelings of the autistic children while engaging 
with the robot. Kansei assessment was done by the teacher which interpreted 
the emotional responses given by the autistic children. Two autistic children 
were involved in the study where both of the subjects are having mild autism. 
The data were then analyzed and translated to Fogg’s Behavioral Model to 
represent the children’s learning motivation. The developed Modified Fogg’s 
Behavioral Model successfully shows the inter-relation between the three com-
ponents of ability, trigger and motivation for the autistic children while they in-
teract with the humanoid-robot. The final model provides some evidence that 
despite having limited ability, given the right intervention, the children with 
autism will exhibit the same level of motivation with normal children.  

Keywords: Autism, Ethical module, Kansei, Humanoid-robot intervention, 
Spiritual module. 

1 Introduction 

Autism, as described by the National Autism Society of Malaysia (NASOM) is a 
lifelong developmental disability that blocks children development in learning, lan-
guage processing and communication emotional as well as social interaction. The 
term Autism was first introduced by Leo Kanner in 1943 after he identified a group of 
children that shows an extreme withdrawal behavior from their environment as well 
as having difficulty in forming a social relationship at a normal age [1]. Children with 
autism are often being associated with three type of impairment which includes im-
pairment in social interaction, social communication and imagination. The theory on 
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the Triad of Impairment for the children with autism was first introduced by Wing 
and Gould in the year 1979 [2].  

Impairment in social interaction has been linked to the children being unable to re-
late to others or their surroundings, leading them to being isolated and institutiona-
lized [3]. The effort to establish communication with others is a very challenging feat 
because it is very difficult for autistic children to comprehend what is spoken to them. 
In addition, the impairment in social interaction also leads to children’s inability to 
make eye contact, to interpret others’ feelings as well as voice tones. Autistic children 
have the tendency to avoid cooperative play resulting them to do their own repetitive 
activities and eventually eliminate others as well as their surroundings. The inability 
to communicate with others causes them to avoid getting engaged in any kind of inte-
raction thus preventing these kids from learning many fundamental skills and also 
hindering their developmental progress. The second impairment which is the impair-
ment in social communication can affect both verbal and non-verbal communication 
of autistic children where in some extreme cases, speech may be completely absence 
and children will become totally mute [4]. The third impairment that is the impair-
ment in imagination often causes the children to be less imaginative, which affects 
their conceptual skills and causing them to be unable to generalize a learnt skill. De-
spite their limited communication ability, these autistic children are very attracted to 
technologies such as television and computers [5]. 

Researchers have started to explore the possibilities of inclusion of technologies, 
which may provide some glimmer of hopes to these children. Technology interven-
tion for the special education was first explored in the eighties where the computer 
was used as a medium of transmitting a stand-alone instructional media and graphics 
to the intended users. The rapid advancement of technology and computer science has 
allowed a new intervention to the children with autism. Different areas in technology 
have been experimented upon in order to find the best possible solution for autism 
therapy. In addition, the ongoing evolution of the technology had led to more new 
discovery of the computers and machines that is said to be advantageous for the child-
ren with autism [3]. The evolvement of technology together with the emergence of 
artificial intelligence in the past decade had further elevated the chances of a better 
therapy method and treatment to be explored and implemented. In the recent years, 
robots have started to make its debut as the mediator between the therapist and the 
autistic children where these children were said to perform better during their therapy 
session [3].  

Upon recognizing the benefit of using robots to the autistic children, researchers 
had begun to explore and design various types of robots for the intervention purposes. 
These led to creation of various types of robots ranging from the simple machine-like 
robots, soft toys, animals-robot and the latest type is the invention of the robot that 
resembles a human, which is known as the humanoid-robots. Humanoid is a robot in 
which its fabrication is akin to human being with all basic structures such as head, 
hands and legs. Humanoid-robot had been used in the therapy session with the autistic 
children, in which one of the aims of the intervention is to prepare these children to 
face the real human world and to make them able to communicate with others in a 
more meaningful way. These findings have encouraged the exploration of the use of 
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humanoid-robot as a mediator with autistic children. Humanoid robots have a large 
potential in educating and therapy session with the autistic children where it allows 
them to detect and learn about different emotion, expression as well as social behavior 
of human beings [6]. The usage of humanoid-robot is said to provide the children with 
gradual integration to the real world and later allowing them to lead an independent 
life of their own [7, 8]. 

Despite of the promising future brought by the humanoid-robot to the autistic 
children, studies on the use of humanoid-robot as a therapy tool do not take the child-
ren’s emotion and perspective into consideration. Previous studies have claimed that 
despite of the advantages and benefits brought by the robots toward the autistic child-
ren, very little has been published on the affective effect of the intervention and on the 
children’s perception towards the robot [5]. The aim of this paper is to present a study 
that investigates autistic children’s feelings and emotion while engaging with the 
humanoid-robot. With the assistance of the humanoid-robot as a mean to extract the 
emotion of these children, the research was able to relate the children’s emotion to a 
behavioral model. The result provides an insight to the study related to the emotions 
of children with autism toward the humanoid-robot interaction, which may later  
contribute to the best possible therapeutic approach for them.  

2 Fog’s Behavioral Model 

The studies on human behavior have long existed and one of the first model on human 
behavior was published in 1955 where Ripple first introduced the three-dimensional 
behavior model encompassing motivation, capacity and opportunity [9]. The emer-
gence of computer sciences and the boom of the Internet technology have accelerated 
the study on the human behavior [10]. Multi-variance of the social networking site as 
well as the new applications and software have paved a new way of communication 
among humans as well as gathering different types of human behavior under one roof. 
These have become one of the core motivations that expedite the research conducted 
on the study of human behavior. Along with the increasing number of researches, 
different researchers have also attempted to develop their own understanding of hu-
man behavior which have resulted many different models. One of the more popular 
models introduced recently is the Fogg’s Behavioral Model. Fogg’s  

Behavioral Model (abbreviated as FBM) was first introduced in 2009 by Dr. B.J 
Fogg who is also known as the founder of the Persuasive Technology Lab in Stanford 
University, United States. He has initially introduced the FBM with the intention to 
help other designers to have a better idea on the persuasive design in technology. He 
further claimed that FBM could be used in multiple domains ranging from medical to 
educational research. FBM is used to assist a researcher in the effort to better under-
stand human behavior as well as obtaining clearer insight in persuasive research. 
Generally, Fogg’s Behavioral Model sees human behavior as the product of three 
factors which is motivation, ability as well as triggers. In order for a particular beha-
vior to occur, an individual must be sufficiently motivated, possesses the ability and 
appropriately triggered to perform the intended behavior (B=mat). Figure 1 below 
illustrates the FBM as proposed by Fogg [11]. 
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Fig. 2. Proposed Modified Fogg’s Behavioral Model (MFBM) 

FBM has been said to be able to give researchers an even clearer view on human 
behavior as well as allowing a researcher to have a better insight on the persuasive 
research. In this study, based on the original FBM model, the modified version takes 
the characteristics of the autistic children into consideration. Figure 2 depicts the pro-
posed modified FBM (MFBM) that will be used for the study. 

In the proposed modified FBM, the three different factors of human behavior to be 
investigated which are ability, motivation and trigger, are still maintained as proposed 
in FBM originally by BJ Fogg’s. The founder also added that, researchers were al-
lowed to alter the position of the element within the model to suit the need of the 
study. In the axis, trigger and motivation is reversed in order to study the degree of 
how the robot (as trigger) affects the children’s learning motivation. The ability axis 
remains the same but a limitation is being placed to depict the autism children ability 
that spans from low ability for severe autism to medium ability for mild autism. 

4 Methodology 

Kansei Engineering is a customer-oriented product development method which takes 
into consideration the customers’ feelings and emotions into the product design ele-
ment [14, 18-20]. It was first born in Hiroshima in 1970 and rapidly developed as a 
new branch of ergonomics design [14]. The word “Kansei” originated from the Japa-
nese terms which mean emotions and feelings. [14, 17-19] further explain that the 
study on Kansei Engineering was first influenced by the research conducted by a 
German philosopher, Baumgartner which published a study on AESTHETICA [18]. 
There had been a significant amounts of attempts been made by the researchers to 
explain and define Kansei but no one single agreed definition were being deduced. 
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Researchers however had generalize the term Kansei where it can be referred and 
translated as sensitivity, sensibility, feeling as well as emotions [15], [16].  

Kansei Engineering as according to [16] had grown to become a significant discip-
line not only in the industrial design industry but also in the academic field where the 
Kansei research to date is not limited to only Kansei Engineering but extended to 
Kansei information, Kansei communication as well as interaction. Kansei Engineering 
looks into a consumers’ implicit needs and expressed it with the product design that 
later contributes to the satisfaction of the consumers. Kansei Engineering is a con-
sumer oriented technology that encompasses user in generating the design require-
ment to develop a single product that match to the user’s desire [18-20]. In a nutshell, 
Kansei, despite of being in any domain mentioned earlier, works closely with the user 
higher capability of the brain by tackling the implicit feelings of the users and trans-
lated these feelings into the product design to satisfy the users’ need and desires. 

For this study, Kansei evaluation is adopted due to its suitability with the purpose 
of studying the affective and emotional feedback of the autistic children while inte-
racting with the humanoid-robot NAO. The method begins with identification of the 
emotional element related to the humanoid robot interaction and also the collection of 
the humanoid-robot intervention modules for autistic children. Then, the process con-
tinues with collecting and identifying the Kansei Word before the collected word was 
transformed into Kansei checklist. Most of the processes happened at this stage were 
being conducted qualitatively through an experts’ interview. This is due to fewer stu-
dies had been performed studying the children’s emotion on the humanoid-robot inte-
raction. Then the process resumes with the conduction of the evaluation experiment 
where the humanoid-robot NAO is being used as the stimulus to interact with the 
children. Then, the evaluation data are analyzed, interpreted, and later used in deduc-
ing the newly Modified Fogg’s Behavioral Model. 

Table 1. Response coding. 

Component Sub-component Response 
Emotional Responses Notable Positive Emotion Feed-

back 
 

 Notable Negative Emotion 
Feedback 

 

Subject Participation 
 
 
Learning Motivation 
 
 
Ethical and Spiritual 
Framework 

Initial Intervention 
During Intervention 
After Intervention 
Normal Classroom 
During Intervention 
After Intervention 
Ethical Framework 
Spiritual Framework 

 
 

 
Although Kansei evaluation is used as the method to assess the emotion and feel-

ing of autistic children toward the humanoid-robot intervention, note that these child-
ren do not possess the ability to interpret and show their feelings directly. Hence, a 
direct observation was used to observe and study their behavior while engaging with 
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the robot. A video recording session was conducted throughout the intervention  
session using two internal cameras of the robots and few other external cameras. Ad-
ditionally, an interview session was conducted with the teachers involved with the 
intervention session. The interview session was intended to get the children feedback 
after engaging with the humanoid-robot and also validate the Modified Fogg’s Beha-
vioral Model. Result from the observation and interview is coded using Table 1, to 
provide input to the behavioral model. 

Figure 3 shows the interaction module used during the intervention session. Two 
autistic children with different severity level and one normal child participated in a 
close experiment setting. 

 

Fig. 3. The Interaction Module 

5 Result and Discussion 

The result shows that, of all the four modules, the fourth module on singing and danc-
ing were the one that marked the highest score for all the positive emotions in the 
checklist. According to the teacher, this was due to the fact that children’s emotion 
and feeling were highly triggered with the robot singing and making hand gestures 
when it dances. To support the Kansei analysis, an interview session was performed 
with the teachers. The main intention of this interview is to gain the teacher’s opinion 
and view on the data tabulated from the Kansei checklist and how it can relate to the 
children’s learning motivation. Additionally, the study attempts to provide prove in 
the modified FBM, despite limitation of the autistic children in their ability, given a 
certain amount of trigger, their motivation can be evoked and perhaps similar to those 
of a normal children.  
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The interview session started with getting the teacher’s view on the use of humano-
id-robot with the autistic children where the teachers mentioned that using robot as 
the teaching aid did spark a different response from the children. The children, includ-
ing the non-verbal subject (Mild_2) were showing a different side of her while engag-
ing with the robot.  

Upon being asked about the difference in learning motivation, the teacher agreed 
that comparing to the normal classroom, both subject Mild_1 and Mild_2 were more 
eager and attracted to learn with the robot. She then further added that ever since the 
robot intervention being conducted, subject Mild_1 kept on asking about the robot 
and when he would be able to learn with the robot again. However, for subject 
Mild_2, her inability to verbally express her needs hindered the teacher from evaluat-
ing whether she was motivated to learn with the robot again or not. But post-robot 
intervention, upon hearing the word robot, or whenever the teachers mention about 
her previous engagement with the robot, subject Mild_2 would smile and become 
happy. The interviewer then asked the teacher on any observable changes in the two 
subjects after the intervention session. The changes obtained here were specifically 
referred to the children’ focus before, during and after the robot-intervention session. 

However, the teacher mentioned that it was hard for them to do the comparison. 
This is due to the reason that both subject Mild_1 and Mild_2 were among the stu-
dents who love to attend their everyday normal classes. Above that, robot-intervention 
was being conducted only once and with a limited time given for the children to inte-
ract with the robot. Hence, to compare the children’ focus and concentration during 
the robot-intervention and after the robot-intervention was being performed is rather 
difficult. The teacher then added that comparison is possible to be made between the 
children focus and concentration before the robot-intervention and during the inter-
vention session. Subject Mild_2 in particular was having quite a severe concentration 
issue where she can hardly be told to do something or to sit still for more than a few 
seconds. However, while interacting with the robot, she could “magically” sat in front 
of the robot for the entire intervention session which took around 10 minutes. In addi-
tion to that, her focus was set to the robot where the video footage showed that her 
eyes followed every movement that the robot made and she did not even turn her head 
away every time the robot was in action. 

Based on the assessment being done after the intervention session, it can be con-
cluded that the children with autism, despite of their limitation in ability, the right 
triggers will evoke their motivation to perform the preset target behavior. However, 
due to the limitation in the number of subjects, the study could not generalize whether 
the same amount of trigger would bring the same result for autistic children with dif-
ferent severity levels. Additionally, the limitation of the number of subject had some-
how affected the contour line on the final version of the MFBM. As the data are being 
analyzed and interpreted, the research had deduced on the following result for the 
Modified Fogg’s Behavioral Model. The following figure shows the plotting on the 
element ability for the subject: 
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Fig. 4. Plotting of the Element Ability for MFBM 

 
Fig. 5. The Newly Modified Fogg’s Behavioral Model 

The result of the interview session shows the teachers agreed that not only emo-
tions of the children become visible during the interaction session, but also their 
learning motivation, which is different from their normal everyday class. The autism 
subjects showed different sides of behavior during the humanoid-robot intervention 
and they engaged better compared to when learning with a human teacher. 
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After the execution of the experiment as well as the evaluation process, the final 
result for the newly Modified Fogg’s Behavioral Model (as is in figure 4) is rather 
different compared to the earlier proposed model. This is mainly due to the model is 
being developed based on only two autistic subjects. Relatively, the relationship be-
tween the three elements of the model for the children with autism is successfully 
shown. The line contour depicts by the red line shows that in spite of being limited in 
their ability, given the right trigger, the children with autism can have equal amount 
of motivation to perform the targeted behavior. 

6 Conclusion and Future Works 

Despite of the early concern on possibility in extracting autistic children emotion, the 
study had successfully discovered that it can be obtained with the use of Kansei assess-
ment. The result as presented in this paper provides evidence that despite being referred 
to as emotionless, through the use of the right approach, these children’ emotions are 
identifiable. The new MFBM, on other hand had shown that even with their limited 
ability, given the right triggers, these children can still have the same level of learning 
motivation as much as normal children. Further study is suggested to include a bigger 
population size so that the plotting of the MFBM will be more accurate and the interre-
lationships among the three components can be seen more clearly. Future study should 
also consider subjects of more diverse severity level so that better insights on the level 
of motivation over different ability of the children can be identified. 
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Abstract. Kansei Engineering (KE) enable designers in making decisions and 
focus on the design elements which make the product better fit to human feelings 
by discovering relationships between the customers’ feelings and the product 
features. However, using paper based checklist in evaluating the experiments lead 
to different results in different cultural races and demographical background and 
also limits the potential in obtaining desired results. This research attempts to fill in 
the gap by providing Web-based Kansei Measurement System and test it across 
culture to see whether it produce similar results. A comparative study of Kansei by 
two cultural background subjects and two measurement mechanisms, which  
are web-based and paper based Kansei checklist have been conducted. The resulted 
Kansei structure shows encouraging evidence that Web-based Kansei 
Measurement System could be used as cross-cultural Kansei measurement 
mechanism. The findings could benefit researchers and designers in the effort to 
improve the process of Kansei measurement to get the desired results. 

Keywords: Affect, Cross-culture, Emotion, KE. 

1 Introduction 

E-commerce web sites are becoming important to organizations where customers are 
not only bound to demographic cultural boundaries. The emergence of the web as a 
communication medium is very significant in information sharing collaborative work 
platform and social networks [1]. Currently in KE, the main method in evaluating the 
Kansei is by using paper based verbal self-reporting tool, which in the end provide 
results that are limited by the uniqueness of human Kansei in different cultural races 
and demographical background [2]. As a consequence, with the current situation, the 
measurement experiments will take a long time to complete and the measurement 
experiments can only be done in local. With the wide use of the Internet, users from 
all over the world could be able to access any pages available in the World Wide 
Web. Thus this could create a cross cultural clash between the users when accessing a 
site. Therefore when designing a web site, it is important to understand cultural 
differences [3]. 

According to [4], there are two approaches to distinguish the cultural differences in 
web design, and they are culturalization and cultural representation. Culturalization is 
the term used to describe a framework that assumes improving the design of the 
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websites is possible by evaluating culture differences which means characteristic of 
each target culture is taken into account in different versions of an application that is 
being built. The cultural representation on framework, on the other hand is the 
commonly used to build application shared by users from different cultures. In this 
framework the basis of cultural differences is considered to reside in the 
representations used in the application and the meaning conveyed by these 
representations. 

Web design become more and more crucial in e-commerce web sites as consumers 
from different cultures had different attitudes, preferences, and values, and remained 
reluctant to buy foreign products even after considerable exposure to globalization 
[5]. Consumer behavior in e-commerce situations can also be affected by differences 
in national culture [6]. The nature of e-commerce of being available across borders 
brought about the importance to fulfil the preference of cross-cultural needs and 
expectations. The literature has also shown that understanding cross-cultural needs 
and preferences is crucial to win cross-culture’s consumer’s heart and mind. 

This study aims to investigate the possibility of integrating web-based Kansei 
measurement, a Web-based Kansei measurement tool which are developed based on 
the internet technology. In order to achieve this, empirical investigation on how Web-
based Kansei measurement tool works and the comparison of resulted Kansei 
structure when measuring Kansei with paper-based verbal self-reporting instrument in 
KE are performed. The domain specimen for the comparative study is website User 
Interface Design (UID) and specimens were selected based on significant visual 
design differences that possibly elicit different emotional responses. 

2 Research Background 

This section will provide literature analysis on the topic addressed in this research. 

2.1 Emotion and Culture 

In determining the definition of emotion, there is a need to separate emotions from 
phenomena that are not emotions [7]. As suggested by [8], emotions are best treated 
as a multifaceted phenomenon that consists of behavioral reactions’ components, 
expressive reactions, physiological reactions and subjective feelings. [7] also posited 
that the cause of emotions is about what is happening between the stimulus and the 
emotion or between the stimulus and the consequent emotion episode.  

According to [9], emotions exist in all cultures, regardless of the presence or 
absence of any linguistic notions that correspond to a particular emotion. The cross-
cultural perspective in emotion research has a long history and the interest in the 
relations between culture and emotion began in cultural anthropology where theorist 
studies the cultural relativity of emotion and the powerful influence of cultural factors 
on human behaviors [10][11]. 

According to [12], there are four elements of culture. First, culture is not a 
distinctiveness of individuals but it is a group of individuals who share general values, 
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beliefs, ideas etc. that include family, occupational, regional or national groups. 
Second, culture is learned, meaning that culture can be learned once the individuals 
become member of the culture. Third, culture has historical value which a specific 
nation’s culture develops over time and is part of the nation’s history, its 
demographics and economic aspect, its geographical and ecological environment. 
Lastly, culture has different layers. This is supported by [13] where he distinguishes 
four different layers of culture namely symbols, heroes, rituals and values. [13] 
defines culture as “-the collective programming of the mind that distinguishes and 
differentiates between member of one group and category of people from another”. 

Hofstede’s Cultural Dimensions Model was used to measure the differences in 
national culture [14]. [15] quoted “even though, his work has been criticize, his four 
dimensions of national culture do present a systematic framework for identifying 
differences in national cultures and embodies the biggest study attempting to 
categorize nations based on broad value differences”. Hofstede’s national culture 
dimensions model is based on distinctions in values and beliefs towards work goals 
which have implications for business by providing a clear relationship between 
national and business cultures. He also identifies four dimensions that differentiate 
different national cultures namely Power Distance, Uncertainty Avoidance, 
Individualism/Collectivism, and Masculinity/Femininity. 

The ability to measure user emotions in computer science has become important 
for designing intelligent interface, so that computer would able to establish believable 
interaction or could alter its internal behavior based on the user’s emotions [16]. 
According [8] and [17], “in order to measure emotions, one must distinguish the 
characteristic of emotion, but as there are various traditions that hold different views 
on how to defining, studying and explaining emotions, makes measuring a person’s 
emotional state as one of the most difficult problems in affective science”. Therefore 
any tools that said to measure emotions are in fact measuring some of the parts in 
emotions and in the current common evaluation methods of emotions, the evaluation 
seeks to a particular kind of emotion [18]. 

2.2 Product Emotions 

The emotional power of products has never been doubted, the emotional attraction 
that a product poses could become the differential advantage in the marketplace as 
products are now often similar with respect to technical characteristic, quality and 
price [19]. Furthermore, a good human-centered design of a product, which has 
pleasant and pleasurable aspect would makes users more tolerant of any difficulties 
they encounter while using the product [20].  

A product that elicit good feelings to the consumer would have all kinds of likeable 
effects such as could be talked about in a positive way, contribute to brand image and 
sometimes are forgiven for design imperfections [21]. In terms of the consumers, 
owning and using products have an influence on one’s identity; it could affect an 
individual’s self-perception and how the individual is perceived by others. 

KE become a popular tool to measure product emotion and engineer them into 
product design [22]. [23] defined the term Kansei as implying psychological feeling 
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and needs in mind. [23] argues that Kansei is the term used in Japanese to describe or 
express one’s impression towards artefact, situation and the surrounding. Engineering 
on the other hand is defined as ‘the application of science and mathematics by which 
the properties of matter and the sources of energy in nature are made useful to people; 
the design and manufacture of complex products’ [24]. According to [2], KE is 
designed to capture subjective consumer insight, synthesize them with the actual 
product design element which is to map what Kansei is associated to which element 
so that the new product design embeds the consumer insight. It also could be referred 
as “emotional design” or “sensory engineering” aims to translate consumer 
psychological feeling about a product into perceptual design element, allowing design 
and evaluation of products before lunching them to the market [25]. Since Nagamachi 
first introduce KE, it had been successfully used in incorporate emotional aspect into 
product design and is well accepted as industrial design method in Japan and Korea 
but is better known as emotional design in Europe [23]. 

2.3 Website UID and Emotion 

Websites often provide the first impression of an organization and are crucial to the 
organization [26]. When a user opens a web site, the first impression is probably 
made in a few seconds, and the user will either stay or move on to the next site on the 
basis of many factors. The website page aesthetics is one of the many factors in 
determining the success of the website [26]. A user’s perception of a Web site can 
evoke a wide range of emotions and attitudes and these emotions and perceptions 
impact the user’s attitude towards the Web site’s content, advertised products, 
company, credibility and site usability [27]. According to [27] the primary elements 
that Web designers use to communicate with users include home page length, 
graphics, links, text, and animation [28-31, 32]. These elements are used as criteria 
for specimen selection in this research. 

3 Research Methods 

Fig. 1 shows Kansei Design Model, which was developed to provide a systematic 
approach to the implementation of KE in designing Kansei product [31]. The model is 
a basis for many KE implementations to discover Kansei concept and design 
requirements for new innovative Kansei product. The research adopts this model, and 
performs important steps in L1, L2 and L3 to measure and analyze Kansei. The steps 
that were implemented in this research are identification of specimen from existing 
product, development of Kansei measurement checklist (both traditional tool and 
web-based tool), Kansei measurement, and analysis. 

The data collected for this research was done using two methods. The first method 
was by using Web-based Kansei Measurement System. The data collected in Web-
based Kansei Measurement System was automatically compiled in a text formatted 
document and saved using Microsoft Excel application. The data was downloaded to 
a personal computer as a Microsoft Excel document for analysis purposes. 
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Fig. 1. Kansei Design Model [31]. 

The second data collection method was based on traditional paper based Kansei 
checklist. Each participant was given 10 checklists, one checklist for each specimen 
in the evaluation of their emotional responses towards the Website UID. All 
checklists were collected after the evaluation is completed, and the data were then 
entered manually into Microsoft Excel document for analysis purposes. 

For the evaluation process, respondents from two different ethnic groups were 
recruited to obtain required data in order to analyze the cross cultural aspect of Kansei 
measurement. The two ethnic groups, labelled as Ethnic1 and Ethnic2, were selected 
based on convenience sampling for comparative analysis purposes. These two ethnics 
were chosen because they are the largest ethnics in the country. Also, these two 
ethnics were selected because they have easy access to technology thus suitable for 
what this research is meant to. Multivariate analysis was then performed to the 
collected data to analyze the similarities and differences of Kansei structure by both 
cultures and evaluation methods. 

4 Result and Discussions 

This section discusses the comparison of the structure of Kansei that formed from 
evaluation result by two ethnic groups, Ethnic1 and Ethnic2, using paper based 
Kansei measurement.  
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Analysis of the structure of Kansei responses and its relations with specimen were 
observed using Principal Component Analysis (PCA). As evident in Fig. 2 and Fig. 3, 
the structure of Kansei those forms from both measurement methods are similar. It 
can be observed that Hope and Boredom are at the opposite space of both PCA plots. 
At far left of the plots locate Dissatisfaction, Sad and Shame, and at most right of the 
plot resides Satisfaction, Joy, Fascination and Desire. The distributions of their 
relations to specimens are also similar from both plots. The result from these plots 
suggests that the use of Web-based Kansei Measurement is successful and produced 
desired result. It also indicates that other than simplifying the measurement process 
and control, the Web-based Kansei Measurement System could produce optimum 
result. 

 

Fig. 2. Paper based 

 

Fig. 3. Web based 

 

Fig. 4. Ethnic1 – paper based 

 

Fig. 5. Ethnic1 – Web based 
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Fig. 6. Ethnic2 – paper based 

 

Fig. 7. Ethnic2 – Web based 

Evident in Fig. 4 and Fig. 5, the structure of Kansei that form from both 
measurement methods for Ethnic1 are similar. It can be observed that Hope and 
Boredom are also at the opposite space of both PCA plots. At far left of the plots 
locate Dissatisfaction, Sad and Disgust, and at most right of the plot resides 
Satisfaction, joy and Desire. The distributions of their relations to specimens are also 
quite similar from both plots. The results from these plots suggest that the use of 
Web-based Kansei Measurement for Ethnic1 is successful and produced desired 
result. It also indicates that other than simplifying the measurement process and 
control, the Web-based Kansei Measurement System could be used to replace the use 
of paper-based and Web-based Kansei measurement. 

The structure of Kansei that form from Fig. 6 and Fig. 7, suggest differently. 
Although it can be observed that Hope and Boredom are at the opposite space of both 
PCA plots, the structure is unintelligible. At far left of the plots locate Dissatisfaction, 
and at most right of the plot resides Satisfaction, Fascination and Desire. Similarities 
of the distribution of their relations to specimens are unclear. However, observations 
made to Fig. 3, 5 and 7 shows consistency of the structure that form for both Kansei 
and specimen. The structure shown on Fig. 2, 4 and 6 on the other hand shows 
inconsistency of the structures.  

The results indicate that cross-cultural Kansei measurement using traditional 
paper-based method will produce inconsistent results. On the contrary, measurement 
of cross-cultural Kansei using Web-based system will produce consistent result.  

5 Conclusion 

This paper investigates the feasibility of using Web-based Kansei Measurement 
System to measure cross-cultural Kansei in KE. KE has a limitation during 
measurement of Kansei, due to the use of paper based self-reporting tool, which 
results unique Kansei of consumers from different cultural races and demographical 
background [2]. The traditional measurement experiments will also take a long time 
to complete and the measurement experiments can only be done in local environment. 
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The use of Web-based Kansei Measurement System  could extend the Kansei 
measurement to reach larger population of consumers and of cross-cultural group of 
consumers. The measurement would be able to take advantage of the internet to reach 
multiple groups of respondent that are separated by demographical boundaries around 
the world. 

In order to determine feasibility of Web-based Kansei Measurement System into 
KE, a full cycle of KE methodology in product design that uses Web-based Kansei 
Measurement System as Kansei measurement tool need to be investigated. This 
research limits itself to the initial investigation of the feasibility of Web-based Kansei 
Measurement System as measurement instrument and the comparative analysis was 
performed to observe differences and similarities of Kansei responses between Web-
based Kansei Measurement System and paper based Kansei checklist. The success of 
Web-based Kansei Measurement System as a cross-cultural Kansei measurement 
instrument was also analysed by comparing the structure of Kansei by Web-based 
Kansei Measurement System and paper based Kansei measurement between Ethnic1 
and Ethnic2. Both of the comparative studies provide encouraging results and suggest 
the feasibility of the integration of Web-based Kansei Measurement System into KE 
methodology to measure cross-cultural Kansei.  

Thus, from the findings, it lends hypothetical credence and supports the hypothesis 
that Web-based Kansei Measurement System can be used as one of the measurement 
tool in Kansei Engineering methodology. However, although the Web-based Kansei 
Measurement System shows the positive result, the argument in Kansei Engineering 
that Kansei is unique with different cultural background [22][33] needs to be 
investigated. 

Nevertheless, this research makes practical contribution to KE by providing 
empirical evidence that Web-based Kansei Measurement System could become 
potential solution in overcoming the problem of measuring global consumer’s Kansei 
as it can be easily accessed through the internet. The feasibility of integrating Web-
based Kansei Measurement System would make the cross-cultural measurement of 
Kansei in Kansei Engineering possible. It offers computerized data input system that 
would support paperless experiment environment and thus saving resources, time and 
energy. 
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Abstract. Urban growth pattern can be categorized as either infill, expansion or 
outlying. Studies on urban growth classification are focusing on the description 
of urban growth pattern geometric features using conventional landscape 
metrics. These metrics are too simple and unable to give detailed information 
on accuracy of the classification methods. This paper aims to assess the 
accuracy of classification methods that can determine urban growth patterns 
correctly for a specific growth area. Accuracy assessments are carried out using 
three different classification methods – moving window, topological relation 
border length and landscape expansion index. Based on confusion matrices and 
receiver operating characteristic (ROC) analysis, results show that landscape 
expansion index has the best accuracy among all.  

Keywords: Urban growth, pattern classification, landscape expansion index, 
accuracy assessment, confusion matrix, ROC analysis. 

1 Introduction 

Urban growth can be defined as the intensive use of urban lands and its main driving 
force is to accommodate the rapid increase in urban population. While urban growth 
is highly necessary, an unplanned and uncontrolled urban growth may lead to urban 
sprawl. Urban sprawl is the common term used by town planners to describe uneven 
pattern of the growth. However, urban sprawl classification is deemed difficult due to 
its unclear definition which causes conflicting views in determining sprawl patterns 
[1]. Inadequate information on the characteristics of urban sprawl especially in 
developing countries also complicates urban sprawl classification [2]. Thus, research 
should focus on creating an urban growth classification model instead of urban sprawl 
classification model for a better understanding of urban sprawl. 

Urban growth patterns can be classified into three types; infill, expansion and 
outlying [1]. Infill refers to the development of new urban area that is mostly 
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surrounded by old urban areas and usually occurs at the vacant space within old urban 
areas. Expansion refers to the development of a new urban area that is partially 
surrounded by old urban areas and usually occurs at the fringe areas. Outlying refers 
to the development of new separate urban areas that is not surrounded by any of old 
urban areas. 

The patterns of urban growth can be modelled by using remote sensing data. 
Satellite remote sensing is a powerful tool in urban growth analysis due to its ability 
to produce high-quality data and updated information on the earth’s surface [3]. The 
availability of multi-temporal datasets also provides the possible changes that occur 
over time before classifying urban growth patterns [4]. Based on literatures, urban 
growth pattern classification methods that have been used are moving window [1], 
topological relation border length [5] and landscape expansion index [6]. 

For urban growth analysis, literatures are focusing on conventional landscape 
metrics to describe the characteristics of an urban growth pattern. The most 
commonly used landscape metrics includes number of patches, percentage of 
landscape, edge density, landscape shape index, mean Euclidean nearest neighbor 
index, aggregation index and many more [7]. However, these metrics are generally 
focused on a simple analysis and description of geometric features [6] rather than 
assessing the accuracy of urban growth pattern classification methods. 

This paper takes a different approach by focusing on the accuracy assessment of 
classification methods. For the case of changes in a map in general, the assessment is 
done by comparing it with a ground truth dataset obtained from the actual map. 
However, for the case of changes in map in specific growth patterns, the actual map 
does not give information about the growth patterns. This particular case requires 
comparison between the classification result and ground truth dataset determined by 
human observer who has prior knowledge about the classification criteria [8, 9, 10]. 
However, depending on calculating fraction of cases alone as a parameter of accuracy 
assessment is a bad measure that can lead to negative consequences. [11, 12]. This 
work proposes the use of five parameters for confusion matrix that include true 
positive rate, true negative rate, false positive rate, false negative rate and accuracy. 
Based on these parameters, the accuracy of classification methods are then presented 
by using receiver operating characteristic (ROC) analysis. 

2 Related Works 

2.1 Urban Growth Pattern Classification Methods 

There are common methods for determining urban growth classifications; moving 
window, topological relation border length, and landscape expansion index. Moving 
window method uses moving window analysis and a set of classification rule to 
determine urban growth patterns. In the analysis, a moving window will traverse through 
each new urban pixel in urban growth map and the percentage of old urban pixels 
surrounding the pixel of interest inside the moving window is calculated. The window  
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size can influence the classification results. To date, the sizes of moving window that 
ever been used in urban growth studies are 3 by 3 [13, 14] and 5 by 5 [1, 15, 16]. 

Topological relation border length method uses common boundary analysis and a 
set of classification rule to determine the urban growth patterns. In common boundary 
analysis, the ratio of common boundary between the old and new urban region is 
calculated. Infill growth occurs when the ratio is at least 0.5, expansion growth occurs 
when the ratio is less than 0.5 and outlying growth occurs when the ratio is equals to 0 
[5, 17, 18, 19, 20]. 

Landscape expansion index method uses buffer zone analysis and a set of 
classification rule to determine the urban growth patterns. In this analysis, a buffer 
zone is created around the new urban region with percentage of old urban areas 
surrounding this new urban region (inside the buffer zone) is calculated. The buffer 
distance must be set roughly equal to smaller than the remote sensing data spatial 
resolution [6] for getting accurate values. Infill growth occurs when new urban region 
is surrounded by at least 50 percent of old urban areas, while expansion growth occurs 
when this new urban region is surrounded by less than 50 percent of old urban areas. 
The outlying growth occurs when new urban region is surrounded by zero percent of 
old urban areas [6, 21, 22]. 

2.2 Accuracy Assessment 

Confusion Matrix 

Confusion matrix is commonly used to solve a two-class or multiclass classification 
problem. Two-class classification involves the task of classifying cases into two set of 
classes with four possible combinations of either true positive, true negative, false 
positive or false negative. True positive is the number of actual positive cases while 
true negative is the number of negative cases. In contrary, false positive is the number 
of negative cases that are incorrectly classified as positive, and false negative is the 
number of positive cases that are incorrectly classified as negative [11]. 

Multiclass classification is an extension of two-class classification. Using the 
values obtained from the confusion matrix, five accuracy assessment parameters can 
be defined as true positive rate, true negative rate, false positive rate, false negative 
rate and accuracy. True positive rate or sensitivity represents the fraction of correctly 
classified positive cases. True negative rate or specificity represents the fraction of 
correctly classified negative cases. False positive rate represents the fraction of actual 
negative cases that are incorrectly classified, while false negative rate is the vice 
versa. 

Table 1 summarizes the formulas for calculating such parameters based on the 
definitions in [11], [12], [23], [24], [25] and [26]. A good classification method must 
be sensitive, specific and accurate as much as possible [12].  
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Table 1. Formulas for accuracy assessment parameters. 

 Two-class Model Multiclass Model 
Sensitivity ܶܲܶܲ ൅ ܰܨ ൈ 100 

∑ ܶ ௜ܲ௃௜ୀଵ∑ ܶ ௜ܲ௃௜ୀଵ ൅ ∑ ܨ ௜ܰ௃௜ୀଵ ൈ 100 

Specificity ܶܰܶܰ ൅ ܲܨ ൈ 100 
∑ ܶ ௜ܰ௃௜ୀଵ∑ ܶ ௜ܰ௃௜ୀଵ ൅ ∑ ܨ ௜ܲ௃௜ୀଵ ൈ 100 

False positive 
rate 

ܰܶܲܨ ൅ ܲܨ ൈ 100 
∑ ܨ ௜ܲ௃௜ୀଵ∑ ܶ ௜ܰ௃௜ୀଵ ൅ ∑ ܨ ௜ܲ௃௜ୀଵ ൈ 100 

False negative 
rate 

ܲܶܰܨ ൅ ܰܨ ൈ 100 
∑ ܨ ௜ܰ௃௜ୀଵ∑ ܶ ௜ܲ௃௜ୀଵ ൅ ∑ ܨ ௜ܰ௃௜ୀଵ ൈ 100 

Accuracy ܶܲ ൅ ܶܰܶܲ ൅ ܶܰ ൅ ܲܨ ൅ ܰܨ ൈ 100 
∑ ܶ ௜ܲ௃௜ୀଵ ൅ ∑ ܶ ௜ܰ௃௜ୀଵ∑ ܶ ௜ܲ௃௜ୀଵ ൅ ∑ ܶ ௜ܰ௃௜ୀଵ ൅ ∑ ܨ ௜ܲ௃௜ୀଵ ൅ ∑ ܨ ௜ܰ௃௜ୀଵ ൈ 100 

ROC Analysis 

Receiver operating characteristic (ROC) analysis is very useful in organizing, 
visualizing and selecting classifiers based on their performance [12, 24, 27]. The 
performance of classification method can be visualized using ROC graph which is a 
two-dimensional graph that plots the true positive rate on the y-axis and false positive 
rate on the x-axis. The graph represents the trade-off between benefits (true positives) 
and costs (false positives). A classification method that only produces a one class 
label or one pair of true positive and false positive rate values is called discrete 
classifier and it is plotted as a single point in the ROC space [24]. 

 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1. ROC graph 

Fig. 1 demonstrates several points in the ROC space that are important to note. The 
lower left point (0, 0) represents the strategy of unconditionally issuing a negative 
classification. In this strategy, all negative cases are correctly classified but all 
positive cases are also incorrectly classified as negative cases. Opposite from the 
lower left point strategy, the upper right point (1, 1) represents the strategy of 
unconditionally issuing a positive classification. In this strategy, all positive cases are 
correctly classified but all negative cases are also incorrectly classified as positive 
cases. The point (0, 1) represents perfect classification where both negative and 
positive cases are correctly classified. Any point along the diagonal line represents the 
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strategy of randomly guessing a class. In this strategy, the false positive rate is equal 
to true positive rate. The diagonal line served as the reference line to evaluate the 
performance of classification technique. Any point above the diagonal line represents 
good classification result while any point below the diagonal line represents poor 
classification result. Any point nearer to the perfect classification point has better 
classification results than other points [12, 24]. 

3 Data and Methods 

3.1 Data Collection 

The study area is the region of Klang Valley with covering land area of latitude 2° 54’ 
south to latitude 3° 10’ south and longitude 100° 30’ east to longitude 101° 47’ east 
which is equal to 900 km2 (30 km x 30 km). It comprises of Kuala Lumpur area, its 
suburbs as well as adjoining cities and towns in Selangor. This area is chosen because 
it is one of the most rapid urban growth areas in Malaysia. The satellite image 
datasets are obtained from the Department of Survey and Mapping Malaysia 
(JUPEM). Six Landsat Thematic Mapper (TM) images at spatial resolution of 30 
meters are used where each pixel in the image represents the area of 900 square 
meters on the ground (1:100000). All images are acquired on 1988, 1994, 1996, 2000, 
2001 and 2003 with the temporal resolution of 1 year, 2 years, 4 years and 6 years 
between each dataset. 

3.2 Data Pre-processing 

The satellite images are pre-processed into developed and undeveloped areas in 
Environment for Visualizing Images (ENVI) software. The process is carried out by 
using supervised classification which requires the user to select training sets as the 
basis for classification. The training sets are selected by defining two classes of region 
of interest (ROI); developed land and undeveloped land. Using ROIs that has been 
created, maximum likelihood comparison technique that will calculates and 
determines the class of each pixel is performed to the image. 

The resulting image is saved in binary format representing only developed and 
undeveloped cells. Each image is in the form of bitmap image with the size of 827 
pixels width and 467 pixels height, containing 386209 (827 x 467) data of both 
developed and undeveloped areas. Each pixel represents a ground area of 900 square 
meters (1:100000). The developed area is denoted as white colour with pixel value 1 
while black colour represents the undeveloped area with pixel value 0. Then, image 
correction procedure is performed to the binary images obtained from ENVI by 
checking for any classification error in the images. Classification error here means 
areas that are already developed in preceding year are found to be undeveloped in the 
succeeding year. The corrected binary images are used for urban growth patterns 
classification. 
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3.3 Urban Growth Patterns Classification 

The patterns of urban growth are classified using three different methods – moving 
window, topological relation border length and landscape expansion index. The 
classification is implemented using image processing toolbox in MATLAB software. 

For moving window, new urban pixels are identified by comparing two binary 
images and the percentage of old urban pixels surrounding each new urban pixel 
inside the moving window is calculated. Two sizes of moving window, 3 by 3 and 5 
by 5 are tested. In addition, for topological relation border length, new urban regions 
are identified by comparing two binary images and the ratio of common boundary 
between old and each new urban region is calculated. Based on the calculation, the 
urban growth pattern is determined using the classification rule defined by [5], [17], 
[18], [19] and [20]. Moreover, in landscape expansion index, new urban regions are 
identified by comparing two binary images and the ratio and percentage of old urban 
pixels surrounding each new urban region inside the buffer zone is calculated. The 
buffer distance is set equal to the satellite image spatial resolution which is 30 meters. 
Based on the calculation, the urban growth pattern is determined by using the 
classification rule defined by [6], [21] and [22]. 

In order to produce ground truth datasets, human observer must have knowledge 
about the characteristics of each urban growth pattern. In addition, the three unique 
patterns of urban growth characteristic; infill, expansion, and outlying, are considered 
in the pattern classification. 

3.4 Accuracy Assessment 

The urban growth pattern classification results are compared with ground truth dataset 
and the comparison results are stored in confusion matrices. A multiclass confusion 
matrix model is used since this research involved three patterns of urban growth. The 
true positive (TP), false negative (FN), true negative (TN) and false positive (FP) 
portion of each class in the confusion matrix can be generally summarized as follows: 

 ܶܲ ൌ ෍ ௜௜ଷܥ
௜ୀଵ                 ሺ1ሻ 

ܰܨ ൌ ෍ ෍ ௜௝ଷܥ
௝ୀଵ

ଷ
௜ୀଵ ; ݅ ് ݆                 ሺ2ሻ 

ܲܨ ൌ ෍ ෍ ௝௜ଷܥ
௜ୀଵ

ଷ
௝ୀଵ ; ݆ ് ݅                 ሺ3ሻ 

    ܶܰ ൌ  ෍ ቌܰ െ ෍ ௜௝ଷܥ
௝ୀଵ െ ෍ ௝௜ଷܥ

௝ୀଵ ൅ ௜௜ቍଷܥ
௜ୀଵ                 ሺ4ሻ 

 

where Cij is the number of cases with true class i that are classified into class j, Cji is 

the number of cases with true class j that are classified into class i, Cii is the number 
of cases with true class i that are classified into class i and N (the total of cases in the  
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Fig. 2. True Positives (TP), False Negative, True Negative (TN) and False Negative (FN) for 
(a) Infill, (b) Expansion, (c) Outlying 

confusion matrix). Fig. 2 depicts these formulas for each class in the urban growth 
pattern model. 

Five accuracy assessment parameters which are sensitivity, specificity, false 
positive rate, false negative rate and accuracy are calculated based on the values from 
confusion matrices. After the results of all calculated classification methods are 
obtained, ROC graph is plotted by using their respective sensitivity and false positive 
rate values. 

4 Results and Discussion 

Table 2 shows the sample results of accuracy assessment for year 1988 until 1994. 
Results and analyses from all datasets identify that topological relation border length 
and landscape expansion index produce better results when compared to moving 
window method. For further confirmation in finding the best method, ROC graph is 
used to plot the sensitivity on the y-axis and the false positive rate on the x-axis. The 
graph indicates better classification if its intersection point is located above the 
diagonal line in the ROC space and nearer to the perfect classification point (1, 1). 

Fig.3(a)-3(e) show the ROC graphs for year 1988 to 2003. Four classification 
methods plotted in the graphs are moving window (3 by 3), moving window (5 by 5), 
topological relation border length (TRBL) and landscape expansion index (LEI). 

From the graphs, if the conclusion is derived from the second and fifth graphs, 
topological relation border length method performs better than the rest. However, this 
method performs just slightly better than landscape expansion index method in the 
second graph. On the other hand, different conclusion can be made if the concluding  
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Table 2. A

 

Sensitivity (%) 
False negative rate (%) 
Specificity (%) 
False positive rate (%) 
Accuracy (%) 

 

Fi

Z. Abidin, and N.E. Abd Khalid 

Accuracy assessments for year 1988 until 1994. 

Moving 
Window 
(3 by 3) 

Moving 
Window 
(5 by 5) 

Topological 
Relation 
Border 
Length 

Landscape 
Expansion 

Index 

11.53 18.98 20.05 39.46 
88.46 81.01 79.94 60.53 
55.76 59.49 60.02 69.73 
44.23 40.50 39.97 30.26 
41.02 45.99 46.70 59.64 

ig. 3. ROC graph for 1988 until 2003 
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remarks are derived from the first, third and fourth graphs whereby the landscape 
expansion index method has the best performance. This remark is further strengthened 
by the indication that its intersection points have never located below the diagonal line 
in the ROC graphs when compared to topological relation border length method that is 
once located below the diagonal line in the first ROC graph. 

5 Conclusion 

This paper focuses on the accuracy assessment of three urban growth classification 
methods; moving window, topological relation border length and landscape 
expansion index. Based on confusion matrices and ROC graphs, we can conclude that 
landscape expansion index method performs better than the others. If the temporal 
resolution is included in the decision making process, we may say that the topological 
relation border length method is suitable for dataset with temporal resolution of two 
years duration while landscape expansion index method is suitable for dataset with 
temporal resolution of six years or five years or one year duration. However, this 
conclusion needs to be further investigated for conclusive evidence and may require 
additional data for larger land coverage and longer duration. 
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Abstract. This paper proposed a multi-level model for intrusion detection that 
combines the two techniques of modified K-means and support vector machine 
(SVM). Modified K-means is used to reduce the number of instances in a train-
ing data set and to construct new training data sets with high-quality instances. 
The new, high-quality training data sets are then utilized to train SVM classifi-
ers. Consequently, the multi-level SVMs are employed to classify the testing 
data sets with high performance. The well-known KDD Cup 1999 data set is 
used to evaluate the proposed system; 10% KDD is applied for training, and 
corrected KDD is utilized intesting. The experiments demonstrate that the pro-
posed model effectively detects attacks in the DoS, R2L, and U2R categories. It 
also exhibits a maximum overall accuracy of 95.71%. 

Keywords: intrusion detection system, network security, support vector machine, 
K-means, multi-level SVM. 

1 Introduction 

Intrusion detection systems (IDS) limit the serious influence of attacks on system  
resources. They are used as tools behind firewalls to identify suspicious patterns by 
monitoring and analyzing the events in a computer network. IDS is classified as either a 
signature or an anomaly detection system [1]. Signature detection systems (misuse detec-
tion systems) aim to determine the defined patterns or signatures of attacks in traffic 
networks. These systems identify known attacks efficiently but fail to detect new attacks 
(zero-day attacks) whose signatures have not been saved previously in the database. By 
contrast, anomaly detection systems identify new attacks by learning the normal behavior 
of the system and then generating an alarm in the event of a deviation from the normal 
behavior. This deviation is considered an intrusion [2].Therefore, anomaly detection 
systems report higher false alarm rates than signature detection systems do. 

In many approaches, anomaly detection systems are implemented with different 
techniques to improve IDS accuracy, as discussed in the subsequent section. A popu-
lar technique used with IDS is the support vector machine (SVM). This technique has 
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satisfactorily classified data, particularly in conjunction with IDS. Nonetheless, these 
results rely heavily on the quality of the training data set used to train SVMs. If the 
training data set is large, then the training complexity of SVM is high. This occur-
rence may cause system failure because of the high consumption of memory [3]. Giv-
en that the majority of training data sets for IDS is large, including the KDD Cup 
1999 data set, these defects must be addressed by reducing the number of instances in 
training data sets. Some researchers have removed redundant instances from data sets 
as a preprocessing step as in [4, 5], whereas others have used techniques to reduce the 
size of training data sets, as in [3]. 

In the present study, we propose a model that utilizes a modified K-means  
algorithm at the preprocessing stage to reduce the number of instances for training 
data sets. This model also uses SVM as a multi-level classifier to build an anomaly 
intrusion detection system that can detect unknown attacks. We select the K-means 
algorithm because of its capability to cluster instances into highly similar groups.  
We employ this algorithm to generate a new training data set that represents all in-
stances in the original training data set by improving the method of selecting the ini-
tial centroids of clusters that represent all cases. First, a training data set is separated 
during preprocessing into five categories: Normal, DoS, Probe, R2L, and U2R. Then, 
the number of instances in each category is reduced through modified K-means while 
maintaining the high quality of the categories for the training data set. The resultant 
five categories of the data set are then employed to learn multi-level SVMs. The  
proposed model can reduce training time and achieve a favorable detection perfor-
mance as a result of IDS. The remainder of this paper is organized as follows. Section 
2 provides an overview of the K-means algorithm and the SVM classifier. Section 3 
describes the proposed system. Section 4 presents the experimental results. Finally, 
Section 5 provides the conclusion. 

2 Related Work 

Many machine learning and data mining techniques have recently been proposed  
to design IDS models that can detect known and unknown attacks. However, the  
detection and false alarm rates of an anomaly intrusion detection system remain  
poor. Some of these models combine two or more techniques to improve accuracy. In 
the current study, we review previous studies related to the selection of the initial 
centroids of clusters for K-means and the studies that use multi-levels to implement 
classifiers for IDS. All of the following studies employ the KDD Cup 1999 data set to 
evaluate performance. 

The K-means algorithm is highly sensitive to the initial centroids of clusters. In fact, 
many studies seek to improve the method of selecting the optimal initial centroids of 
clusters. These centroids effectively separate clusters and accelerate their convergence 
behavior. The initialization methods for K-means were investigated comparatively by 
Celebi et al. [6]. Gao and Wang [7] identified the initial center of clusters as instances 
with the least similar degree of information entropy. Sujatha and Sona [8] proposed the 
initial method to enhance K-means, in which the sensitivity of local minima and the  
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randomness for K-means are reduced. However, this method has a long processing time. 
Kathiresan and Sumathi [9] utilized the Z-score ranking method to select improved initial 
centroids for K-means. Nonetheless, the complexity time is long given large data sets. 
Nazeer and Sebastian [10] proposed an iterative process to select initial centroids in 
which the distance of each data point from all other data points must be calculated. 
Therefore, a large set of data points requires much computation. 

Multi-level models were successfully used to construct IDS and to improve detec-
tion accuracy. Pfahringer [11] presented the bagged boosting of C5 as a model for 
IDS. Xiang et al. [12] proposed multiple tree classifier models that employ the C4.5 
technique at each level. The DoS, Probe, and Normal categories were classified at the 
first level, whereas R2L and U2R were classified at the second level. In 2008, Xiang 
et al. [13] presented another multi-level hybrid classifier that combines decision trees 
and Bayesian clustering. The C4.5 model was used to extract DoS and Probe attacks. 
Then, Bayesian clustering (AutoClass technique) was employed to cluster the R2L, 
U2R, and Normal categories. The largest cluster represents the Normal classes, whe-
reas the other clusters denote R2L and U2R attacks. The AdaBoost algorithm with a 
single weak classifier was proposed by Natesan et al. [14] to build IDS. The classifi-
ers used in this algorithm are Bayes Net, Naïve Bayes, and decision trees. Ambwani 
[15] presented the multi-class SVM that uses the one-versus-one method to classify 
each attack. Nonetheless, the proposed method is no better than the winner method 
established in [11]. Ambwani [16] also presented a model that uses neural network 
and fuzzy theory to reduce the high rate of false positive alarms. This study analyzes 
the advantages and disadvantages of neural network and fuzzy logic. It then generates a 
new model with enhanced generalization, learning, and mapping capability. Lu and Xu 
[17] proposed a three-level hybrid IDS that combines supervised classifiers such as 
C4.5 and Naïve Bayes with unsupervised clustering (i.e., Bayesian clustering) in differ-
ent levels to classify various classes. In the first level, the C4.5 algorithm was used to 
separate the data set into three categories: DoS, Probe, and Others. Naïve Bayes was 
used to distinguish the U2R category from the other categories in the second level. In 
the third level, Bayesian clustering separated the category R2L from Normal with high 
detection. Finally, Gogoi et al. [18] proposed a multi-level hybrid intrusion detection 
system that combines supervised, unsupervised, and outlier methods to improve de-
tection rate. The proposed method classified the DoS and Probe categories at the first 
level using the CatSub+ supervised classifier. In the second level, the unsupervised 
classifier K-point algorithm was applied to distinguish the Normal category from the 
rest of the test data set. In the final level, the remaining data were grouped into R2L 
and U2R using the outlier-based classifier GBBK. 

In summary, all studies that employ K-means for IDS attempt to improve perfor-
mance by enhancing the method of selecting the initial centroids of clusters. Howev-
er, these methods are flawed in terms of the increased complexity of processing time 
and the fact that each resultant cluster retains many instances from different classes. 
Moreover, choosing the best sequence with which to classify classes with high accu-
racy remains difficult for the multi-level classifier model. 
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3 Proposed Modified K-means and Multi-level SVMs Model 

The proposed model that combines modified K-means with multi-level SVMs is  
described in this section. We thus summarize its steps as follows: 

• The training data set is examined (10% KDD data set). 
• The symbolic attributes protocol type, service, and flag are converted into numeric 

types, as in [19]. 
• The training data set is normalized to [0, 1], as demonstrated in [19]. 
• The training data set is divided into five categories (Normal, DoS, Probe, R2L, and 

U2R). 
• Modified K-means is applied to each category to generate five new training data 

sets. 
• Each SVM is trained with one of the new training data sets. 
• The first three steps are repeated to test the data set (corrected KDD data set). 
• The multi-level SVMs in Fig. 1 are applied to classify the instances of testing the 

data set. 
• The performance of the model is assessed in terms of accuracy, detection rate, and 

measures of false alarm rate. 

Before training with SVM, the training data should be preprocessed, such as by con-
verting and normalizing attributes. Then, the training data set is divided into the Nor-
mal, DoS, Probe, R2L, and U2R categories. Modified K-means is applied to each 
category to reduce the number of instances by clustering and by computing the aver-
age of each cluster as a new instance. For example, the result is a set of clusters with 
similar instances when modified K-means is implemented in the Normal category. 
Thus, the instances of the new Normal category are represented by computing the 
average of each cluster as a new instance. Table 1 shows the number of instances of 
the 10% KDD Cup 1999 data set before and after this stage. The quality of the resul-
tant instances represents that of all of the instances in the original training data set. 

Table 1. Number of instances in the 10% KDD Cup 1999 data set before and after categorization 
and applying modified K-means. 

Category # of instances (before) # of instances (after) 
Normal 97,278 639 
DoS 391,458 140 
Probe 4,107 134 
R2L 1,126 51 
U2R 52 25 
Total 494,021 989 

The K-means algorithm depends on two factors, namely, the number of clusters 
and the initial centroids of clusters, to optimize the clustering of instances [20].  
The details and pseudo-code of standard K-means are shown in [21]. Our modified  
K-means must specify these two factors to identify a threshold value as the maximum 
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distance between the centroid of clusters and the instances of the data set. Algorithm 1 
shows the steps of the modified K-means algorithm. The number of clusters k is com-
puted dynamically without requiring the user’s input (steps 1 and 2), unlike in the 
standard algorithm. The modified algorithm computes the initial centroids of clusters 
by searching for all of the instances in a data set with distances that are larger than the 
threshold, as indicated in steps 1 and 2 of Algorithm 1, whereas the standard algo-
rithm generates these instances randomly. Accordingly, the differences between the 
modified and standard K-means are presented in steps 1 and 2 of Algorithm 1. 

Algorithm 1. Modified K-means algorithm 
Input: Whole instances of category D 
Output: High quality instances of category D’ 
Step 1. Set k = 1, c1 = First instance ω1 ∈D 
Step 2. For every instance ωI ∈ D and i ≠ 1 Do 
Step 2.1. If ԡω௜ െ ܿ௦ԡ ൐ ,݈݀݋݄ݏ݁ݎ݄ݐ ݏ ൌ 1, … , ݇ Then 
Step 2.2. k = k +1, ck = ωi 
Step 3. Assign every instance ωI ∈ D to closest centroid in order to make k Clusters {C1,  
C2, …, Ck} 

Step 4.Calculate cluster centroids ωపതതത ൌ ଵ௞೔ ∑ ω௜௝௞೔௝ୀଵ , ݅ ൌ 1, … , ݇ 

Step 5. For every instance ωI ∈ D  Do 
Step 5.1. Reassign ωi to closest cluster centroid; ωi ∈ Cs is moved from Cs to Ct 
              If ԡω௜ െ ω௧തതതԡ ൑  ฮω௜ െ ωఫതതതฮ ݎ݋݂ ݈݈ܽ ݆ ൌ 1, … , ݇, ݆ ്  .ݏ

Step 5.2. Recalculate centroids for clusters Cs and Ct. 
Step 6. If cluster instances are stabilized Then (D’ = centroids of clusters) Else go to  
            Step 4. 

 

 

 

 

 

 
 

 
 
 

Fig. 1. Multi-level classification testing data set using SVM 
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Therefore, the proposed system generates five new training data sets from these 
categories. The first is the normal training data set, which considers normal instances 
as class 1 and the other instances of other categories are class 2. The same steps are 
repeated with the other categories. Finally, the system uses these new training data 
sets to learn five SVM classifiers that utilize different parameters to improve the per-
formance of IDS. These SVMs are Normal-SVM, DoS-SVM, Probe-SVM, R2L-
SVM, and U2R-SVM. 

In the testing phase, the converted and normalized data are preprocessed to test the 
data set. Then, the multi-level classification depicted in Fig. 1 is applied. Previous 
studies [13, 17, 18] have proposed different multi-level methods to implement clas-
sifiers, as discussed in the section on Related Works. The ideal multi-level classifica-
tion of the applied SVMs for testing a data set is derived from the results of several 
experiments, as exhibited in Fig. 1. DoS-SVM is implemented first because the 
classes of DoS have been less similarity to other categories given that this kind of 
intruder does not use the legitimate behavior of a user during attacks. In the subse-
quent levels, U2R, R2L, and Probe are classified according to the amount of instances 
for each category. U2R attacks involve the fewest instances in comparison with the 
other attacks. While the risk of these attacks is significant, U2R attacks are considered 
the most dangerous. In addition, the reason behind extracting these categories before 
normal is the similarity factor among their instances and those of the Normal catego-
ry. The final SVM applied to the proposed system is Normal-SVM, which separates 
normal instances from the remaining instances. The remaining instances that are not 
classified under any category are considered unknown attacks. 

4 Experimental Results 

To ensure experimental persuasiveness and convenience, the proposed system uses 
the KDD Cup 1999 data sets as benchmarks to evaluate the experiments. These data 
sets originated from the Lincoln Laboratory of the Massachusetts Institute of Tech-
nology. They were developed by DARPA and are considered standard benchmarks 
for the evaluation of intrusion detection systems. The training and testing data sets of 
KDD Cup 1999 contain 4,898,431 and 311,029 instances, respectively. All instances 
of these data sets fall into the five main categories Normal, DoS, Probe, R2L, and 
U2R. The training data set contains 22 types of attacks in addition to those in the 
normal class, whereas the testing data set contains only an additional 17 types of attacks. 
Each instance in the data set displays41 continuous and discrete features [13, 22]. 

In this experiment, we use the 10% KDD data set for training. This data set con-
tains 494,021 instances. The corrected KDD data set is utilized for testing and con-
tains 311,029 instances. A computer that runs on an Intel Core i5 processor with 2.60 
GHz and 12 GB RAM is employed. The freeware package LibSVM [23] is coded 
using Java to implement the proposed system. We apply nu-SVC and RBF kernels to 
run the LibSVM in this study, and the ideal values of the parameters nu and gamma 
are determined for each category as per the results of several experiments, as listed in 
Table 2. The threshold value to reduce the number of instances for all categories using  
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modified K-means is 0.5, as indicated in Table 1. The popular measures of intrusion 
detection systems, such as accuracy, detection rate (recall), and false alarm rate are 
used to evaluate system performance. 

Table 2. Parameter values of the nu-SVC classifier 

Category nu gamma (γ) 
Normal 0.06 0.09 
DoS 0.004 0.5 
Probe 0.1 0.3 
R2L 0.05 0.008 
U2R 0.05 0.008 

The best performance of this system in terms of accuracy is 95.71%, that of detec-
tion rate is 95.02%, and that of false alarm rate is 1.45%. The details of the results are 
shown in the confusion matrix of Table 3.  

The detection rates of R2L and U2R are minimal in comparison with those of DoS 
and Probe because the number of instances in these attacks is much less than that in 
DoS and Probe given the KDD Cup 1999 data set. Concurrently, two types of attacks 
are found in R2L:7,741 snmp get attack and 2,406 snmp guess. Their features are 
highly similar to those of Normal and may match these features100%. Hence, the 
predicate number of R2L as Normal is high. The proposed model with combined 
standard K-means is initially compared with multi-level SVMs to highlight the capa-
bility of the modified K-means to build a new training data set with high-quality in-
stances. To compute the results of standard K-means, we must identify the best num-
ber of clusters. The ideal value of k is 90, at which the accuracy is high at 91.65%. 
Therefore, we can compare the results of the proposed model with those of the com-
bined standard K-means and the multi-level SVMs when k is equal to 90. The accura-
cy, detection rate, and false alarm rate of the proposed method are generally enhanced 
under the combined standard K-means with multi-level SVM, with the exception of 
the detection rate of U2R. 

Table 3. Confusion matrix for the proposed system with 10%KDD for training and corrected 
KDD for testing 

 
Predicate 

Total 
Re-
call Normal DoS Probe R2L U2R Unknown 

A
ct

ua
l 

Normal 59714 84 116 255 7 417 60593 98.55 
DoS 722 223347 107 148 0 5529 229853 99.57 
Probe 598 193 2885 3 0 487 4166 80.94 
R2L 11060 1 1 1603 6 3518 16189 31.63 
U2R 101 0 74 16 26 11 228 16.23 
Total 72195 223625 3183 2025 39 9962 311029  
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Table 4. Comparison ofthe proposed method and the combined standard K-means with multi-
level SVMs 

Method Normal DoS Probe R2L U2R Accuracy FAR 
Standard K-means with 
multi-level SVMs 

88.93 96.57 69.14 6.26 52.85 91.65 11.07 

Proposed method 98.55 99.57 80.94 31.63 16.23 95.71 1.45 

Therefore, we compare the performance of the proposed model with that of other 
methods, such as the bagged boosted (Winner’s) [11], multi-class SVM [15], neuro-
fuzzy controller(NFC; artificial neural network and fuzzy) [16], adaptive importance 
sampling (AIS),multi-object genetic fuzzy IDS (MOGFIDS; GA and fuzzy) [24], 
balance iterative reducing and clustering using hierarchies (BIRCH), and SVMs [3], 
as depicted in Table 5. 

The proposed method is the most accurate overall among the other methods and 
reports the best detection rates for DoS and R2Lattacks. The multi-class SVM has the 
best detection rate for the Normal class, whereas those for the other categories are 
worse than the rates obtained with other methods. Hierarchical BIRCH and SVM 
achieve high detection rates for attacks in Probe and U2R.Moreover, the accuracy and 
detection rates of Normal and DoS are moderate and are close to the results of the 
proposed model. Therefore, the detection rate of Probe decreases with the increase in 
the Normal or DoS detection rates. The reason of detection rate of Normal category is 
small compared with the other methods due to the level of Normal-SVM in multi-
level model is the last one as depicted in Fig. 1.For instance, when change the level of 
Normal-SVM to the first level, then the detection rate of Normal will be increased, 
but this change will effect on the performance of the proposed model with the other 
categories like R2L and U2R. However, the detection rate of the proposed method for 
the attacks in Probe category is less than other methods because there is a type of new 
attack called MScan belong to Probe has a low detection rate with SVM classifier. 
Consequently, the overall detection rate of Probe with SVM is small. We believe that 
the proposed method generates the best results in relation to the balance state among 
all of the categories. As a result, its accuracy exceeds those of other methods. Several 
methods are employed to evaluate the proposed IDS, such as 10-fold cross validation 
or the application of the same data set for training and testing. Some methods also 
utilize data sets that are generated randomly from the original KDD Cup 1999 data 
set. Hence, performance is high. Consequently, any proposed method for IDS should 
be compared according to the same evaluation method. Thus, we use the methods in 
Table 5 only for comparison given that the best evaluation method for IDS involves 
training and testing the KDD Cup 1999 data sets.  
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Table 5. Comparison with other methods in terms ofdetection rate, accuracy, and false alarm 
rate 

Method Normal DoS Probe R2L U2R Accuracy FAR 

Winner’s (2000) 99.50 97.10 83.30 8.40 13.20 93.30 0.55 

Multiclass SVM (2003) 99.6 96.8 75 4.2 5.3 92.46 0.43 

MOGFIDS (2007) 98.36 97.20 88.6 11.01 15.79 93.20 1.6 

BIRCH and SVM (2011) 99.3 99.5 97.5 28.8 19.7 95.7 0.7 

NFC (2014) 98.2 99.5 84.1 31.5 14.1 N/A 1.9 

Proposed method 98.55 99.57 80.94 31.63 16.23 95.71 1.45 

5 Conclusion 

In this paper, we proposed a model of modified K-means with multi-level SVMs to 
construct a high-performance intrusion detection system. Modified K-means was 
applied to reduce the number of training data sets and to obtain new, high-quality 
training data sets with which to learn SVMs. The nu-SVM and RBF kernel functions 
of LibSVM were employed to implement multi-level SVMs. The converted and nor-
malized training and testing data sets were preprocessed to render them suitable for 
the SVM classifier. This model classified the attacks in DoS, R2L, and U2R effective-
ly. In addition, its capability to classify other types of instances, such as Normal and 
Probe, is not worse than those of other models. In future studies, we attempt to im-
prove performance in relation to the Normal and Probe categories and conduct com-
parisons with other studies that employ different evaluation methods.  
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