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Preface

Hydroinformatics defined as management of information related to the water sector
using ICT tools is a large domain of engineering technology and sciences.
Modelling and simulation are historically the points of departure for hydroinfor-
matics and are one of the most important part of it. Neither the SimHydro cycle of
international conferences nor the present book has the purpose or ambition to cover
thematically the whole extent of the subjects. The purpose is to concentrate on a
limited number of specific areas and subjects which are not usually considered as
such during most global international conferences.

Modelling in fluid mechanics, hydraulics and hydrology, whether using digital
tools or scale models, has reached sufficient maturity to be in daily use by engineers
for analysis, design and for communication. Increasingly, complex cases can be
handled thanks to ever-more sophisticated tools and increasingly abundant com-
puting power. The emerging environment populated with new generation of sen-
sors, using cloud-computing resources, is challenging the current practices of
modelling and request innovation in methodology and concepts for a real inte-
gration into the decision-makings processes. At the same time, the request to
integrate vulnerability and resilience dimension in the various engineering
approaches is becoming more and more frequent.

With respect to these issues, however, a number of questions still remain open:
coupling of models, data acquisition and management, uncertainties (both epistemic
and random) of results supplied by models, use of 3D CFD models for complex
phenomena and for large-scale problems…. All these points are continuously
explored and investigated by researchers, scientists and engineers. Like in all sci-
entific domains, most recent and advanced developments have to be discussed and
shared regularly in a growing community. The SimHydro 2014 conference, fol-
lowing the two previous editions, has contributed to this objective by providing a
platform for exchanges and discussion for the different actors in the water domain.

SimHydro is a permanent cycle of conferences held every 2 years, hosted by
Polytech Nice Sophia and organised by the Société Hydrotechnique de France and
its European partners. It aims, as the subject, at recent advances in modelling and
hydroinformatics and at the participation and exchanges at European scale (it is

v



open to all other researchers and participants but the purpose is to maintain a
specific platform for the region that was a birthplace of both domains). That is why
the SimHydro language is English.

The latest SimHydro conference was held in Sophia Antipolis, France, from 11
to 13 June 2014. The conference was jointly organized by the Société
Hydrotechnique de France (SHF), the Association Française de Mécanique
(AFM) and the University of Nice Sophia Antipolis/Polytech Nice Sophia with the
support of IAHR, the Environmental & Water Resources Institute (EWRI) of the
American Society of Civil Engineers (ASCE) as well as Eau and DREAM clusters.
The conference attracted 172 delegates from 42 (although most of them European)
countries who participated in 16 sessions where 76 papers were presented. The
programme was organised around four main themes:

• Theme 1: Modelling of fast hydraulic transients (dam and dyke breaking waves,
storm waves, tsunamis, flash floods)

• Theme 2: Uncertainty in simulation, uncertainty of results of models
• Theme 3: Simulation and modelling of 3D near field phenomena in free surface

flows (rivers, lakes and coastal areas)
• Theme 4: Simulation and modelling of multiphase flows: cavitation, bubbly

flows, flows with particles

Within these general themes, topics like coupling of models, data assimilation
and uncertainties, urban flooding, data and uncertainties in hydraulic modelling,
model efficiency and real situations, new methods for numerical models, hydraulic
machinery, 3D flows in the near field of structure, models for complex phenomena
have been covered. The conference, by attracting researchers, engineers and deci-
sion makers, has promoted and facilitated the dialogue between communities with
round tables where needs and expectations were discussed. Exchanges have been
very fruitful on crucial questions related to sources of uncertainty in modelling, the
state of the art in research and development in the domain of numerical fluid
mechanics, the stakeholder’s capacity to understand results, the means for dialogue
directly or indirectly between the stakeholders and the model developers, the
information’s exchange between stakeholders and developers.

In order to contribute to this dialogue and to provide useful references, following
the successful experience of 2012, the organisers of SimHydro 2014 have decided
to elaborate this book. This volume gathers a selection of the most significant
contributions received and presented during the conference. The objective is to
provide the reader with an overview of the ongoing developments and the state
of the art taking place in three major themes that are:

• Modelling: Floods and Inundations;
• Uncertainties, 3D Modelling and Models Coupling;
• Two-phase Flows and Cavitation.

Obviously, all dimensions of these themes cannot be covered in a single book.
However, the editors are convinced that the contents may contribute to provide to
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the reader essential references for understanding the actual challenges and devel-
opments in these areas of the hydroinformatics field.

This volume represents the sum of the efforts invested by the authors, members
of the scientific committee and members of the organising committee. The editors
are also grateful for the dedicated assistance of the reviewers who worked tirelessly
behind the scene to ensure the quality of the papers. We hope this book will serve as
a reference source on hydroinformatics for researchers, scientists, engineers and
managers alike.

Sophia Antipolis Philippe Gourbesville
May 2015 Jean A. Cunge

Guy Caignaert
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Part I
Modelling: Floods and Inundations



2D and 3D Modelling in German Inland
Waterways

Thomas Wenka, Thomas Brudy-Zippelius and Andreas Schmidt

1 Introduction

The German Federal Waterways and Shipping Administration (WSV) is respon-
sible for the construction, operation and maintenance of the german waterways,
including 23,000 km2 of maritime and 7,350 km of inland waterways. The WSV is
in charge for some 290 weirs, 450 lock chambers, 500 culverts, 1,600 bridges, 15
canal bridges, 8 barrages, 4 ship lifts and numerous other structures, such as
groynes and riprap designed to support inland navigation. The total freight volume
transported by inland navigation in Germany amounts to some 240 million tonnes
annually, out of which cross-border traffic accounts for some 180 million tonnes—
with an upward trend.

The principal challenges confronting waterways engineers today are the over-
aging of a great part of the infrastructure constructions, the trend towards larger
vessels, the persistent bed erosion processes in the freeflowing parts of the rivers,
the optimisation of river training and sediment management, the possible impacts of
climate change on navigation, and the need to incorporate ecological aspects, e.g.
from the European Framework Directive on Water [1].

As waterways engineering consultant and expert, the Federal Waterways
Engineering and Research Institute (BAW) supports the WSV and the Federal
Ministry of Transport and Digital Infrastructure (BMVI) in the development and
construction and the operation and maintenance of the waterways in Germany.

T. Wenka (&) � T. Brudy-Zippelius � A. Schmidt
BAW, Kussmaulstr, 17, D-76187 Karlsruhe, Germany
e-mail: thomas.wenka@baw.de
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© Springer Science+Business Media Singapore 2016
P. Gourbesville et al. (eds.), Advances in Hydroinformatics,
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The BAW supplies important contribution in the disciplines of structural engi-
neering, geotechnical engineering and hydraulic engineering in inland and coastal
areas to ensure that waterways in Germany meet ever tougher technical, economic
and ecological demands. To sustain and improve the quality of its consulting ser-
vices, the BAW conducts research and development (R&D) projects in the entire
spectrum of waterways engineering.

For the various investigations in hydraulic engineering, numerous methods are
used and developed, with an increasing proportion of numerical models. In this
paper, examples are given for numerical simulation techniques of the Department of
Hydraulic Engineering in Inland Areas used for daily project work as well as R&D.

2 Scales, Processes, Models

In numerical models of rivers and waterways, the main problems are caused by
irregular boundary conditions, sediment transport and turbulence. The major
problems in numerical models of hydraulic structures are due to interaction of
design geometry and surrounding flow field, air entrainment and, again, turbulence.
It is therefore not surprising that the scales captured in the models range from reach
scale down to point scale, i.e. 100 km–0.1 m. Thus, very different models, using
different methods, are necessary.

The purpose of this chapter is to give some insight with regards to the differences
and similarities of the simulation techniques applied to waterways (Fig. 1) and
currents in or around hydraulic structures (Fig. 2). Furthermore, the characteristics
of the models with respect to their scales and processes are described in more detail.

In spite of the three-dimensional nature of the flow in most rivers, it is customary
in river modelling to solve the so-called shallow water equations derived from
depth-integrating the Navier–Stokes equations. Since the horizontal length scale is
mostly much greater than the vertical length scale, it can be shown from the
momentum equation that vertical pressure gradients are nearly hydrostatic and the
vertical velocity component can be set to zero. In the 2D shallow water equations,
the resultant velocity vector is determined from the depth-averaged horizontal

Fig. 1 Flow simulations in river engineering
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components and does not necessarily represent the velocity direction near the river
bed. This can have a strong impact on the calculation of bed-load transport. The
non-uniformity of the velocity over the flow depth, which is usually neglected in
depth-averaged models, directly affects the suspended sediment and indirectly
through the momentum exchange also the bed-load transport.

The so-called dispersion terms arising from depth-averaging can be of signifi-
cance in depth-average calculations when secondary flows are present. The
importance of these terms, and of the turbulent stresses, may be quantitatively of the
same order. The share of the dispersion terms can be determined in comparison with
3D models. The user will not get rid of that problem when HLES (Horizontal Large
Eddy Simulation or depth-averaged 2D-LES) is applied for simulating the turbulent
motion. However, the benefit of HLES lies in a more precise definition of the effects
of the large turbulent structures and in the cost-effective option of identifying these
horizontal 2D structures with scales much larger than the depth comprising 2D
turbulence. In the high-resolution 3D models, an application of LES is still very
expensive. Despite the increasing importance of LES the simulations of practical
problems are still performed with RANS models that have to be adapted to the
particular problem.

At this point, a more detailed discussion of this very complex matter would go
much too far. For simplicity, we have selected below our own organization of the
scales as adapted to our practice, keeping the very descriptive schematization of
scales in Church [2] in mind. As for the turbulence modelling and LES in
hydraulics, we refer to the monographs of Rodi [3] and Rodi et al. [4]. To this end,
it is necessary to distinguish between typical 2D or 3D applications, river or
structure hydraulics and the level of turbulence model to be used. Generally, no
all-in-one solution of a numerical code system suitable for every purpose exists
today.

First, a rough classification for the two- and three-dimensional river flow models
is made, which due to their length expansion is given in model length. Accordingly,
macro-scale means model lengths which extend up to about 100 km. Here,
low-resolution 2D depth-averaged models are occasionally used to calculate water

Fig. 2 Flow simulations in hydraulic structures—weir (left) and fish pass (right)
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levels and main-channel/flood plain flow distribution and to answer
morpho-dynamical or nautical questions even in the context of long-term simula-
tions (tens of years). The adequate identification of phenomena in river bends, in
large-scale vortices and of geometric shape influences (riverbed and structures)
plays a role in, inter alia, planning and assessing processes of sediment
management.

Where coarse 2D models are not sufficient, high-resolution 2D depth-averaged
models and 3D models are used. These usually represent the meso-scale with
horizontal grid resolutions from about 2 to 50 m. They usually have model lengths
of up to about 10–50 km and are applied to quasi-steady states or short-to-medium
spans of time. Phenomena such as velocity distributions, bed forms, flow resistance,
navigability, and ship-induced waves can be determined in detail and require less
parameterization. A typical example of a scaled approach involving extensive
in situ data is the artificial grain feeding at the Lower Rhine River (see Sect. 4.1.1),
where the morphological effects are being investigated in an approximately
46-km-long 2D model and additionally in a 3D model stretch of about 10 km that
has been extracted from the former.

The microscale models with typical grid resolutions of roughly 0.01–5 m are
applied for the mapping of processes and phenomena of turbulence in single- and
multi-phase flows, local velocity distributions, forces and moments, the interaction
of incipient motion and sediment transport, etc. In river engineering, it is the
high-resolution models in the vicinity of river engineering structures for which an
adequate representation of the geometry and of the turbulence is required. An
example of this is the study of the ferry lane at Rees by means of a Horizontal Large
Eddy Simulation (see Sect. 4.1.2). Models from the domains of hydraulic struc-
tures, interaction ship/ship as well as ship/waterway and the spreading of propeller
jets are typically 3D models that are within the range of the microscale. Although
the boundary geometry is not as arbitrary as in the alluvial waterways, the com-
plexity of the design and the resulting-induced flow phenomena are a major chal-
lenge to the modelling process (see Sect. 4.2).

In 3D models, one of the major drawbacks is the necessity of choosing an
appropriate turbulence model. Turbulence models are necessary, because it is still
impossible to model the movement of the fluid down to its smallest scales. And yet,
a typical grid for the problems to be solved with models of hydraulic structures has
approximately 10 million computational cells.

Increasingly, grid-free methods are also being applied. The use of 3D particle
models is described in the section on R&D (Chap. 5).

3 Numerical Methods and Computational Power

Again, a distinction must be made between the numerical codes for river engi-
neering and hydraulic structures. For river engineering, the solution of the shallow
water equations and various sediment transport formulas is the main focus. At the
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BAW, different Finite Element (FE) and Finite Volume (FV) approaches are
applied by use of the TELEMAC System, UnTRIM or Rismo 2D. The calculation
of the water depth or the free surface is a standard part of the equation system. The
problems referring to this often arise from the wetting and drying algorithm.

For flow simulations in and around hydraulic structures or relating to
ship-waterway interaction, the solution of the Navier–Stokes equations and of
turbulence closure models is given the highest priority. With the application of
StarCCM + and OpenFoam, the BAW has one commercial and one Open Source
code in use. The VOF method plays a major role in the calculation of the free
surface.

Different methods have different strengths. So it is only logical to provide several
numerical methods or codes. By applying several methods to the same problem, a
mutual validation of the existing models is possible. In this regard, the trend in the
department is towards in-house developments. This also has the advantage of being
able to keep up with the continuous development of high-performance computers
(HPC). Thus, the use of distributed memory parallel computers with domain
decomposition (MPI-based) is always a challenge for the code developers. Also, the
use of future computing platforms and processors (such as GPU) must be
considered.

The current hardware facilities of the Department of Hydraulic Engineering in
Inland Areas consist of two independent HPC:

• SGI ICE Altix 8400 EX:

– 256 nodes at 2 Intel Westmere CPUs and 6 kernels each = 3072 comp. cores

• Bullx Blade System:

– 126 nodes at 2 Intel Sandy Bridge CPUs and 8 kernels each = 2016 comp.
cores

– 8 nodes at 2 Nvidia Tesla GPUs each
– 1 node at 2 MIC (Intel Xeon Phi) each.

4 Model Applications in Hydraulic Engineering

4.1 River Engineering

4.1.1 Artificial Grain Feeding at the Lower Rhine

The reach of the River Rhine between km 730.0 and km 776.5 (Fig. 3) has the
sharpest river bends of the lower Rhine. Strong morphological dynamics and
erosion calls for high maintenance efforts to ensure navigability. In order to
improve the coordination and optimization of projected maintenance and artificial
bed-load supply measures, a 2D depth-averaged model has been established. The
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Finite Element-based numerical model consists of three modules: TELEMAC-2D
solves the 2D shallow water equations; SISYPHE calculates the bed evolution
based on the mass balance equation for sediment and considers grain gradation as
well as the influence of secondary currents and gravitational effects to sediment
transport flows; DredgeSim allows the controlling and timing of locally accurate
dredging and dumping measures that can be automated for future prediction based
on certain criteria.

For the evaluation of the flow model, the calculated flow velocities and lateral
water levels were compared with ADCP measurements. For the calibration of the
sediment transport model, freeze cores of the river bed were analysed in addition to
sounding data and bed-load samples. Moreover, by adding separate fractions to the
graded sediment transport model, the software allows the analysis of the spreading
and the propagation of the dumped material. At first, predictions of the river bed
evolution and sediment transport over a period of 10 years will be compared as
precisely as possible with the field measurements. Later, the simulations should be
able to predict the formation of point-bars at an early stage in order to ensure
navigation in inland waterways.

Regarding the pronounced bends in the river, it was assumed that the secondary
currents would have a significant effect on the hydraulic and morpho-dynamic
processes. Therefore, a 3D sediment transport model was developed additionally for
the central reach of the 2D model at Düsseldorf/Neuss (Rhine km 739 to Rhine km
749, Fig. 4). The comparison of the bed evolution and the depth-averaged flow
velocities between the 2D and the 3D version of the model domain generally
showed good agreement. However, there were local differences in the evolution of
the bed level and the location of the point-bar at the transition of the bends. The
simulations were also compared with data from in situ measurements, e.g. the mean
fraction diameter by freeze cores, and 3D velocity measurements. The predictions
of the models in which the bed deformation is calculated in curved alluvial channels
under steady and unsteady flow conditions are discussed in [5, 6].

Rhine km 776.5

Rhine km 730.0

3D model

Fig. 3 Reaches of 2D and 3D model at the Lower Rhine
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Figure 4 shows some first results of the simulations with grain feeding. The
time-lapse picture on the left of Fig. 4 shows the propagation speed of tracer
fraction #2 as part (of the initial concentration) of the artificial bed-load material
supplied in the rectangular area at Rhine km 739.0. On the right, a comparison of
the predicted bed evolution in the 2D- and the 3D-model respectively after 100 days
of steady flow (Q = 4270 m3/s) without any dredging and dumping is given.

4.1.2 Ferry Lane at Rees—Horizontal Large Eddy Simulation HLES

At the bend of the Rhine near Rees, the Federal Waterways and Shipping
Administration has been building a flood channel that contributes significantly to
the reduction of the substantial bed erosion and yields also in a reduction of the high
water level of approx. 0.1 m in the upper reaches. Since a relocation of the ferry at
Rees was out of the question, the ferry now has to cross the Rhine and the flood
channel to get to the new pier on the opposite bank. Discharge measurements
showed a relatively high flow rate in the ferry lane, causing a separation of the flow
and an extensive recirculation zone (Fig. 5). In this context, a study of the flood
channel outlet was conducted to investigate how conditions in the ferry lane with
regard to sedimentation could be improved by structural measures [7].

Due to the problematic flow conditions, the selection of suitable river con-
struction work was carried out under the premise that the flow separation and
recirculation zone could be resolved. In order to calculate the extent of the recir-
culation zone as accurately as possible within the framework of a 2D
depth-averaged flow model (Rismo2D), a horizontal large eddy simulation (HLES
with Smagorinsky model) was adopted. The HLES required a very high spatial and
temporal resolution of the flow field. Therefore, a time step of 0.05 s and in the area
of the ferry lane an average point spacing of 0.25 m were chosen for the simulation.

Fig. 4 Propagation speed of particular grain fractions/bed evolutions in 2D or 3D model
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Some results of the flow simulation for the actual state are shown in Fig. 6,
which represents a small section in the vicinity of the ferry lane. It shows the
dimensionless rotation of the flow field calculated from the depth-averaged velocity
field. By representing the rotation, the horizontal turbulent eddy structures become
particularly clear (red represents a mathematically positive rotation counter-
clockwise, blue a clockwise rotation).

Fig. 5 Separation zone in the ferry lane opposite Rees

Fig. 6 Eddy motion of the flow simulation in the ferry lane opposite Rees
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4.2 Navigation Simulation and Modelling of Hydraulic
Structures

4.2.1 Ship Handling Simulation at the BAW: TMS Waldhof Accident

As a consistent enhancement of its navigational dynamics model method, the BAW
has procured two ship handling simulators for the locations in Karlsruhe and
Hamburg some years ago. Originally designed for the education and training of
nautical personnel, the simulators are currently being extended by in-house model
developments and upgraded to tools to answer waterways engineering issues.
Especially in the inland area, the model procedures must be adapted to the speci-
ficities of the inland waterways. Since rowing machines and bow thrusters of inland
vessels differ in large part from those of the sea-going vessels, additional model
developments are needed.

A first severe test case for the “dynamic model” was the investigation of the
accident of the inland tank barge (TMS) Waldhof. On 13 January 2011, the TMS
Waldhof reached the stretch of the Rhine at the Loreley. The passage of this section
was initially unremarkable until the vessel disappeared from radar screens around
4.42 am. As it turned out later, the ship had capsized at Rhine km 553.75 and
drifted keel-up downstream until it ran aground at the entrance to the Loreley port
on the right bank [8].

Figure 7 shows parts of the calculated velocity field for the investigated flood
discharge in the immersive visualization system of the BAW. From the 3D flow
model, the z-components of the velocities are identified at three cross sections along
the ship. In order to visualize the flow effect on the TMS Waldhof, the ship was
placed in the undisturbed flow field (calculated without interaction flow/vessel) in
the area of the accident [9].

The inland simulator is currently being extended to include a highly accurate
collision detection and a method for calculating ship-induced waves. With the help

Fig. 7 Visualization of vertical flow velocities in the context of terrain and TMS Waldhof
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of this wave model, the determination of the bank stress to wave action as well as
the numerical model method for calculating the dynamic trimming and squats
should be improved.

4.2.2 Numerical Investigations of Locks

For numerical investigations of locks, in many cases, tools of different dimensio-
nalities are used in the different phases of the studies [10, 11]. For the studies
described here and in more detail in [12], the 3D CFD solver StarCCM + (by
CD-Adapco) was used, because several similar studies had been performed with
this code in the BAW before. The solver computes the three-dimensional, transient,
multi-phase Navier–Stokes (NS) equations for water and air, based on a
Volume-of-Fluid (VOF) approach. This is in contrast to more sophisticated meth-
ods, in which the movement of air and water is treated with separate momentum
equations [13].

In order to reduce maintenance costs for the valves and culverts, it was decided
to replace the longitudinal filling system by a simple through-the-gates system at
the so-called large locks of the lock complex located in Kiel-Holtenau.
Consequently, the new gates had been equipped with valves for filling and emp-
tying the chamber. For the numerical grid, attention was paid to local refinements
near the valves, the exits of the culverts and the water surface (Fig. 8, left).
Furthermore, prismatic layers were introduced along the ship hull in order to
reproduce the friction accurately. In the computations, the changes to the compu-
tational grid due to the ship movement took substantial computing time. Thus, it
was indispensable to use as coarse a mesh as possible, making it impossible to
apply an LES-approach for the turbulence modelling. Hence, a RANS approach had
to be used to model the dampening effect of the turbulence on the flow velocities.
Here, the SST k-ω model by Menter [14] was selected.

Figure 8 shows the computed velocity field in a horizontal and a vertical cross
section at the beginning of the filling process. The integration of the velocities in a
cross section through the gate delivered the flow rates, which agree very well with
the results of the laboratory model [12].

5 R&D Hydraulic Engineering

5.1 CFD Approaches for Modelling the Multi-phase Flow
Phenomena in a Navigation Lock

When designing navigation locks with large lift heights, a compromise between a
short operational time, limited hawser forces and acceptable construction costs must
be reached. With a recently proposed filling-emptying system, a promising solution
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was presented [11], which significantly reduces the construction effort by avoiding
side channels at the upstream and downstream heads. The new system includes a
filling shaft, where the water drops over an edge and then plunges into a pool. With
falling heights of up to 20 m and a width of approximately 14 m, high air
entrainment is assumed to occur in the plunging pool. However, it has not been
clarified whether the air can be detrained before entering the lock chamber, where it
could cause severe disturbances to the ships in the chamber.

As can be seen from Fig. 9, in which the fraction of water “alpha” is illustrated,
strong intermixing takes place, but the dispersed elements (drops and bubbles)
cannot be depicted appropriately. Additionally, mass and momentum exchange
between the two phases is not possible, since only one set of conservation equations
for both phases can be solved. From that it also follows that both phases have the
same velocity in each cell. It can be concluded that the VoF method would be
suitable for the simulation of the smooth water surface from the upstream water and
in the lock chamber, but the jet evolution as well as the air entrainment, transport
and detrainment processes cannot be modelled satisfactorily. For modelling the lock
filling process, in which air entrainment has to be taken into account, the VoF
method can therefore not be used alone [13].

Fig. 8 Numerical mesh and velocity pattern around ship hull (lock Kiel-Holtenau) [12]

Fig. 9 Sketch of the new filling system and first results of a VoF simulation with interFoam [13]
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For the simulation of the filling process of the lock, the “Toolbox OpenFOAM”
is used. This freely available C++ library for the solution of partial differential
equations is particularly useful here because, unlike most commercial CFD prod-
ucts, a direct intervention in the existing code is possible. Thus, the existing
VoF-solver “interFoam” can be used as basis for the implementation of the
so-called Algebraic Slip Mixture (ASM) model. According to [15], the VoF model
has been extended by an equation for the velocity between the phases. Extensive
testing and code optimizations are planned [16].

5.2 Smoothed-Particle Hydrodynamics on GPU

Hydraulic research on vertical-slot fish passes has shown that the hydraulic con-
ditions within the pools of such facilities are mainly affected by the pool geometry
and the slope of the fish pass. GPU-based SPH modelling represents an efficient
numerical tool for the investigation of different geometry variants.

Simulations in a 9-pool, vertical-slot fish pass with GPUSPH, a high-
performance CUDA implementation of the Smoothed Particles Hydrodynamics
(SPH) numerical model for free surface flows [17], show promising results
(Fig. 10). The results obtained by GPUSPH were compared with flow velocity and
water level measurements from a laboratory model with identical geometry.
Laboratory measurements were performed with an Acoustic Doppler Velocimeter
(ADV), while the water level measurements were obtained by ultrasonic distance
sensors mounted in each pool. Recent advances in the development of GPUSPH
include the possibility to exploit multiple GPUs on one or more host nodes, making
it possible to concurrently exploit hundreds of devices across a network and thus
allowing the simulation of larger domains and/or higher resolutions. Due to these
improvements, modelling of the filling and emptying of large ship lock with regard
to the movement of the ship will be feasible.

Fig. 10 Fish pass simulation with GPUSPH, 3.3 million particles on one GPU [17]
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6 Outlook

Despite the progress in the past years in the field of two- and three-dimensional flow
simulation, the developers and users are faced with major challenges in the next
years. These affect not only the model development itself, but also the areas of
benchmarking, pre- and post-processing, data analysis and data management. In
addition, due to the rapid hardware development in the recent years, the testing and
evaluation of software adjustments to new hardware architectures is an actual and
challenging issue. In future, one main task will be to quantify the uncertainties in
the input data and parameterizations to allow statements for the reliability of results
on the basis of probability based methods. Also the coupling of methods has to be
pushed. Numerous hydraulic engineering and water management issues will con-
siderably benefit from advances e.g. in fluid-structure interaction, in a coupled
simulation of flow and groundwater dynamics and in realistic simulations of the
complex interaction of ship dynamics and flow in narrow waterways.
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Storm Events of Nice Bay: A Numerical
Modeling of the Interactions Between
Wave, Current, and Solid Transport

Rémi Dumasdelage, Olivier Delestre, Didier Clamond
and Gourbesville Philippe

1 Introduction

Nice is located in the South–East of France on the French Riviera (Fig. 1). It is the
fifth most populous city in France with nearly 1 million inhabitants. Moreover,
tourism is one of the main economical activities in this region. Thus, the
4.5-km-long beach is a key element for this sector.

The erosion of neighboring pebble zones and the sediment transport by various
rivers (Var, Paillon, Magnan) are at the origin of this gravel beach [5]. The main
river, the Var, can carry away between 1 and 20 million tons of sediments per year.
Most of these sediments are silty clays, and only 100,000 m3 are gravels [11]. Some
Var pebbles have been identified in the west part of the bay and are characterized by
their lamellar shape. This shape explains their transport and their storage on the
backshore, for more details see [10].
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Globally, the upper layer of the beach is dominated by very coarse gravels and
small cobbles (5–10 cm in diameter). Coarse sand composes the lower level of the
beach and can be observed after a storm on the intertidal zone [1]. Below the depth
of 0 m, the clast size of the sea bed is decreasing progressively, and sand can be
found between −5 and −10 m. A protected seaweed called Cymodocee nodosa
grows at about 50 m off the shore (Fig. 2). This last parameter is a major limitation
to the construction of coastal structures, because this seaweed must not be impacted
by any human activities.

Regarding the climate, the South-East of France experiences intense autumn and
winter storms [12]. They are defined by important wave heights (up to 4 m for a
10-year return period) and intense rainfalls implying big discharges in the neigh-
boring rivers. Thus, high quantities of sediments are evacuated during floods [2].
This special configuration stresses the variability of the sediment transfers in terms
of space and time in the studied area. The more frequent wave propagation
directions are South–South–West and East–South–East [8]. The French Riviera is
not subjected to substantial tide (<0.5 m for spring tides) and the surge level has
been evaluated to 0.7 m NGF for a 10-year return period [8]. All these observations
will help us later on to understand the beach dynamics and were primordial in order
to build up an accurate numerical model.

The special configuration described above, as well as the urban development of
the city, can be linked to explain the significant erosion phenomena observed in the
studied area. Two main sediment transports exist along the shore and across the
shore. These transports are the physical results of the natural setting of the bay.
However, human activities increase their effects and their impacts, modifying the
environment and the morphological nature of the beach.

Fig. 1 Geographical orientation of Nice bay, with its two neighboring rivers the Papillon and the
Var
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Nice is defined by a steep continental margin and high value of the shoreface
slope (Fig. 2). In fact between depths of 0 and −20 m the mean slope is around
10 % (with a beach step at the inner shoreface). At the depth of −20 m, the
bathymetry is decreasing quickly until −100 m because of an abruptness (slopes are
between 20 and 80 %) [12]. Thus, waves can propagate longer inshore before
breaking. Combined with the low tide range, plunging waves are concentrated over
a narrow and constant region of the beach. So, the high pressure and the important
energy dissipation constitute the driving forces of the cross-shore gravel transport.

This downslope loss of materials is amplified by the wave reflection on the beach
step [1]. In fact, this step forces waves to break at the base of the beach and so
prevents the formation of a surf zone [3].

A second effect of the abrupt bathymetry is that the wave refraction is often
incomplete. Thus, waves arrive at the beachface with a significant angle, creating a
longshore current [4]. This current and the nearshore waves regime are at the origin
of the longshore gravel transport.

Most of the time, these two sediment transports (cross and along the shore) have
to be taken into account in order to understand the changes on the coastline.

During exceptional events, the extreme power of high plunging waves makes the
cross-shore transport the major actor of the sediment mobility (Fig. 3).

However, it is important to stress that these transports do not fully explain the
significant erosion phenomena faced by Nice’s beach each year. Studies have
shown that the total beach sediment losses is around 15,000 m3/year and that the

Fig. 2 Bathymetry of Nice Bay, sea bottom coverage and wave rose
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sediment budget of some part of the beach is around −5,000 m3/year [12]. The
anthropological action that experiences the French Riviera is at the origin of this
erosion. Structures have been built on the neighboring streams. For instance, in the
lower part of the Var, ten weirs have been constructed in order to raise up the river
bed (previously lowered by extraction and urbanization of the flood plain). Thus,
the bed load transport has almost completely stopped [7], implying a drastic
decrease of the main gravel supply for Nice’s beach. In addition, the modification of
the Var delta which followed the building of Nice-Riviera airport in the 1940s can
be compared to a huge groin that deviates the sediments towards the nearby bay
(Fig. 1).

Urban development has also impacted directly the morphology of Nice beach.
Between 1929 and 1958, the Promenade des Anglais has moved from a simple
coastal pathway to a main 4 ways road indispensable to Nice traffic. Thus, a 3-m
high seawall has been built at about 4 m from the coastline in order to protect the
roads and to create a walkway along the sea. As a result, Nice backshore faced an
important decrease and an amplification of the reflection phenomena during storms.
This seawall stops some morphological process such as the roll-over of Nice beach
and cuts off the storage of sediment capacity of the backshore [10].

The municipality has decided to artificially nourish the beach in order to stabilize
its width. Since 1969, around 580,000 m3 have been brought. According to
Anthony and Cohen [1], the efficiency of this process is analyzed, so we will not
discuss it further. Before 2006, the recharged material was provided by the con-
struction sites and the gravelly bed of the Papillon river. So, the price of the
artificial nourishments was only due to the transport of sediments. Since 2010, the
municipality has to buy the gravels from a quarry around 100 km away, at the rate
of 130 $/m3. Therefore, the cost of these operations has increased, which forces the
decision makers to find new solutions to the beach erosion.

Fig. 3 Example of the 2010 storm event in Nice
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In this context, we started a modeling approach to represent the natural phe-
nomena that participate to erosion, such as the longshore current and the wave
propagation. Finally, it enables us to study the interaction between them and the
artificial structures.

2 Study Method

The numerical model has been built with TELEMAC, a free and open source
system developed by EDF R&D’s Laboratoire National d’Hydraulique et
Environnement (LNHE). It is a powerful integrated modeling tool, composed of
different simulation modules, such as TOMAWAC and TELEMAC2D.

TOMAWAC (TELEMAC-based Operational Model Addressing Wave Action
Computation) aims at representing the sea states by solving the balance equation of
the action density directional spectrum, for more details see [6, 9]. The code
attempts to reproduce the evolution of this spectrum at each point of a spatial
computational grid.

Concerning TELEMAC2D, it solves the Saint-Venant/shallow water equations
in two space horizontal dimensions so as to provide mainly, values of the water
height and mean horizontal velocity (averaged vertically) at each point of the grid.
Our results are based on a resolution of the system with the finite element method.

In this study, TOMAWAC and TELEMAC2D have been coupled so that the
interaction of the current and the waves could be taken into account. This direct
coupling TOMAWAC-TELEMAC2D enables an exchange of variables between
the two modules. Therefore, the action of the waves on the current and the current
on the waves are represented. TELEMAC2D calculates current velocities and water
depths and transmits them to TOMAWAC which in turn solves the wave action
density equation by using these updated variables. Then TOMAWAC sends back to
TELEMAC2D the new values of the wave driving forces that interfere with the
current.

The spatial computational grid has been created with Blue Kenue. This software,
developed by The National Research Council of Canada, provides tools to generate
a triangular unstructured mesh (Fig. 4). Thus, different grids have been tried by
changing the mesh density and the area of the study, in order to have an accurate
representation of the phenomena with an acceptable time of simulation. The grid
represented on Fig. 4 has been used to run the TOMAWAC model and is composed
of 74,000 nodes. However, the coupling with TELEMAC2D required too much
computation time, so the domain has been reduced by removing zone 3. The waves
do not have any impact on the bottom in deep water, that is why we deleted this part
of the grid (Fig. 4). The scenarios tested with this numerical approach are based on
the previous study of the observed wave propagation directions (SSO and SE) and
intensities. These data allowed us to set a JONSWAP spectrum on the boundaries.
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3 Results and Discussion

3.1 TOMAWAC Results

Four wave directions of propagation have been tested on the model, N120, N140
(ESE-SE) and N180, N200 (S-SSW). The return period of the simulated storms is
around 1 year, so the significant wave heights prescribed at the boundary of the grid
are approximately 2.5 m (for ESE-SE swell) and 3.0 m (for S-SSW swell) [8]. Of
course, source and dissipation terms have been configured to integrate the influence
of some physical parameters, as for instance the bottom friction-induced dissipa-
tion, which occurs in shallow water. Other phenomena have been considered, like
the white capping and the wave breaking dissipation.

As expected, because of its geographical orientation, a larger portion of Nice’s
beach is affected by the swell, when it comes from ESE-SE directions. However,
the S-SSW swells are defined by more important wave heights and periods than the
other swell directions. Therefore, even if the west part of the bay is protected, the
east part is completely exposed to high wave heights.

A common phenomenon to all the swell directions can be observed near the
coastline (around 30 m from the beach): an increase of the significant wave heights
on some zones of the bay (Fig. 5). This can easily be explained by the bathymetry.
Indeed, the geometrical refraction process forces the waves to propagate perpen-
dicularly to the isobaths. Consequently, sub-marine caps create areas of high energy
concentration (Fig. 5).

Fig. 4 TOMAWAC grid generated on Blue Kenue
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3.2 TELEMAC2D Results

The analysis of the current velocities results gives us more information about the
potential sediment transport of a storm. Indeed, it allows us to interpret the effect of
current patterns on the sediment dynamic. The event simulated in this second part is
a little less important than 1-year return period events in terms of wave heights
(Fig. 6). Yet, we can observe high values of the velocity with 1 m/s on some parts
of the beach. They are observed in the middle of the bay, zone 1 (Fig. 6). These
results are explained by the orientation of zone 1 compared to the near shore wave
direction. A significant angle exists between the wave direction and the coastline of
this zone. Thus, our comments in the introduction regarding the bathymetry are
illustrated here. The refraction phenomena cannot be completed because of the late
influence of the bathymetry on the wave direction, creating an alongshore current
near the coastline.

In Zone 2, the current is coming from the East to the West with low velocity
values. Two causes can be mentioned. The first one is, as seen before, the angle
between the near shore wave direction of propagation and the beach orientation. In
this case, the waves come nearly perpendicularly to the coast, thus the current
velocity is lowered and oriented towards the East. The second one is the implanted

Fig. 5 TOMAWAC results for a 1-year return period event with a direction of swell N120
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groins in the west part of the bay. We can see that the velocity is still important in
the east part of zone 2, but then it decreases progressively. This blocking action on
the alongshore current is the first purpose of the groynes (Fig. 7).

Fig. 6 Coupling TOMAWAC-TELEMAC2D results

Fig. 7 Interaction of the
current with the groynes
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3.3 Validation and Prospects

Because of the lack of data, we could not validate accurately the wave and the
current modeling results. Nevertheless, our findings have been compared with
different local observations (storm damages, shape of the beach) with satisfactory
results. For instance, after a South–East swell event, sediments have piled up on the
west side of the groins (especially in the west part of zone 2, Fig. 8).

The final goal of this study is to model the sediment transport. So, we started to
work on coupling TOMAWAC and TELEMAC2D with SISYPHE, the sediment
transport module of TELEMAC. Thus, the data that needed to be acquired first
concern the sediment motions. That is why we focused on obtaining these data and
through them we tried to validate our waves and currents model.

Some simple correlation between the simulation results and the decrease of the
beach width could be used to demonstrate the accuracy of the approach. In fact
since 1950, Nice municipality has been measuring the beach width nearly 3 times a
year. But this set of data is not well adapted to our modeling work.

Fig. 8 Example of beach shape modifications after a South–East storm
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In fact, the purpose of our simulations is to represent the action of the hydro-
dynamic forcing terms due to a short storm event (few hours). Several months
separate two beach width field campaigns. Because of this time scale, the com-
parison between our results and the beach width data is not accurate.

Moreover, it is quite common that the beach experiences sediment losses or
gains without any variation of the beach width (Fig. 9). In order to overcome these
issues, we have started a new field campaign based on GPS measurements. The
frequency of these measurements has been increased and varies depending on the
storm events. Thanks to the GPS system, we are now able of capturing the beach
profile motions and to characterize the variation of sediment volumes. However,
more data need to be acquired before validating the previous model.

4 Conclusion

The goal of this paper was to present the erosion phenomena of Nice bay, and to
illustrate some of its driving forces through a numerical model. The wave propa-
gation simulations run on TOMAWAC have stressed the variable aspect of the
significant wave heights along the coast, due to the special bathymetry of the
domain. Thus, around sub-marine caps, concentrations of energy are observed and
characterized by an amplification of the offshore wave height. As for the analysis of
the currents modeled on TELEMAC2D, they have shown that the direction of the
swell propagation directly impacts the direction and the intensity of the alongshore
current. For instance, a South–East swell will create an East–West current, which is
maximal around the center part of the bay. However, further work needs to be
achieved before presenting concrete results of the gravel transport and to validate
them.

Fig. 9 Beach profile variations between the 10/12/13 (green curve) and the 06/01/14 (red curve)
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Of course the phenomena illustrated by the model results were well known, but
the major advantage of a modeling approach is to quantify them and furthermore, to
understand their interactions with existing structures and future ones. The next step
of this study will be to integrate structural solutions to reduce erosion and to analyze
their effects by keeping in mind that such a model will not take into account all the
complex phenomena of coastal erosion on a gravel beach.
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One-Dimensional Model for Sediment
Transport: An Application to the Design
of Silt Basins

Álvaro A. Aldama, Adalberto Vaca, Dunia González-Zeas,
Xavier Coello-Rubio and Gustavo Luzuriaga

1 Introduction

The design of silt basins is commonly based on the use of simplistic methods for
modeling suspended sediment transport. Such methods are based on the assumption
that all suspended sediment particles follow a straight path in their motion through a
silt basin, thus ignoring the turbulent and spatial heterogeneity of sediment transport
phenomena. Experimental studies developed by Vanoni [1], Vanoni and Nomicos
[2], Cellino and Graf [3] and Peng et al. [4] support the hypothesis that the tur-
bulence is cushioned by the suspended sediment, thereby increasing cross-sectional
spatial heterogeneity. Such effects may be modeled through the introduction of the
dispersion component in sediment transport models, thus providing a more realistic
representation of the sedimentation processes. It is the opinion of the authors of this
paper that it is important to highlight the significance of introducing the dispersion
component and evaluating its effect on sediment removal.

Many researchers have accounted for the effect of the dispersion component in
suspended sediment modeling through its introduction in the physically based
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advection–dispersion equation [5–8]. The main difficulty thereof has been the
estimation of the dispersion coefficient. Several parameterizations of this coefficient
have been proposed [9–11].

This paper proposes a one-dimensional model for suspended sediment transport
that incorporates the dispersion component. The proposed model is applied to the
design of the settling basins of the Coca Codo Sinclair (CCS) hydropower station
located in Ecuador. The main objective of this study is to evaluate and compare the
results produced by the proposed model with those generated by a simplistic model,
in terms of sediment removal efficiency, with the underlying idea of improving
settling basins design practice. The specific objectives of the paper are: (1) to
evaluate different parameterizations of the dispersion coefficient, (2) to perform
sensitivity analysis of the proposed model based on dimensionless parameters, and
(3) to apply the proposed model and a simplistic model to a case study, in order to
evaluate and compare their predictions of sediment removal efficiency.

2 Methodology

Different components are integrated in order to address the aspects related to the
design of the silt basins of an intake complex. A one-dimensional model is proposed
with the understanding that the consideration of the dispersion coefficient could
improve the design of the hydraulic structures, in comparison those based on a
simplistic method. As summarized in Fig. 1, the methodology entails the following
four steps: (1) to evaluate different alternative parameterizations of the longitudinal
dispersion coefficient, (2) to analyze the performance of the simplistic model with
respect to the proposed model in simulating suspended sediment transport, (3) to
assess the significance of the dispersion component through a sensitivity analysis,
and (4) to apply and compare the results of both the simplistic and the proposed
model in terms of the sediment removal efficiency of the silt basins for the case study.

2.1 Dispersion Coefficient

The longitudinal dispersion coefficient is an important parameter that is used to
account for cross-sectional velocity and concentration distribution heterogeneities
in the transport of sediments in rivers and streams. Numerous empirical equations
have been developed in order to predict the longitudinal dispersion coefficient in
natural streams and channels [12]. Nonetheless, the nonuniformities of the channels
can have a significant influence on the distribution of the velocity, consequently, the
dispersion coefficients vary depending on the channel, its location, and flow rate
[13]. Having said that, it is essential to consider different dispersion coefficients
provided by the literature in order to evaluate the most adequate and reliable for silt
basins design.
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Table 1 shows some of the existing equations that have been used in this study in
order to predict the dispersion coefficient. According to the table, Dl is the longi-
tudinal dispersion coefficient, H the average water depth, W the width of the
channel, U the cross-sectional mean flow velocity, and U* the shear velocity.

Fig. 1 Proposed methodological approach

Table 1 Existing equations to calculate longitudinal dispersion coefficients

Source Equation

Elder [14], Taylor [15] Dl ¼ 5:93HU�
Lui [16] Dl ¼ a U2W2

HU�
a ¼ 0:18 U�

U

� �1:5
Fischer [17] Dl ¼ 0:011 U2W2

HU�

Seo and Cheong [10]
Dl ¼ 5:915HU� W

H

� �0:620 U
U�

� �1:428

Koussis and Rodríguez-Mirasol [18] Dl ¼ 0:6 U�W2

H

Kashefipour and Falconer [7] Dl ¼ 10:612HU U
U�

Sahay and Dutta [11]
Dl ¼ 2HU� W

H

� �0:96 U
U�

� �1:25
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2.2 Suspended Sediment Modeling

2.2.1 One-Dimensional Transport Model

A cross-sectional average of the three-dimensional transport equation results in the
following one-dimensional advection–dispersion–reaction (ADR) equation, in
accordance with the theoretical background established by Taylor [15], Elder
[14, 19] and Fischer et al. [17]:

@CA
@t|ffl{zffl}

storage

þ @CUA
@x|fflffl{zfflffl}

advection

¼ @

@x
D‘A

@C
@x

� �
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

dispersion

�wscbW|fflfflfflfflffl{zfflfflfflfflffl}
settling

þ
Z
C

ðc0v0ny þ c0w0nzÞd‘
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

resuspension

ð1Þ

where the physical interpretation of each term appears in the same equation follows:
A is the cross-sectional area of a river or a channel, C is the cross-sectionally
averaged sediment concentration, U the cross-sectionally averaged flow velocity, Dl

the dispersion coefficient, x and t denote space and time, respectively, ws the fall
velocity of the sediment particles, W the width of the free surface, v′ and w′
represent turbulent fluctuations of the velocity components in the transverse and
vertical directions, respectively, ny and nz are the components of the unit normal
vector to τ (solid border of the integration area) in the transverse and vertical
directions, respectively, dl is an arc differential, cb is the concentration at the
boundary of the channel, where the overbar represents an average in the Reynolds
sense [20] and c′ represents the concentration turbulent fluctuation. The first term on
the right of the Eq. (1), represents the longitudinal dispersion of the suspension,
which accounts for the velocity and concentration distributions cross-sectional
heterogeneities.

2.2.2 Advection–Reaction Model

In a settling basin, the flow can be assumed as steady and uniform. Additionally, in
a conservative way, the concentration in the bottom, cb, can be replaced by the
cross-sectional mean sediment concentration, C. Finally, since the longitudinal
velocities will be relatively small, the resuspension can be neglected. Therefore,
Eq. (1) can be simplified as:

U
dC
dx

¼ Dl
d2C
dx2

� wsC
H

ð2Þ

where H is the hydraulic depth. Furthermore, letting C ≡ Cv, neglecting the dis-
persion term, and taking into account the boundary condition Cv(0) = C0, Eq. (3) is
obtained:
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CvðLÞ ¼ C0 exp �wsL
q

� �
ð3Þ

where L denotes the length of the settling basin and q ≡ UH is the flow rate per unit
width. Equation (3) corresponds to the well-known equation presented in Vanoni
[21].

Due to the fact that Eq. (3) ignores dispersion, it will be referred to as advection–
reaction (AR) model.

2.2.3 Simplistic Model

The simplistic model has been used in many projects throughout the world in order
to design settling basins. Nonetheless, it is important to highlight that these methods
are based on the following assumptions: (a) the particles move horizontally with the
average velocity of the flow and vertically with the fall or sedimentation velocity,
(b) the vertical travel time Tv, and the horizontal travel time Th, of a particle located
at the free surface at the upstream of the settling basin are equal, as shown in the
following equations:

Th ¼ Ld
U

ð4Þ

Tv ¼ H
ws

ð5Þ

Th ¼ Tv ) Ld ¼ UH
ws

ð6Þ

where Ld is the length of the settling basin, U the cross-sectional mean flow
velocity, H the hydraulic depth, and ws the fall velocity of the sediment particles.

According to a one-dimensional perspective of mass conservation, when only
advection and settling are accounted for:

qUACL ¼ qUAC0 � qwsWLC� ð7Þ

where ρ is the liquid density, U the cross-sectional mean flow velocity, CL the
downstream concentration, C0 the upstream concentration, ws the fall velocity of
the sediment particles, W the width, and C* a representative mean concentration of
settling particles along the settling basin.

If the sediment concentration downstream of the settling basin is CL = 0, the
Eq. (7) can be written as follows:
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L ¼ UA
wsW

C0

C� ¼
UH
ws

C0

C� ð8Þ

where the last step implies that a rectangular cross section has been assumed.
A reasonable approximation of the sediment concentration to the representative

mean value is given by the trapezoidal rule, as follows:

C� ¼ C0 þ CL

2
¼ C0

2
ð9Þ

Therefore,

L ¼ 2
UH
ws

¼ 2Ld ð10Þ

In other words, the required length would be twice the value computed by
employing the simplistic model. In fact, the only way in which L = Ld is to assume
that C* = C0. This assumption is clearly invalid, since it neglects the fact that the
concentration of sediment gradually decreases along the length of the silting basin
as a consequence of settling. Therefore, the simplistic method is inconsistent with
the principle of mass conservation and therefore should be rejected, given that it is
conceptually wrong. Actually, it may be shown that if the basin is subdivided into
N reaches of length Δx = L/N and an analogue of Eq. (7) is applied to each reach,
after taking the limit as N → ∞, the Vanoni solution, Eq. (3) is produced.

2.2.4 Proposed Model

On the basis of Eq. (2), let the following dimensionless variables be defined:

~C ¼ C
C0

ð11Þ

~x ¼ x
L

ð12Þ

where C0 is the upstream sediment concentration and L the length of the settling
basin.

Substituting Eqs. (11) and (12) in Eq. (2), the following dimensionless transport
equation is obtained:

1
Pe

d2 ~C
d~x2

� d~C
d~x

� Se~C ¼ 0 ð13Þ

where Pe and Se represent the Pécléct number and the sedimentation number,
respectively, defined as follows:
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Pe ¼ UL
Dl

ð14Þ

Se ¼ ws

U
L
H

¼ ws

U
L
h

ð15Þ

where, in the case of a rectangular section, the depth h and the hydraulic depth
H coincide, as is shown in Eq. (15).

The upstream and downstream boundary conditions are defined as follows:

~Cð0Þ ¼ 1 ð16Þ

d~C
dx

ð1Þ ¼ 0 ð17Þ

Then, the problem to be solved consists of Eq. (13) subject to the boundary
conditions given by Eqs. (16) and (17). Equation (13) admits the following par-
ticular solution:

~Cpð~xÞ ¼ expðm~xÞ ð18Þ

Substituting Eq. (18) in Eq. (13), the following characteristic equation is
obtained:

1
Pe

m2 � m� Se ¼ 0 ð19Þ

which one has the following solutions:

m1 ¼ Pe

2
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

pe

ws

U
L
H

� �s" #
ð20Þ

m2 ¼ Pe

2
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

pe

ws

U
L
H

� �s" #
ð21Þ

Therefore, the general solution of Eq. (13) is given by:

~Cð~xÞ ¼ k1 expðm1~xÞ þ k2 expðm2~xÞ ð22Þ

Using Eq. (22) in the boundary conditions of Eqs. (16) and (17), the following
results are obtained:

One-Dimensional Model for Sediment Transport … 35



k1 ¼ 1
1� m1 expm1

m2 expm2

ð23Þ

k2 ¼
m1 expm1
m2 expm2

1� m1 expm1
m2 expm2

ð24Þ

Substituting Eqs. (23) and (24) in Eq. (22) and applying different algebraic
operations, the dimensionless concentration downstream of the settling basins is
obtained as follows:

~Cð~xÞ ¼ exp
Pe

2
~x

� �
1� að Þ exp � pe

2 a
� �

exp pe
2 a~x

� �� 1þ að Þ exp pe
2 a

� �
exp � pe

2 a~x
� �

1� að Þ exp � pe
2 a

� �� 1þ að Þ exp pe
2 a

� �
ð25Þ

where Eqs. (20) and (21) have been used and the following parameter has also been
introduced:

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

Se
Pe

� �s
ð26Þ

According to Eq. (25), the reduction factor of the concentration along the settling
basin is given by:

~Cð1Þ ¼ 2a
1þ að Þ exp � pe

2 1� að Þ
 �� 1� að Þ exp � pe
2 1þ að Þ
 � ð27Þ

Then, the removal efficiency will be:

g ¼ 1� ~Cð1Þ ð28Þ

Moreover, when the Pécléct number approaches to infinity, the proposed model
corresponds with the solution of Vanoni [21], given by Eq. (3), as shown in the
following expression:

lim
Pe!1

~Cð1Þ ¼ expð�SeÞ ¼ exp �ws

U
L
H

� �
¼ exp �wsL

q

� �
ð29Þ

2.3 Sensitivity Analysis

The sensitivity analysis of the model is related to the identification of the most
important parameters with respect to the model results. A sensitivity analysis of the
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Eqs. (25) and (27) is carried out through the values of the dimensionless parameters
Pe and Se. The sensitivity of the model to the parameter Se is evaluated, maintaining
constant the parameter Pe. This is done for different values of Pe, with the aim of
evaluating the influence of the dispersion component on the capability for removing
sediments. On the other hand, the dimensionless concentration along the silt basins
is obtained for different values of the parameter Pe and keeping constant the
parameter Se. This allows to assess the influence of the fall velocity in the capability
for removing sediments for different values of Se.

Due to the fact that Pe depends on the dispersion coefficient, accordingly with
Eq. (20) and taking into account that the dispersion component implies the exis-
tence of an additional flow entering upstream of the silt basin, it is possible to infer
that, a lower value of Pe supposes a lower sediment removal, given that the dis-
persion coefficient is greater. On another note, a greater value of Se, supposes a
greater fall velocity, as a result, the capability of sediment removal is greater.

3 Practical Application

The case study involves the settling basins of the Coca Codo Sinclair
(CCS) hydroelectric station, a run-of-river project under construction in the Coca
River, located in the northeastern of Ecuador. This river is a branch of the Napo
River and belongs to the Amazon River system. The intake complex is located on
the Coca River, about 1 km downstream of the confluence of the Quijos River and
the Salado River with a catchment area of 3600 km2, as shown in Fig. 2.

The project is going to generate 1500 MW of maximum power, through eight
Pelton turbines of 187.5 MW each, which implies 8631 GWh of annual average
energy. Due to the large amount of highly abrasive sediment carried by the Salado

Fig. 2 Map of the hydropower project location
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River, the construction of the settling basins plays an important role in controlling
sediments, in order to guarantee the efficiency of the turbines during the hydro-
electric station operation. The inflow in the intake complex is 222 m3/s that will be
conducted through a headrace tunnel until a balancing reservoir for hourly regu-
lation and then feed the pressure pipes that carry the liquid to the power house. The
grading and settling velocity of the sediments at the intake complex of the case
study are as indicated in the Table 2.

According to the project specifications, the settling basins should be designed to
deposit 100 % of the particles greater than 0.25 mm. Hence, it is important to
analyze the efficiency of the silt basins for sediment removal in order to satisfy this
specification. The channel parameters of the settling basins took the following
values: width (W) = 13 m, depth (H) = 9.90, flow (Q) = 222 m3/s. A composite
Manning’s roughness factor, n, was taken to consider the roughness of the concrete
walls channel (nc = 0.015) and the roughness of the bottom bed (nb = 0.020).
Several alternatives of settling basins design have been evaluated with the primary
goal of defining the most suitable design from the economical and technical point of
view. An important aspect to be considered is the topographic characteristics in the
project area and specifically the available space for the location of the settling
basins in order to establish the final option design. Table 3 summarizes the different
combinations of number of settling basins and their respective length, in order to
test the efficiency of removing sediments.

Table 2 Grain size and settling velocity of the sediment

Diameter (ϕ)
(mm)

0.05 0.06 0.07 0.10 0.25 0.5 2.00

Settling velocity
(ws) (m/s)

0.0037 0.0048 0.0056 0.008 0.035 0.07 0.181

Percentage of
particles (%)

6 2 2 10 12 20 48

Table 3 Evaluated design options

Description Design options

1 2 3 4 5 6 7 8 9

Number of settling
basins (NS)

7.0 8.0 9.0 10.0 11.0 12.0 13.0 14.0 15.0

Length of each settling
basin (L) (m)

175.0 150.0 140.0 130.0 120.0 110.0 100.0 95.0 90.0
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4 Results

4.1 Evaluation of the Longitudinal Dispersion Coefficient

Seven equations of the dispersion coefficient have been evaluated in order to
determine the influence of this coefficient in the capability for removing sediments
(Table 1). The predictions of the dispersion coefficients using different parame-
terization alternatives show interesting results as is shown in Table 4. A significant
variability is observed in the values of the dispersion coefficient for the different
equations. Nonetheless, according to the analyzed design options presented in
Table 3, all the equations agree with decreasing of dispersion coefficient when
increasing the number of settling basins. Note that the increase of the number of
settling basins causes a decrease of the cross-sectional average longitudinal velocity
U, causing lower values of the dispersion coefficient.

Additionally, it is recommended to carry out experiments in order to define the
most reliable alternative parameterization in correspondence with the experimental
data, which is not an objective of this paper, but it will be considered for future
research. However, from a conservative point of view and taking into consideration
the effectiveness of each dispersion equation on sediment removal, as is presented
in Table 5, the Fischer coefficient dispersion has been selected as the most reliable
in this study.

Another factor with an important influence in the longitudinal dispersion coef-
ficient is the roughness of the channel. Figure 3 shows the values of the Fischer
dispersion coefficient versus the variation of the roughness coefficient for the dif-
ferent design options. The results show a decrease of the dispersion coefficient
when increasing roughness. From the physical point of view, a greater roughness
implies a more efficient mechanism of momentum transfer, which tends to
homogenize the velocity distribution. Consequently, if the walls of the silt basins
have a greater roughness, the dispersion coefficient will be lower, augmenting the
removal efficiency of the sediments.

4.2 Analysis of the Degree of Sensitivity
to the Dimensionless Parameters

In order to evaluate the sensitivity of the proposed model to the dimensionless
parameters, Fig. 4a highlights the results obtained as a function of the parameters Pe

and Se. Similarly, a comparison with the results obtained by Vanoni solution is
made. It is possible to appreciate that in all cases, the solutions that take into
consideration the effect of the dispersion component are more unfavorable than the
Vanoni solution, which implies a lower removal. This is not surprising, since the
dispersive term supposes the existence of an additional flow entering upstream of
the settling basins. On another note, when Péclét number is lower, which means a
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higher dispersion coefficient, the capability for removing sediments decreases.
Moreover, as the sedimentation number increases the capability of sediment
removal increases as well due to a greater fall velocity of the particles. Figure 4b
shows the distribution of the dimensionless concentration along the settling basins
for different values of the Pécléct number and a sedimentation number equal to 1. In
a similar way, it is observed that the concentration decreases along the length of the
settling basins. The decreasing of the concentration is greater when the sedimen-
tation number increases as is presented in Fig. 4a. Therefore, when Pe is lower, the
capability of sediment removal decreases, and when Se is greater, the capability of
sediment removal increases.

In accordance with the Eq. (29), when Pe tends to infinity, the proposed model
concurs to Vanoni solution, given that the dispersion component is too small.
Consequently, the solutions that incorporate the dispersion component imply a
lower capability for removing sediments.

Fig. 3 Contrast between roughness n and the Fischer coefficient of dispersion for the design
options

Fig. 4 Dimensionless concentration: a as function of parameters Pe and Se and b along the silt
basin for different values of Pe and with Se = 1
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4.3 Efficiency of Sediments Removal

With regard to the efficiency of the silt basins for sediment removal, Table 6
summarizes the results obtained when applying the proposed model using the
Fischer dispersion coefficient and Table 7 shows the results when the method of
Vanoni is used and therefore, the dispersion component is omitted. As an example,
the results of the design option 2 (8 silt basins of 150 m length) are shown:

With reference to the results of Tables 6 and 7, and in accordance with the
project specification related to deposit 100 % of particles greater than 0.25 mm,
both, the proposed model and Vanoni method do not meet the specification with
values of 98.59 and 99.27 %, respectively. Nevertheless, the proposed model
implies a more unfavorable solution and, therefore a smaller sediment removal
efficiency in comparison with the simplistic method, given that it overestimates the
capability of the silt basin for sediment removal.

4.4 Evaluation of the Settling Basins Design

In view of the above results, a new set of design options were analyzed, such that
the efficiency of removal is 100 % for the particles greater than 0.25 mm. Figure 5a
shows a combination of the length and number of settling basins that satisfy the
project specification. As could be expected, a greater number of silt basins required
lower length. Nonetheless, the resulting lengths for low numbers of silt basins are

Table 6 Efficiency of sediment removal applying the proposed model and using Fischer
longitudinal dispersion coefficient

Diameter
(mm)

Input
percentil

Settling velocity
(m/s)

Reduction
factora

Output
percentil

Efficiency
(%)

0.1 a 0.25 15 0.035 0.106 1.589 89.41

0.25 a 0.5 25 0.07 0.014 0.353 98.59

0.5 a 2 60 0.181 0.000 0.004 99.99

TOTALES 100 1.946 98.05
aReduction factor = Upstream concentration/downstream concentration

Table 7 Efficiency of sediment removal applying simplistic method of Vanoni

Diameter
(mm)

Input
percentil

Settling velocity
(m/s)

Reduction
factora

Output
percentil

Efficiency
(%)

0.1 a 0.25 15 0.035 0.085 1.282 91.45

0.25 a 0.5 25 0.07 0.007 0.183 99.27

0.5 a 2 60 0.181 0.000 0.000 100,00

TOTALES 100 1.465 98.53
aReduction factor = Upstream concentration/downstream concentration
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too large. Likewise, the number of silt basins for small lengths are too high. This
suggests relaxing somewhat the required removal efficiency. But before turning to
this point, it should be emphasized that most of the cost of excavation and con-
struction of silt basins will be proportional to the product of the number of silt
basins by its length (assuming that the cross section remains constant), which is
considered as a proxy cost. In Fig. 5b the behavior of the proxy cost as function of
the number of silt basins is shown. It can be seen that with a lower number of silt
basins, the cost tends to be lower too. Then, the number of silt basins should be kept
as low as possible.

In the case study, some factors such as: the limited available space for the intake
complex, the use of a flushing system of greater efficiency, and the existence of a
balancing reservoir downstream of the silt basins that will also retain sedimentation
particles, have permitted to relax the requirement for 100 % removal of particles
between 0.25 and 0.5 mm by a lower removal efficiency. Taking into consideration
the above factors, the most convenient combination selected for the case study has
been the design option 2, ensuring that the turbines will not be affected in their
operation.

5 Conclusion

A one-dimensional model for suspended sediment transport is proposed in order to
improve silting basin structures design. The mathematical analysis of the simplistic
method (developed in Sect. 2.2.3) has shown that this method is inconsistent with
the principle of mass conservation and therefore, is conceptually wrong. Despite the
significant progress and excellent work in recent years related to dispersion pro-
cesses, there is still uncertainty as to what parameterization is the most adequate for
silting basins design. Thus, it is essential to perform experimental and prototype
studies. On the other hand, it has been demonstrated that the inclusion of the
longitudinal dispersion coefficient produces more unfavorable results in terms of
sediment removal in comparison with the advection–reaction model of Vanoni,
whose results tend to overestimate the capability of the silt basins for sediment
removal. In a similar way, it is advisable that the walls of the silt basins have a

Fig. 5 a Design combinations with a removal efficiency of 99 % for particles ranging between
0.25 and 0.5 mm. b Proxy cost of the optimal design
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greater roughness, given that this decreases the dispersion coefficient and increases
the efficiency of sediment removal. In accordance with the available space for the
implantation of the silt basins of the case study and from the economic and tech-
nical perspective, it is not feasible to construct silt basins that remove 100 % of the
suspended sediment greater than 0.25 mm. However, the most suitable design
option has been defined in order to ensure an efficient turbine operation.
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Evaluation of Flow Speed in Urbanized
Areas and Flood Hazard Mapping
in Flood Risk Prevention Schemes

Arnaud Koch, Kévin Corsiez, Jérôme Defroidmont
and Manuel Philippe

1 Introduction

Since 1995, flood prevention schemes1 are one of the main tools used to manage
natural risks in France, first, in order to preserve natural flood expansion zones, and
second to reduce the vulnerability of urbanized areas. The elaboration of such
schemes requires to intersect on one side the flood risk, which is the representation
of a natural phenomenon, for events which have at least a 100-year return period;
and on the other side, mapping the properties, which identifies natural zones to
preserve, and urbanized areas where prescriptions taking the risk levels into account
have to be defined.

This article aims at comparing different hydraulic numerical approaches used for
simulation flooding in urbanized areas for 100-year return period events, in order to
produce flood hazard mapping.

In such configurations, the flooding is disturbed by the presence of numerous
obstacles (walls, fences, buildings, embankments, etc.) and water flows in priority
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in the main communication axes (streets, roadways), while progressively flooding
properties and buildings.

A precise representation of these disturbed flows will allow to have a better
characterization of the flood hazard by taking into account the flow speed. This will
have two advantages, first, allowing to identify the dangerous zones with high flow
speeds, where the urbanization will have to be controlled, and second to give
accurate information for crisis management planning.

This case study has been realized for the Direction Départementale des
Territoires et de la Mer du département du Nord (DDTM59), a state institution in
charge of the elaboration of flood prevention schemes.

This shows that such precise approaches are economically and technically viable
and operational, as long as precise topographical data are available at a large scale,
which is made possible since a few years by aerial acquisition methods such as
LIDAR.

The next sections detail successively: the principle of intersecting the flood
hazard and the soil occupation to define prevention objectives, the different methods
used to characterize flood hazard and their limits in urbanized areas, and finally the
different methods for the evaluation of flow speed and direction, and their impact on
the computed flood hazard.

2 The Principle of Intersecting Flood Hazard and Land
Cover in an Objective of Risk Prevention

Taking natural risks into account in urban and territory planning is one of the key
actions of any risk prevention policy.

Natural risk prevention schemes have been created in France by the “Barnier
Law” of 1995. Their goal is to control land use and urban planning. Urban planning
documents have to take them into account, and mayors have the responsibility to
apply their directives, in order to diminish the vulnerability of the territory and
make it more adapted to natural phenomena. These schemes also contribute to
improving the knowledge about risks and make people more aware about risks.

These schemes comprise a mapping, dividing the properties into different type
zones, called regulatory zoning. They also comprise a set of rules associated to
these zones in function of the flood hazard. The regulatory zoning is produced by
intersecting a mapping of the flood hazard for a 100-year return period event
(computed by crossing the flow speed and flood depth) and a mapping of the land
use, which shows two main zones, the Currently Urbanized Areas (CUA) and the
Natural and Unbuilt Areas (NUA) also identified as Flood Expansion Zones. This
intersection leads to the definition of different zones where different prevention
objectives and regulatory rules will apply (Fig. 1).
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3 Methods of Characterization of the Flood Hazard
and Their Limits in Urbanized Areas

3.1 The Definition of the Reference Flood Hazard

The flood hazard used as a reference in the flood prevention schemes has to rep-
resent a 100-year return period event at the least.

Different methods can be applied to define this flood hazard:

• The historical approach. Consisting of the delimitation of limits of floods
occurred in the recent or distant past, as long as this is at least a 100 return
period event, and as long as flood testimonies and traces are sufficient to retrace
a flood envelope;

• The hydro-geomorphological approach. Consisting of the analysis of the
floodplain forms, in order to identify the different morphological features of the
floodplain (river bed, floodplain, etc.);

• The hydraulic modelling. Used to simulate the propagation of flood waves.

The flood hazard is then usually defined by different classes (low, medium, high,
etc.), computed in function of the flood depth or by a combination of various
variables (depth, speed, flood duration) (Fig. 2).

Fig. 1 Principle of the flood hazard and land use intersection, leading to the definition of
prevention objectives (example of the rules applied for the DDTM59)
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3.2 The Specificities of Urbanized Areas

Flood hazard characterization in urbanized areas is specific for multiple reasons:

• In terms of prevention. These places concentrate economical and social values,
and accordingly this is where people need to have a better understanding of the
dangers, and work out a better prevention and vulnerability reduction policy;

• In terms of town and urban planning and development. These sectors also
concentrate numerous projects of urban extension, adaptation or renewal. It is
crucial to take risks levels into account when designing these projects;

• In terms of crisis management. When a flood occurs, it will be crucial first to
reorganize the town in order to cut the flooded roads and avoid a paralysis of the
town, and second to rescue disaster victims. The identification of roads flooded
with high speed flows, potentially impracticable by rescue vehicles, allows the
planning of a more efficient crisis management plan;

• In terms of method. It is a challenge to accurately reproduce the specific urban
configurations, with main axes concentrating the flow and numerous obstacles
diverting it, in order to produce in the end a reliable mapping of the flood hazard.

3.3 Limits of the Historical Approach

The historical approach is essential in a flood prevention scheme. It allows to
retrieve in archives flood testimonies, illustrations, photographs and eventually
mappings of past events.

This preliminary step usually allows to initiate contact with local elected officials
and work on culture and risk awareness. In the best case, when an event has been
particularly well documented, either because there has been a considerable extent,
or because it is still recent, flood marks will have been measured and marked. The
altitudes or depths available on these markers can be used to reconstruct a water
long section and a flood envelope by crossing with altimetry data (Fig. 3).

H 1.5 m

1 m H 1.5 m

0.5 m H 1 m Medium

H 0.5 m Low

V 0.2 m/s 0.2 m/s V 0.5m/s 0.5 m/s V 1m/s V 1 m/s

Very High
High

High

F
lo

o
d

 d
ep

th
 (m

)

Flow Velocity (m/s)

Fig. 2 Example of the definition of classes of flood hazard based on flood depth and speed
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For the mapping of the reference flood hazard in a flood prevention scheme, the
limits of the historical approach are well known. They are mainly related to the
heterogeneity of the evidences and the information density which is not the same
everywhere. It is often difficult to reconstruct a continuous flood limit across the
study area. The information density is insufficient to account for variations in flow
within urbanized areas.

3.4 Limits of the Hydro-geomorphological Approach

The hydro-geomorphological approach is often used in addition to the historical
approach. By combining historical information, the geological map, the analysis of
landforms, etc., it is possible to reconstruct a hold of the envelope major floods, and
by crossing this envelope with a Digital Terrain Model, to produce a mapping of the
water depths (Fig. 4).

2002

Flood enveloppes

1980
Flood mark

Surcharged
bridge

Fig. 3 From historical information to the mapping of historical floodable areas

Fig. 4 The hydro-geomorphological map
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The hydro-geomorphological approach for flood hazard mapping is widely used
in France as part of the development of flood risk prevention schemes. However, the
method has many known limits on areas substantially altered because of the artificial
streams, loss of natural boundaries between different river beds and urbanization.

Furthermore, this approach does not provide an estimate of flow velocity.

3.5 Limits of Classical Hydraulic Approach

Hydraulic modelling is also regularly used to produce a mapping of the flood
hazard. In many cases, and up to very recently, the models were restricted to 1D
approaches.

In urban areas, a 1D schematization of flows is not adapted to the complexity of
the reality. To reproduce this complexity, it would be necessary to build a network
of fictitious arms representing the main roads and secondary axes flow, connected to
basins representing storage into flooded properties.

Besides the complexity of the development of such a 1D model, this approach is
not able to reproduce the dynamics of propagation of water within a district. At
best, 1D modelling can allow for a more precise and accurate estimation of sub-
mersion heights compared to the other two approaches mentioned above.

4 New Methods for the Evaluation Flow Speed
in Urban Areas

1D/2D modelling method provides solutions for modelling floods in urbanized
areas. This approach is the most relevant to this day, its flexibility allows first to
cover a large study area and second to represent fine flows in areas of complex
topography, while controlling the costs and time spent to produce the results.

The riverbed of rivers is represented by a 1D approach, the hydrodynamic
calculation taking place on a series of cross sections; the floodplain is represented in
2D, by an adaptive triangular mesh.

4.1 Equations and Numerical Scheme

4.1.1 1D Model

The governing model equations of the 1D model are the Saint-Venant equations [1],
dealing with the conservation of mass and momentum. These equations are solved
with the Preissmann 4-point scheme [2], the method is implicit.
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4.1.2 2D Model

The shallow water equations (SWE), that is, the depth-average version of the
Navier-Stokes equations, are used for the mathematical representation of the 2D
flow. The SWE assume that the flow is predominantly horizontal and that the
variation of the velocity over the vertical coordinate can be neglected, which is an
acceptable hypothesis regarding the context of the study.

Turbulence contributions are not currently modelled, its effect being considered
to be included in the energy loss due to the bed resistance and modelled via the
Mannings n parameter.

The conservative formulation of the SWE is essential in order to preserve the
basic fundamental quantities of mass and momentum. This type of formulation
allows the representation of flow discontinuities and changes between gradually and
rapidly varied flow.

The conservative SWE are discretised using a first-order finite volume explicit
scheme. The scheme that is used to solve the SWE is based upon the Gudunov
numerical scheme, with the numerical fluxes through the boundaries of the control
volumes computed using the standard Roe’s approximate Riemann solver [3].
Finite volume methods are generally considered to have a number of advantages in
terms of conservativeness, geometric flexibility and conceptual simplicity.

As the scheme is an explicit solution, it does not require iteration to achieve
stability within defined tolerances like the 1D scheme. Instead, for each element, the
required time step is calculated using the Courant-Friedrichs-Lewy condition in
order to achieve stability.

The management of cell wetting and drying, which is essential in the context of
flood modelling, is performed using a threshold depth as a criteria to determine
whether a cell is wet and the velocity is set to zero if the depth is below the
threshold value (by default = 0.001 m). This allows to avoid the formation of
artificially high velocities in wetting/drying areas.

The use of an unstructured mesh to represent the 2D zone together with the
scheme used allows robust simulation of rapidly varying flows (shock capturing) as
well as supercritical and transcritical flows. This flexibility allows to deal with the
problems of urban flooding, where the flow is perturbed by numerous obstacles.
The references [3, 4] show, at a smaller scale, the validity of using this kind of
numerical approaches to deal with the problems encountered.

4.1.3 1D/2D Linking

Banks overtopping is calculated as a flow over a jagged or irregular weir. The flow
is calculated by splitting the calculation into determining flows over segments using
an integrated form of the weir equation for dry, free and drowned, forward and
reverse modes.

These flow and associated matrix coefficients are then summed together subject
to stability constraints, to give values over the entire bank [5].
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4.2 Methodology Implementation

Modelling urbanized areas involves consideration of obstacles, including buildings,
in the computational mesh, while allowing flooding of all areas. Two approaches
were tested to develop the most appropriate methodology:

Method # 1. Consideration of obstacles in the form of areas of significant rough-
ness. Defining areas of roughness is based on data from land use; the layout of the
mesh calculation follows the boundaries of these areas.
Method # 2. The mesh is designed to take the roughness into account, as the
previous method, and also integrates the obstacles related to the presence of
buildings in the form of walls having a porosity allowing the flood to spread in low
points. To limit the number of calculation meshes, these blocking elements are
applied to property boundaries instead of building limits (Fig. 5).

4.3 Results

This paragraph presents the differences between the results produced by the two
approaches. A baseline without any element of age representing the buildings is
also presented to show the need to take into account in all cases obstacles, following
one of the methods described (Fig. 6).

The illustration above shows the maximum extent of flooding, the maximum
water depth and the velocity vectors at the peak of the flood. It is clear that the
integration of obstacles in the modelling brings significant differences. Thus, in the
case # 0, not incorporating any obstacle, the flow follows primarily the topography
and is not impacted by the buildings.

Mesh with 
roughness only 

Mesh with 
porous walls 
and roughness 

Fig. 5 Examples of computational meshes
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Case # 1, taking into account the obstacles only in the form of a high roughness
already shows a deflection of flows via the main axes formed by the two streets in
“V” shape on the right bank of the river, even if a major part of the flow is still
following the topography and passing through the densely built area.

Case # 2, taking into account the porous borders (shown in black) shows that the
flow is focused in the streets, however, allowing a flood of land located behind the
buildings. In terms of overall impact, this approach leads to increased levels of
submersion in flooded streets and upstream, and an increase in flow velocity.

The choice of approach has a direct impact on the flood hazard which is pro-
duced by acting on both the flow speed and the water depths.

The following illustration shows the flood hazard calculated by intersecting the
depth and the flow speed, based on the grid defined in Fig. 2. We note that the
different approaches modify the contours of the different classes of hazard, and
therefore impact the recommendations and obligations arising from the procedure in
terms of urban planning.

4.4 Method Validation

The following photographs show flooding in the study area in the 1980s. The event
recorded was slightly less than a 100 return period event. On the left can be
recognized the two “V” shape streets shown on the map views (the view is inverted
relative to the map). The high flow rates are displayed on the press clipping,
detectable by the presence of waves, especially visible in the lower part of the
photograph. This shows that the model reproduces the observed flooding, with high

Case # 0 : no obstacle Case # 1 : roughness only Case # 2 roughness and porous 
wallsWater 

levels
Location of the house shown 
on figure 9 

Fig. 6 Comparison of the results
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speed through the streets, and flooding in calm waters in the plot’s back areas. In
the photograph on the right, one can see at the bottom of the image a flooded house
(marked by a cross) just below the window sill. A field visit showed that it cor-
responded to a water level of about 80 cm. In Fig. 7, only the scenario with porous
barriers can restore water levels of the same order of magnitude (the map shows
depth around 1 m, for a 100 return period event, when the other methods show
depths under 50 cm, less than the recorded event) (Fig. 8).

Case #0 : No obstacle Case #1 : Roughness only Case #2 : Roughness and 
porous walls 

Low Medium High Very High
Hazard levels

Fig. 7 Flood hazard resulting from the different approaches

Fig. 8 Press clipping: photographs of a flood occured in the study area
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5 Conclusion

The accurate evaluation of the flood hazard in an urban environment is an important
challenge in terms of risk prevention, on the one hand to better identify the possible
high-speed danger zones that could endanger human lives during events of high
magnitude, and second to be able to define the most appropriate rules taking the risk
into account in urban planning.

Two-dimensional modelling has always been the most suitable to represent
complex floodings that can occur in urban areas, the assumptions related to 1D
approaches being often inadequate.

This paper compares different methods of representation of flows in a district,
taking into account, in particular, the blocking effects associated with different
urban obstacles and built plots. The results show that this new accurate approach
leads to significant differences from previous approaches, and better represents the
reality of these disturbed and complex flows. The latter approach taking into
account the buildings’ blockage has been used in the context of the development of
hazards maps on some flood prevention schemes underway in northern France.

For a long time, the main obstacles to the adoption of these approaches were the
technical difficulties to implement them, especially for the generation of the com-
putational mesh, as well as computation times unsuited to economic constraints of
technical studies.

The evolution of computer hardware and modelling tools can make viable the
adoption of these accurate technics to produce flood hazard maps, while main-
taining realistic computation time, especially by exploiting the multiprocessor
architectures and GPU computers calculations. The 1D/2D coupled model pre-
sented in this paper covers more than 100 km of waterways and ten urbanized areas,
for a calculation time of about 4 days for a 100 return period event.

However, it is clear that this approach requires dense and accurate topographical
data. The development of large-scale surveys such as LIDAR today allows to
generalize this approach to any territorial subject to the risk.
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Deterministic Hydrological Model
for Flood Risk Assessment of Mexico City

Rafael B. Vargas and Philippe Gourbesville

1 Introduction

Every year, Mexico City is affected by severe flooding events, which are affecting
deeply the urban environment and the 20 million inhabitants. This situation is
becoming more and more serious and represents a major risk for the population.
The actual situation is the result of a complex process that combines hydrological
characteristics and urban development.

Mexico City is located in the Southern part of the Basin of Mexico, an extensive
high mountain valley at approximately 2,200 m above sea level and surrounded by
mountains reaching over 5,000 m above sea level. This valley is commonly referred
to as the Valley of Mexico [15]. The Mexico City catchment was originally an
endoreic basin and the only way of runoff evacuation were through evaporation.
After a series of large floods, which occurred in 1604, it was decided to build an
artificial outlet for the basin, and a channel was constructed as well as a tunnel of
almost 7 km of length [8]. Before the works were finished, several flood events
occurred, especially between 1629–1635, when an estimated total of 30,000 people
died and a similar number left the City. After this event, the idea to relocate the city
was explored [7]. In 1900, works were concluded for a channel that would drain the
Texcoco Lake out of the basin, this channel is called Gran Canal, or Great Channel.
This system worked well until the soil subsidence affected the slope of the channel
and decreased its efficiency. Until the year 2002, the slope of the Great Channel
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allowed the water to flow by gravity, however, after 2002, pumps are being used to
force the water out of the basin [13]. However, the discharge capacity of the great
channel decreased from 90 to 12 m3/s in 30 years. This decrease has been ascribed
to the sinking of more than 4 m, which in average the City suffered from 1975 to
2007. In a study carried out by Carrillo, the cause of this subsidence was found to
be the extraction of groundwater through wells [4]. Because the sinking is uneven
in the City, there are problems with the drainage system to work correctly due to the
decrease and loss of slope. Furthermore, in the subsoil of Mexico City, alluvial
materials are present, comprised especially of gravels and sands. This materials
form the aquifer exploited for the supply of the City’s inhabitants. The aquifer is
covered by clay materials working as an aquitard with very low permeability of
around 10−7 –10−9 m/s. All these factors have contributed to frequent flooding
during the rainy season between June and September, when most of the 700 mm of
rainfall concentrate [12].

From 1930 to 1960 thousands of kilometers of drainage ducts were constructed
as well as a system of dams to regulate the discharges in the west of the City. In
addition, several pumping stations were installed with a cumulative capacity of
more than 100 m3/s and the rivers crossing the City were enclosed in ducts to avoid
flooding. For example, the Mixcoac, Piedad and Magdalena rivers, which drain the
catchment in a direction predominantly from West to East, are first intercepted by
the drain system by gravity and after by the great channel through the use of pumps.
According to Dominguez [7], the problem of flood control in the Mexico City
valley can generally be divided into local and global processes. The first are caused
by rain events, which in Mexico City are typically heavy and of short duration, and
the second are related to more persistent and generalized rain events, which for-
tunately occur less frequently, but require a solution urgently due to the high
potential to cause damages. Moreover, the main factors found to cause flooding in
Mexico City are:

• Development of sewer system slower than the development of the city;
• Quick growth of population causing increasing imperviousness;
• Climate change that induce shift of rainy season;
• Inadequate river regulation;
• City expansion in high-risk areas.

In such context, it is essential for the local authorities to develop an assessment
of the flood risks and then to define a global strategy for the City. However and as
already mention, the hydrological monitoring within the Mexico basin is limited
especially regarding the runoff processes. The knowledge on the hydraulic struc-
tures implemented for collecting the runoff is also limited and no flood maps are
available for the City. The challenge is then to evaluate the flood processes with an
appropriate model able to produce a first assessment for every area of the Mexico
basin.
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2 Proposed Methodology

In most of the cases, urban flooding problems are analyzed through data collection
on rainfall events and runoff on surface and in drainage networks. With such
available data, the classical approach combines a hydrological model with a
hydraulic model—most of the time 1D—able to simulate the runoff and propaga-
tion processes. In the case of the Mexico basin, the data are not available and the
approach has to be reviewed by implementing an alternative concept.

In order to overcome the difficulties and to produce a tool able to support
operational management, a potential alternative approach is to implement a deter-
ministic distributed hydrological model. This type of model has the reputation to
request a tremendous quantity of data in order to produce simulations and results.
However, due to the physically based approach, most the variables could be rea-
sonability estimated through physically meaningful hypothesis. In addition, several
authors have underlined the major importance of an accurate description, within the
model; of the topography properly represented through a DEM [10]. The intro-
duction of additional variables allows improving gradually the efficiency of the
model and the quality of the simulations.

For the Mexico City Valley, the suggested methodology is based on the
implementation of deterministic hydrological model with the Mike She modeling
system [6]. The analysis will evaluate the discharges in several rivers of the City
and compare the estimated values with gauged data to see whether the model can
represent the full hydrological process with sufficient accuracy for the operational
management of the catchment.

MIKE SHE is an integrated fully distributed physically based hydrological
modeling system developed by DHI [6]. It simulates water flow in the entire land
based phase of the hydrological cycle from rainfall to river flow, via various flow
processes such as overland flow, infiltration into soils, evapotranspiration from
vegetation and ground water flow. For the Mexico City basin, the model is based
only on the most relevant variables, which may produce results with a reasonable
accuracy. In order to define the most efficient approach, three models were con-
sidered with different levels of complexity:

1. A first basic hydrological model has been developed with a minimal data set. To
construct the basic model of the Mexico City catchment, the following com-
ponents were included:

• a Digital Elevation Model (DEM) with a resolution of 5 m provided by the
Institute of Statistics and Geography of Mexico (INEGI);

• the daily rainfall values from the measuring stations available and for the
duration of the simulation period;

• and a river network composed with cross sections extracted from the DEM.
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2. A second model for the Hondo river sub-catchment in Mexico City with all of
the above components and also distributed roughness values used for runoff
according to vegetation types.

3. Finally, a third model for the Hondo river sub-catchment including all of the
above components, plus the land use component and the unsaturated zone
component.

The accuracy of the three models to represent the hydrological processes is
assessed by quantification and evaluation of the root mean squared error RMSE and
of the Nash Sutcliffe coefficient E, represented in formulas (1) and (2) respectively:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 Xobs;i � Xmodel;i
� �2

n

s
; ð1Þ

E ¼ 1�
Pn

i¼1 Xobs;i � Xmodel;i
� �2Pn

i¼1 Xobs;i � �Xobs
� �2 2½ � ð2Þ

where Xobs is observed values and Xmodel is modeled values at time/place i.
In addition, the evaluation of the model is also carried out by visual inspection of

the hydrographs. The calibration of the model is conducted by a trial and error
procedure in which the influence of the different parameters is analyzed after
several simulations and parameters were set differently before the following sim-
ulation until results are sufficiently close to observed data. The performance of the
model is considered acceptable at R2 > 0.7 and RMSE > 2.

3 Application to Mexico Basin

The analysis is focused on the local flood problems in the high surrounding areas of
the West of the City. In this part of the basin, the rivers mentioned before still flow
naturally. At the same time, urban growth has caused an increase in runoff and
discharges to the rivers. The analysis concerns also the low areas where the dis-
charges accumulate naturally, especially when the drainage network is working at
maximum capacity. The methodology proposed was applied to the three model
cases described. In this section, the characteristics of the catchment are described,
the available data are listed, the development of each model is explained in detail
and the results of the simulations are presented.
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3.1 Description of Catchment

The study area has a size of 2800 km2 and has a population of approximately 20
million inhabitants. It includes the West part of the metropolitan area of Mexico
City. The rivers modeled in are the San Javier, Tlalnepantla, Hondo, Tacubaya,
Mixcoac, Piedad and Magdalena, and the channels included are the Great Channel,
the National canal, and the Remedios. Only the rivers in the West of the City were
modeled because these supply the largest part of the discharge especially the
Magdalena, Mixcoac, Hondo and Tacubaya. The Fig. 1 shows the Mexico City
catchment, and the hydro meteorological network.

3.2 Available Data

The following data are available:

• a DEM with 5 m resolution provided by the Institute of Statistics and
Geography;

• the river and drainage network as shape files;
• cross sections extracted from the DEM within the GIS environment and

geometry of open channel sections;
• daily rainfall values for 44 stations and their location;
• daily evaporation values for the 5 gauging stations (Aquiles Serdan, Molinito,

Magdalena, San Bartolome, Huixquilucan);
• land use polygons (shape files) for agricultural land, forests, grassland and urban

area;

Fig. 1 The Mexico City
catchment and the hydro
meteorological network
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• polygons (shape files) for seven types of soils;
• observed average daily discharge for the 11 hydrometric stations (San Bartolo,

Molinito, Molino blanco, Conde, San Juan, Santa Teresa, Arboledas,
Etchegaray, Puente de Vigas, Calacoaya, Gran canal);

• roughness coefficients (Strickler coefficients) associated to different vegetation
covers.

3.3 Development of the Models

A basic model for the Mexico City catchment was created. The components of the
model are the following:

• Model domain: According to the Water Commission of Mexico (CONAGUA),
there are 730 hydrologic catchments in Mexico. The analysis is focused on the
catchment RH26 dp, which contains Mexico City.

• Topography: The digital elevation model has a resolution of 5 m. To speed up
the simulations, a 90 m resolution version of the DEM associated with a pro-
jection in UTM zone 14 N was generated and used in the topography component
of MIKE SHE. It should be noted that the geometry of the catchment is the most
important factor in a model, and a good quality DEM can assure a good rep-
resentation of the hydrological processes.

• Precipitation and evaporation rates: Historical observed precipitation and
evaporation data from 44 stations in the Valley of Mexico were obtained from
the surface waters division of the National Water Commission (CONAGUA). In
order to distribute the rainfall over the catchment the Thiessen approach has
been used. The Thiessen polygons were generated in GIS from the point shape
file of the stations. The polygons were added to MIKE SHE model in order to
define the precipitation spatial distribution. Several studies suggest a minimum
number of rainfall stations per square kilometer. For example, Segond et al. [17]
recommends that for largely rural catchments a network of 16 rain gauges is
acceptable for 1000 km2, and between 4 and 7 stations for 80–280 km2. Figure 2
shows the rainfall distribution for the 44 stations in the Mexico City climato-
logical network. The gauging station density is considered acceptable for the use
of the Thiessen polygon distribution method, which consists of drawing a
polygon around each gauge with the boundaries at a distance halfway between
gauge pairs [9].

• River network: The hydrographic river network consists of a linear shape file
system, including lines central to water bodies, and also contain important
channels that give continuity to the flow of natural streams. A network file was
completed in MIKE 11 and 27 branches were included. All branches were
defined as regular branches.

• Cross sections: The cross sections were evaluated using the River Bathymetry
Toolkit and exported to use as raw data in the cross section editor of MIKE 11.
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One cross section was created for every 1000 m approximately. The open
channel cross-section geometry were obtained and applied to the corresponding
lengths of the river network.

• Daily average observed discharge data were obtained for 11 stations for the year
of 1981 and used to create time series and compared with simulated discharges.
At the initial stage, discharge boundary conditions were set to 0.1 m3/s in all
river upstream ends to avoid the initial drying of the bed. Available data of
discharge were used to compare with simulated discharges. The water level
boundary was set to a constant value in the outlet of the Great Channel based on
the bed level.

• A uniform Strickler roughness value of 20 was used for the overland component
of MIKE SHE, and a uniform value of 30 for all river beds, defined in the
hydrodynamic module of MIKE 11.

For the second model covering the Hondo catchment, a model of Hondo
sub-catchment was constructed including river network, rainfall, topography, and a
map of distribution of the Strickler number based on vegetation data. The Fig. 3
shows the location of the Hondo sub-catchment in the catchment of Mexico City
and the hydro meteorological network. The model area is 173 km2.

Furthermore, in the second model, the Strickler coefficients have been distrib-
uted over the Hondo river basin according to the vegetation types. The overall
distribution is presented on the Fig. 4.

Fig. 2 Thiessen polygon codes distribution for 44 rainfall stations in the Mexico City catchment
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In addition, five rainfall stations were used for the Hondo model, and Thiessen
polygons were created in GIS and added to MIKE SHE. The used rainfall distri-
bution is shown on Fig. 5. The model was applied for the same period and the
resulting hydrograph was compared to observed values in Molino Blanco station.

For the third model covering the Hondo catchment, the unsaturated zone (UZ),
evaporation and land use components of MIKE SHE were included in addition to

Fig. 3 Location of Hondo sub-catchment in the Mexico City catchment and River Hondo
sub-catchment with hydro meteorological monitoring network

Fig. 4 Distribution of Strickler coefficient in Hondo catchment
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the same Strickler number distribution of model 2. The used rainfall distribution for
model 3 is the same as in model 2.

The land use information was extracted from digital maps and added to the land
use module of the model.

The 2-layer set-up was chosen in MIKE SHE for the unsaturated zone, and 6
types of soils were included in this set-up. The soil type polygons were obtained
from INEGI.

Other values necessary for the MIKE SHE modules of land use and unsaturated
zone, such as permeability of soils, leaf area index of vegetation, root depth,
Strickler coefficients, water content and hydraulic conductivity of soils, were found
in different publications, documents and articles. Figure 6 shows the soil types
boundaries.

For all models, a period of 1 year was chosen (1981) when data were available
for all rainfall and gauging stations. The simulation time step was 10 s in MIKE 11
(hydraulic component of Mike She). The time step control values used, necessary to
control the simulation in MIKE SHE, are listed below (Table 1).

The setup of the various models was successful and a series of simulations was
done to calibrate the model. The purpose of calibration is to confirm that the model
is able to reproduce the hydrological processes with reasonable accuracy. However,
it is a complex procedure due to the large amount of model parameters involved,
and the computational requirements for simulations. Therefore, calibration is con-
sidered one of the most time consuming phases when building a hydrological model
[18].

Fig. 5 Thiessen polygon
rainfall distribution of 5
stations in Hondo River
sub-catchment
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4 Results

The predictive capability of the model set-up was evaluated by comparing the
resulting hydrographs against independent observed data. The results of the three
types of models described in the methodology are presented in the following
paragraphs.

Model 1: The model of Mexico City catchment includes topography, rainfall
and river network. Figures 7 and 8 show the resulting hydrographs from the sim-
ulation of the Mexico City catchment model compared with observed values for
Molino Blanco stations in river Hondo and St. Teresa station in river Magdalena
respectively. The resulting RMSE and E values can be seen in Table 2. The E
coefficients the St. Teresa station did not achieve the mark of 0.7 but achieved the
value of 2 for RMSE. Both coefficients achieved the mark in Molino Blanco station.

In Molino Blanco station, the resulting hydrograph is remarkably close to the
observed data, however, there are important discrepancies in the months of June,

Fig. 6 Boundaries of the 6
different types of soils used in
the River Hondo set-up

Table 1 Values for the
control of time steps during
the MIKE SHE simulation

Initial time step 6 h

Max allowed overland time step 12 h

Max allowed UZ time step 24 h

Increment of reduced time step length 0.05

Max precipitation depth per time step 20 mm

Max infiltration amount per time step 10 mm

Input precipitation rate requiring own time step 1 mm/hr
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July, August and September. Also during December, the model did not stabilize.
This may be caused by different factors and all the variables in the model should be
carefully analyzed to determine their influence on the result.

In St. Teresa station, the results follow successfully the main processes and
trends but the model doesn’t succeed to present properly the intensity of several
flood events appearing during September and October in the Magdalena River. The
representation of the processes in this model may be too coarse, and do not integrate
enough variables for representing the hydrological behavior of the catchment.

Model 2: For the model of the Hondo river sub-catchment, the Strickler coef-
ficients have been distributed over the basin according to the vegetation types.

The model applied for the same period and the resulting hydrograph was
compared to observed values in Molino Blanco station. The hydrograph can be seen
in Fig. 9. The model produced a value of 0.71 for the E coefficient and 3.48 for the
RMSE coefficient.

Fig. 7 Molino Blanco station simulated discharge against observed discharge for the Mexico City
catchment model

Fig. 8 St. Teresa station simulated discharge against observed discharge for the Mexico City
catchment model

Table 2 Statistical
coefficients of the MIKE SHE
model of Mexico City
catchment

St. Teresa Molino Blanco

RMSE 2 3.34

E −0.03 0.73
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The results of model 2 followed relatively well the main trends of the observed
data, and it stabilized well in the month of December. However, this model has a
consistent difference between the gauged data, especially from July to September.
This could be caused by errors when implementing the Strickler coefficients related
to vegetation cover.

Model 3: The third model for the river Hondo sub-catchment includes the land
use component and the unsaturated zone component. The model was simulated and
result were obtained of RMSE = 3.05 and E = 0.77. The Fig. 10 represents sim-
ulated discharges in Molino Blanco gauging station compared to observed values.

The results of model 3 follow effectively the main trends of the observed data.
The representation of the processes includes the effects of soil types and land use.
These variables provide a benefit for representing the hydrological behavior of the
catchment compared to the first two models, however, an important difference is
located in July and August, when an excess of simulated discharge takes place.

Fig. 9 Molino Blanco simulated discharge against observed discharge Hondo sub-catchment
model including the effects of vegetation in Strickler coefficient

Fig. 10 Molino Blanco station simulated discharge against observed discharge in Hondo River
catchment model with unsaturated zone and land use components
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5 Conclusions

The statistical coefficient values in Molino Blanco station for the three models are
listed in Table 3. As the St. Teresa station was not assessed in models 2 and 3, its
results are not included in this table.

Three deterministic hydrological models were constructed and used with the data
available from Mexican institutions. Results have been compared with discharges
recorded at gauging stations. This was done with the aim of testing the premise that
a deterministic hydrological model could be an efficient tool for representing the
hydrological processes in a catchment when data and resources are limited. It can be
inferred from Table 3 that the coefficients for all models met the goals of accuracy
in Molino Blanco station.

Model 1 has results reasonably close to the observed data; however, the dis-
crepancies in the months of June, July, August and September reduce the accuracy
of the model. Furthermore, in December, the model did not stabilize. If the cause
for this loss of stability could be found and fixed, the result would improve con-
siderably for this model.

Model 2 obeyed relatively well the main trends of the observed data. In addition,
it stabilized during the last months of simulation, as opposed to model 1. However,
the results present a regular difference between the gauged data, especially from
July to September. This could be caused by errors when implementing the Strickler
coefficients related to vegetation cover. Therefore, an analysis of the Strickler
values applied is recommended to improve the results of this model.

Model 3 produced results that follow effectively the main trends of the observed
data. The unsaturated zone and land use components provide a benefit when rep-
resenting the hydrological behavior of the catchment. However, an important dif-
ference is observed in July and August, when an excess of simulated discharge
takes place. The different variables incorporated that conform the unsaturated zone
and land use sections should be analyzed to try to find the causes of this difference.

Nevertheless, model 3 provided the best result when representing the hydro-
logical processes of the Hondo River catchment. Therefore, model 3 is recom-
mended for hydrological studies of the Mexico City catchment and its
sub-catchments; at least until the issues associated to models 1 and 2 can be
resolved.

Table 3 Statistical
coefficients of the three
models of study

Molino Blanco

Model 1 RMSE 3.34

E 0.73

Model 2 RMSE 3.48

E 0.71

Model 3 RMSE 3.05

E 0.77
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The importance of the deterministic approach has been demonstrated for the
Mexico City basin. The developed tool may allow the managing authorities to
establish a first diagnostic on the runoff processes that may generate flooding
events. The distributed model allows generating, for a specific rainfall event
associated to a given return period, the hydrograph to consider for protection design
and population awareness. The following step will have to concentrate on the risk
evaluation and the damages assessment.
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Community-Based Flood Vulnerability
Index for Urban Flooding: Understanding
Social Vulnerabilities and Risks

Mae Brigitt Bernadel L. Villordon and Philippe Gourbesville

1 Introduction

According to the World Risk Report released by the United Nations University
Institute for Environment and Human Security, the Philippines is ranked third
globally in terms of disaster risk.1 Typhoon which usually followed by flooding in
some areas is one of those disaster risk that is frequency occurring in the
Philippines, twenty or more typhoons visits the country every year leaving dev-
astations in many forms. It is a global phenomenon and due to climate change, this
will continue. Urban fluvial flooding in particular caused havoc in many aspects in
the society particularly to human health, infrastructure and the economy of the
country. Moreover, it has become a usual scenario especially in underdeveloped
and the developing countries. However, this phenomenon is also occurring in
developed countries though less more frequent than those previous countries
mentioned. Flooding poses a serious challenge to the economic development and
the lives of the people particularly the residents of a rapidly expanding towns and
cities in developing countries. Its causes are shifting and their impacts are accel-
erating against the backdrop of increasing demographics, urbanization trends and
climate change. The current and projected levels of flood impacts give urgency to
the need to make flood risk management in urban settlement a high priority on the
political and policy agenda. It is therefore important to conduct studies related to
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vulnerability and resilience at the community level so issues on health and disaster
risks will be addressed appropriately.

Public health risk in urban fluvial flooding are usually been overlooked,
undermined and only very little attention is given. In Dumaguete City alone, there
was no study similar to this that was conducted. This would therefore hopefully
serve as a baseline study. Fecal pollution of water particularly human fecal sources
are the most relevant source of human illnesses globally especially during flooding
event and rainy season. Exposure and ingestion of fecally-contaminated water and
other routes of transmission are responsible for a variety of diseases such as diar-
rhea, liptospirosis, and bites from dengue mosquitoes which demands special
attention. Diarrheal and other waterborne diseases still rank among the leading
causes of morbidity worldwide and in the Philippines. According to the World
Health Organization, each year diarrhea kills around 760,000 children under the age
of five and is the second leading cause of death among that age group. Worldwide,
there are nearly 1.7 billion cases of diarrheal disease ever year.2 In the surveillance
report of 2013 by the DOH, a total of 1,174 liptospirosis cases have been reported
nationwide from January 1, 2013 to September 17, 2013. This is 78.74 % lower
compared to the same period last year (5,522).3 A total of 117,658 dengue fever
cases from January 1 to September 7, 2013 were reported nationwide. This is
5.25 % lower compared to the same period last year’s (124,173) cases and mostly
coming from regions VI and IV-A.4 Though the figures of the surveillance report in
2013 were lower than the previous years, yet these recent statistics is still very
alarming. Given this high incidences of diarrhea, leptospirosis, and dengue fever
cases, it is therefore important to conduct studies that would provide better
understanding how each households perceives, relates and employs their attitudes
and practices towards personal hygiene and protection, and to environmental
sanitation.

According to the 2012 Philippines Disaster Report, a total of 471 natural and
human-induced disasters were reported in the Philippines in 2012.5 1,615 people
were killed, and more than 2.8 million families or 12 million people were affected,
and caused over Php 39.9 billion in economic damages. In terms of frequency, flood
topped the list with 143 reported incidents, or 30 % of the total number of disaster
events monitored in 2012. Given this high-risk status of the Philippines to hazards
in general, it is surprising to find that there were very few comprehensive
place-specific vulnerability and resilience assessments performed at the local level
in the Philippines which accounts on social vulnerability specifically on how the
community people respond to these kind of phenomenon and to the impacts of
global warming. Such kinds of studies and assessment should be conducted so such
gaps will be addressed properly. This study was an exploratory step towards

2WHO (World Health Organization) [12].
3DOH (Department of Health) [4].
4DOH (Department of Health) [5].
5CDRC (Citizens’ Disaster Response Center): [3].
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assessing flood vulnerability and resilience, a rapid assessment of the Knowledge,
Attitudes, and Practices (KAP) of the community people towards flood resilience,
health, environmental sanitation and including their socio-demographic profile and
governance. These are important factors to be assessed in order to established
correlations and relationships in understanding social vulnerabilities and its indi-
cators so it can be incorporated in hydroinformatics. Determining flood vulnera-
bility index (FVI) varies from one country to another. There is no single gold
standard used worldwide. Measuring vulnerability and resilience is important, it
mirrors how well are the people adapting to climate change and its impacts, how are
the resilience programs implemented and facilitated by the local government units.
Perhaps it is also important to note that gauging vulnerability may have a number of
different reasons but understanding the context of people’s vulnerability to hazards
and why they are vulnerable in the first place, seems to be more useful for making a
difference in their lives.

2 Motivation and Objectives

Several studies on disaster risk, flood vulnerability and resilience index have been
conducted worldwide. Here is a brief review.

2.1 The Bündnis Entwicklung Hilft (Alliance Development
Works) and United Nations University Institute
for Environment and Human Security (UNU-EHS)

On behalf of the Bündnis Entwicklung Hilft (Alliance Development Works), the
UNU-EHS in Bonn, Germany has developed the WorldRiskIndex in 2011 and
calculated the risk values for 173 countries worldwide.6 The WorldRiskIndex in
this report was measured on the basis of four components namely; exposure to
natural hazards or a climatic stimulus, susceptibility, coping and adaptive capaci-
ties. According to this report, the Philippines ranked 3rd among those highest with a
score of 24.32 % on the disaster risk from all the 173 countries surveyed. However,
this report has failed to include some of the important component which has the-
oretical and practical significance due to lack of relevant data. These four
sub-categories are, housing situation, social networks, disaster preparedness/early
warning and adaptation strategies were not integrated into the overall calculation of
the WorldRiskIndex in 2011 which are deemed to be relevant and significant. Thus,

6United Nations University Institute for Environment and Human Security (UN World Risk
Index) [11].
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this research study focuses on these items and among others so we would have a
thorough understanding why the community people are vulnerable or resilient in the
first place.

2.2 The United Nation Development Programme (UNDP)

In 2004, the United Nation Development Programme (UNDP) also published a
Global Report on Reducing Disaster Risk: A Challenge for Development. Countries
with low Gross Domestic Product (GDP) per capita, low local density of population
and high physical exposure were associated with high levels of risk in floods.7 Part
of the recommendations from this report is to address the gaps in knowledge for
disaster risk assessment. A clear understanding of the depth and extent of hazard,
vulnerability and disaster loss are primary steps towards a concerted and coordi-
nated global action in disaster risk reduction along with appropriate governance and
risk indexing from sub-regional areas which in turned encourages the researcher to
consider these components at the local level. It is very important and vital to
address these gaps in knowledge for disaster risk and vulnerability assessment.
Measuring the KAP of the respondents from preparedness to recovery, and as well
as the KAP on the exposures of the microorganisms in focus and would give us a
clue how community people perceived in these kinds of phenomenon which are
translated into their attitudes and practices before, during or after any catastrophic
events such as typhoons and flooding.

2.3 A Flood Vulnerability Index for Coastal Cities and Its
Use in Assessing Climate Change Impacts

A FVI for coastal cities was developed by Balica et al. in [1] using the system’s
components namely, the hydro-climatic component, socio-economic and the
politico-administrative components.8 It has been conducted to nine cities around the
world. However, indicators in the socio-economic components such as the detailed
description of the households in terms of their educational attainment, housing
conditions, social networks, family income and property insurances were not
included which are parts of the susceptibility and resilience category. Moreover, the
knowledge, attitudes and practices of the households were also not taken into
consideration which could also influence the vulnerability of those target popula-
tion. In this same way, some indicators for the politico-administrative components
such as good governance, sustainable community livelihood and among others

7UNDP (United Nation Development Programme) [10].
8Balica et al. [1].
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should have been included. Thus, this study focuses and gives attention to these
factors and indicators in developing this FVI for urban flooding.

2.4 The 2012 Philippine Disaster Report

The 2012 Philippines Disaster Report presents information on disasters that
occurred in the Philippines in 2012 and a review of the major disaster that occurred
within the country for the past decade. According to this report, compared to the
2011 data, 2012 posed a 9 % increase in the number of disaster events recorded.
Reviewing the figures of the extent of devastation of the different natural disasters
that has occurred in the Philippines in recent years particularly that of flooding and
typhoon events, the researcher has been taking considerations on how vulnerable or
resilient the community people are. It is very important to conduct studies that
would give us a comprehensive view why the same scenario of devastation and
sometimes even worse than the previous one is repeating. Is our government serious
about implementing those measures, do we have enough resources and equipment
and training, are our communities responsive, have we done something with our
infrastructures that would make it resilient, and why is recovery is too inefficient
and too slow in most cases, these and many other similar concerns were addressed
in this study.

2.5 Motivation and Objectives for Developing
of the Vulnerability Index for Urban Flooding

In May 27, 2010, former President Gloria Macapagal Arroyo signed into law the
Disaster Risk Reduction and Management Act of 2010 or RA 10121, to amend the
three-decade Presidential Decree 1566, the old Disaster Management Law of the
Philippines. RA 10121 institutionalizes the Disaster Risk Reduction and
Management system not only in the National Government but also to all local
government units in the country. In 2011, the Dumaguete City Council passed SP
Resolution No. 118, Ordinance No. 63 Series of 2011 which established the Local
Disaster Risk Reduction and Management Office (LDRRMO) to strengthen the
effectiveness of the various protective and emergency services in the City.
The LDRRMO is the coordinator of all activities and actions related to disaster risk
management and is also an operational unit responsible for functions and services
not presently performed or not adequately performed by existing units, offices and
organizations. In spite that the Philippines has a very good National and Local
Disaster Risk Reduction and Management Council Structure yet there have been
cases where emergency response and disaster recovery during and after a typhoon
or flooding had experienced some delays due to some political issues or gaps
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among concerted actions from numerous actors across multiple sectors. It is
important to know why such gaps exists thus soliciting surveys from LGU’s and
NGO’s is a way of connecting these gaps. Concerted actions and coordination
among authorities at all levels (national, provincial, municipal and community) and
among other partners are critical to ensure that the resources are mobilize accord-
ingly. On the other hand, most assessments conducted by the Local Disaster Risk
Reduction and Management Council (LDRRMC) were mainly focused on the
damage of physical structures, height of flood, number of families affected and
deaths. There were no thorough assessments in terms of how vulnerable and
resilient the community people in terms of their perception and action towards flood
preparedness, response, recovery and their response to adaptation strategies.

Most studies on vulnerability and resilience revolves around national data or on
a per country description but fails to cover some of the important components from
the local settings, for instance, survey on housing conditions which are not included
in the computation in global assessment because of insufficient data, very
time-consuming and cost-intensive but they should have been included in the
susceptibility component because they are highly significant. Also, items like
disaster preparedness and early warning, social network and adaptation strategies
should also be taken into account because of their high significance in the com-
ponent. Other items that influence the occurrence of disease outbreaks were also
incorporated which are believed to be highly significant in the resilience and vul-
nerability index at the community level. Furthermore, the community people’s
knowledge, attitude, and practices towards flood resilience and disease outbreaks
were gauge to be able to have a thorough assessment.

Through this study, the FVI of Dumaguete City will be established. Vulnerable
communities will be identified and map. But what is even more important is for us
to understand why the community people are vulnerable in the first place. This
research will allow us to pinpoint the weak points and strong points of the
socio-behavioral and politico-administrative components particularly on the per-
ception and behavior of the community people in their way of coping and adapting
to the effects of global warming and its impact. The aim of this study is to improve
the limitation of the previous WorldDisasterIndex and other similar studies by
developing new indicators and components for FVI that will be useful in the
community level.

3 Concepts and Components

3.1 Key Concepts and Components for Flood Vulnerability
Index (FVI)

This section provides an overview of the selected components and indicators in the
development and calculation of FVI. This study was done locally and the researcher

80 M.B.B.L. Villordon and P. Gourbesville



has based the analysis to the following components: Hydro-climatic,
Socio-economic, Socio-behavioral and Politico-administrative components which
are general and relevant to the local level. The individual indicators of each of the
components will be made mention below. There are 3 important factors to consider
all throughout the components which determine the vulnerability index. These
factors are exposure, susceptibility and resilience. In addition, the concept of vul-
nerability will also be described below to facilitate a complete understanding of the
concepts and components.

3.1.1 Exposure

Exposure in its core meaning in natural hazard research refers to entities exposed
and prone to be affected by a hazard event. These entities include persons,
resources, infrastructure, production, goods, services or ecosystems and coupled
social-ecological systems.9

The selection for the sub-indicators for exposure was based primarily on the
local threats that exposed the household respondents to river flooding and possible
disease outbreak that goes with it. Within the FVI, exposure is related to the
likelihood of acquiring and being affected by such phenomenon. The actual prac-
tices of the people prior and during the flooding events, the established land use and
structural design, and the infrastructures mirror the exposure of certain populations
to flooding events.

3.1.2 Susceptibility

Generally, susceptibility is understood as the likelihood of suffering harm and
damages in case of the occurrence of a natural hazard.10 In this study, susceptibility
relates to system and individual characteristics, including the individual level of
education, housing conditions, their attitude regarding the risk that they live with
(before the flood), the institutions that are involved in mitigating and reducing the
effects of the hazards and the existence of possible measures, like flood hazard maps
and early warning systems to be used during the floods. This paper defines sus-
ceptibility as the elements exposed within the system, which influences the prob-
abilities of being harmed at times of hazardous floods.

9United Nations University Institute for Environment and Human Security (UN World Risk Index)
[11].
10United Nations University Institute for Environment and Human Security (UN World Risk
Index) [11].
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3.1.3 Resilience

Resilience is the capacity of any kind of system, community, society or environ-
ment, potentially exposed to hazards to adapt to any change, by resisting or
modifying itself, in order to maintain or to achieve an acceptable level of func-
tioning and structure.11 Resilience is therefore analyzed through a political,
administrative, environmental and social organizational evaluation.12 In this study,
the resilience factor is composed of the coping capacities and adaptive capacities of
the individuals, communities and the government that may contribute in reducing
the impacts of river flooding and disease outbreaks, and the transformation of
societies and socio-ecological systems for long term adaptation to negative impacts
of natural hazards and climate change through direct actions and resources.

3.1.4 Vulnerability

Vulnerability is considered as the extent of harm which can be expected under
certain conditions of exposure, susceptibility, and resilience. More specifically in
the case of floods, a system is susceptible to floods due to exposure in conjunction
with its capacity/incapacity to be resilient, to cope, recover or adapt to the extent.
Some of the exposed populations are protected from flooding by various structural
and non-structural measures that are part of the resilience strategy. On the other
hand, some of them have none, or only weak, flood defenses and the exposed
populations are more often subject to flooding with the consequent disruption,
economic loss and loss of life.13 In this research, vulnerability is the result of the
interplay of the indicators in the exposure, susceptibility and resilience category.

3.2 Components of Flood Vulnerability Index (FVI)

This part deals with the description of the components and its indicators as used on
the local scale to capture the aspects of exposure, susceptibility, and resilience as
well as their aggregation to the local FVI. In this study the indicators vary but were
chosen based on the same concept as the WorldRiskIndex Report and the study of
Balica et al. on the development of FVI for Coastal City. This study is trying to fill
those categories that were not included in the global scale, for instance, housing
conditions, disaster preparedness and early warning, social networks, property
insurance, KAP of respondents on flood resilience and exposure to microorganism

11Pelling [9] The vulnerability of cities; natural disaster and social resilience. Earthscan
Publications, UK.
12Di Mauro [6].
13Balica et al. [1].
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such as that of E.coli, Liptospirosis and Dengue fever mosquito, the different
adaptation strategies such as integration of post-risk assessments, sustainable
community livelihood, relocation site projects and health programs for the pre-
vention against diarrhea, leptospirosis and dengue fever which are facilitated by the
LGU’s and as well as some NGO’s.

3.2.1 Hydro-Climatic Component

In spite that the hydro-climatic component is part of the natural river system as
being hazard dependent, the following indicators were considered since they have a
direct interaction between these components. The average number of typhoons that
passes through the country is 20 but not all of it passes through the Visayan region,
thus, in this case only 50 % of the total is being considered (susceptibility).
Furthermore, this component includes the frequency and height of flooding, the
houses reached by flood waters and those houses that were not located on elevated
areas near the river (exposure). The land use management and structural design
(resilience) is taken into consideration being a positive measure and influences the
vulnerability of the area in one way or another.

3.2.2 Socio-Economic Component

The socio-economic component is part of the socio-economic system which can
determine the individual’s vulnerability in terms of its social and economic status.
The indicators in this component predisposes these certain groups to what extent
they will be affected. The socio-economic component is pertaining to their edu-
cational attainment, housing conditions (susceptibility); social networks and water
treatment practice, income and property insurances (resilience) and as well as to
those factors that would predispose them to certain vulnerability such as no access
to improved sanitation and water sources, presence of rats and waterlogged in the
vicinity, open disposal of animal waste and the unwillingness to vacate (exposure)
from the hazard area.

3.2.3 Socio-Behavioral Component

This component is an added component not found in many studies on FVI. The
researcher believed that it is as equally important to study the respondent’s
knowledge, attitude and practices (KAP) related to these events. The respondent’s
KAP predisposes them to the cause and effects of this phenomenon. From what they
know (knowledge-resilience); how they perceived or what is their opinion and
general view (attitude-susceptibility) to such environmental threat, and what they
actually do (practices-exposure) are very important to consider because the
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interplay of these factors influences the actual and direct effects of flooding and the
occurrence of possible disease outbreaks.

3.2.4 Politico-Administrative Component

The politico-administrative component includes land use management and struc-
tural design, and the rivers natural resources and natural features management and
program, these comprises the indicators for exposure. The local government’s
governance including those from the national and other NGO’s are also included
(susceptibility) which affects the extent of vulnerability in the area. Along with
these indicators, the government’s adaptation capacities are highly considered
because of their strong influences to the extent of vulnerability. It is important to
know how far the government has done its adaptive and coping measures in facing
the different impacts of climate change. Post-risk assessment and integration, sus-
tainable community livelihood, relocation site project, health and prevention pro-
grams for E.coli, Liptospirosis and Dengue fever infection are all part of the
adaptive measures (resilience) for long term adaptation.

The relationship between flood vulnerability components, indicators and factors
is illustrated in Table 1. The availability of data, the importance of certain indicators
and the condition that all FVIs computed must be dimensionless for the purposes of
comparison that would lead to the formulation of the equations for each vulnera-
bility component.

The Catchment Area and Population

The Philippines is an archipelago of 7,107 islands with a population of 96.71
million as of 2012. On average, 20 typhoons/year pass through the country and 2–3
of these passes through the Visayas and Mindanao region. Dumaguete City is part
of the Visayas region, the study area of this research and is located 9°18’28” north
latitude and 123°18’28” east longitude. It has a population of 120,883 people as of
the 2010 Population census. Dumaguete City is a second class city and has an entire
area of 3,426 hectares divided into 30 communities or barangays. The City’s
topography is generally flat from 2 to 6 km from the shoreline. Its slope increases
gently upwards to the adjoining municipality of Valencia. The highest ground
elevation is located at the boundary of the municipality of Valencia, about 100 m
(300 ft) above mean sea level. About 93 % of the land has slopes of less than 3 %.
The remaining areas have 3–5 % slope. The Banica River Watershed (BRW) forms
an elongated channel of approximately 18 km from the mouth of Banica River in
Dumaguete City to Casaroro Falls in Valencia. The difference in elevation from
Dumaguete’s shoreline to the peak of the watershed is 1,580 m. The straight course
of Banica River and high gradient signify a short residence time for surface runoff
and hence, a great risk and occurrence of flashfloods and riverbed drying. At the
Dumaguete-Valencia boundary in Barangay Balugo, the watershed is approxi-
mately 2.0 km wide. The river becomes slower as the gradient decreases and
discharges at Poblacion 1 (Tinago) just south of Dumaguete poblacion into the
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Table 1 Relationship between components and indicators

Flood vulnerability
components

Vulnerability indicators

Exposure Abb. Susceptibility Abb. Resilience Abb.

A. Hydro-climatic
components

A. Frequency of
Flooding (FF)

A. Number of
Typhoons per year
(50 %) (NTY)

A. Land Use
Management And
Structural Design
(LUMSD)

B. Height of flooding
(HF)

C. Houses reached
by floods (HRF)

D. Houses not on
elevated area (HNE)

B. Social components A. Open disposal of
animal waste
(ODAW)

A. Educational
Attainment (High
School Level and
below) (EA)

A. Water Treatment
or Sterilization
Practice (WT)

B. Unwillingness to
vacate and be
relocated (UVR)

B. Social Networks
(SN)

C. Economic
components

A. Houses with NO
access to improved
sanitation (HNIS)

A. Housing
Conditions
(semi-concrete, tent
light materials, and
plastic materials)
(HC)

A. Family Income
(3000–10,000) (FI)

B. Property
Insurance (PI)B. Houses with NO

access to an
improved water
source (HNIW)

C. Presence of rats in
the vicinity (PRV)

D. Presence of water
logged areas in the
vicinity (PWLV)

D. Socio-Behavioral
Components

A. PRACTICES of
households on flood
resilience (hazards,
risks, exposure,
preparedness,
response, recovery,
coordination,
adaptation strategies)
(PHFR)

A. ATTITUDE of
households on flood
resilience (hazards,
risks, exposure,
preparedness,
response, recovery,
coordination,
adaptation
strategies) (AHFR)

A. KNOWLEDGE
of households on
flood resilience
(hazards, risks,
exposure,
preparedness,
response, recovery,
coordination,
adaptation strategies)
(KHFR)

B. PRACTICES of
households on E.coli
(nature of E.coli,
mode of
transmission,
prevention, signs
and symptoms, it is
fatal, treatment,
financial cost of
treatment) (PHEC)

B. ATTITUDE of
households on E.coli
(nature of E.coli,
mode of
transmission,
prevention, signs
and symptoms, it is
fatal, treatment,
financial cost of
treatment) (AHEC)

B. KNOWLEDGE of
households on E.coli
(nature of E.coli,
mode of
transmission,
prevention, signs and
symptoms, it is fatal,
treatment, financial
cost of treatment)
(KHEC)

(continued)
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Mindanao Sea. There are basically two types of soil in the BRW, namely: clay to
sandy clay loam in the upper watershed and sandy loam in the lowlands. In the
lowlands, soil is slightly susceptible to erosion but in the uplands, there are pockets
wherein soils are highly, moderately and slightly susceptible to erosion. Dumaguete
City has two seasons, namely; the dry and wet seasons. The wet season covers the
period from June to November, and the dry season starts from December to May,
the hottest being April and May. The average maximum temperature is 34.31 °C
and the average minimum temperature is 22.85 °C for the past years. The relative
humidity of the locality for the past years was 78.75 % with the month of December
registering the highest. In the summer months sections of Banica River in Balugo,
Candau-ay, and Cadawinonan are dry for months. At the poblacion where river
discharges to the seas, the river during this period is dry and seawater flows inward
about 1 km into the river channel. There is a big difference in the flow measure-
ments between Candau-ay and Batingiuel sections of Banica River, which is
attributed to high infiltration rates in Batinguel section.14

Table 1 (continued)

Flood vulnerability
components

Vulnerability indicators

Exposure Abb. Susceptibility Abb. Resilience Abb.

C. PRACTICES of
households on
Liptospirosis (same
factors with letter B
above) (PHL)

C. ATTITUDE of
households on
Liptospirosis (same
factors w/letter B
above) (AHL)

C. KNOWLEDGE of
households on
Liptospirosis (same
factors w/letter B
above) (KHL)

D. PRACTICES of
households on
Dengue Fever (same
factors with letter B
above) (PHDF)

D. ATTITUDE of
households on
Dengue Fever (same
factors with letter B
above) (AHDF)

D. KNOWLEDGE
of households on
Dengue Fever (same
factors with letter B
above) (KHDF)

E.
Politico-Administrative
Components

A. Land Use &
Management &
Structural Design
(LUMSD)

A. Governance
(Warning and
Evacuation,
Emergency
Response, Disaster
Recovery) (G)

A. Post-risk
Assessment and
Integration (PRAI)

B. Sustainable
Community
Livelihood Prog.
(SCLP)

B. The River’s
Natural Resources &
Natural Features
Management and
Program (RNRMP)

C. Relocation Site
Project (RSP)

D. Health &
Prevention Program
of E.coli,
Liptospirosis & DF
(HPP)

14Institutionalization of the Rehabilitation of BANICA River Watershed [7].
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4 Formulation of Flood Vulnerability Index
(FVI) for Urban Flooding

A total of 361 household respondents from the 12 communities and 30 respondents
from the Local Government Units (LGU’s) and Non-Governmental Organizations
(NGO’s) in Dumaguete City Philippines, were surveyed through sets of question-
naires and interviews from March 2013 to July 2013. The FVI is calculated using
appropriate indicators from the five components namely: hydro-climatic, social,
economic, socio-behavioral, and the politico-administrative components. Table 1
shows the relationship between components and their corresponding indicators.
The selection of the indicators relates among other things, to the aspects of the
eight Millennium Development Goals and the Hyogo Framework for Action
(2005–2015) of the United Nations. The respondents evaluated none of the sug-
gested variables as irrelevant but some were, of course, judged more important than
others. However, after thorough weighing of the variables, for most cases, not
significantly different from equal weights hence, the researchers decided to use
equal weights in many of the components at the moment and to reassess the
weighting of the indicators at a potential later project stage, within the process of
fully testing the proposed index.

Depending on the nature of the answer to the question, each question was given
a corresponding score. For questions that require a yes or no answer: Yes = 1,
No = 0. For questions that require very lightly, lightly, seriously and very seriously
answer: very lightly = 1, lightly = 2, seriously = 3, very seriously = 4. For questions
that require excellent, very well, good, poor and very poor answer: excellent = 5,
very well = 4, good = 3, poor = 2, very poor = 1. To determine the composite score
which is expressed in percent, the sum of the item scores were divided by the
highest possible score and then multiplied by 100.

The data were summarized per barangay (political/community unit) in frequency
tables and their corresponding relative frequencies (%) as well the average of scores
whenever appropriate. Variations in responses are expressed as standard deviation.
For the calculation of the FVI each of the components (hydro-climatic, social,
economic, socio-behavioral, and politico-administrative) is computed based on the
general flood vulnerability index (FVI) formula (Eq. 1).

FVI¼ E*S
R

ð1Þ

The general formula for FVI is computed by categorizing the indicators to the
factors to which they belong (exposure (E), susceptibility (S) and resilience (R)).
The indicators of exposure and susceptibility are multiplied and then divided by the
resilience indicators, because indicators representing exposure and susceptibility
increase the flood vulnerability and are therefore placed in the numerator. The

Community-Based Flood Vulnerability Index for Urban Flooding … 87



resilience indicators decrease flood vulnerability and are thus part of the
denominator.15

The FVI for the hydro-climatic, social, economic, socio-behavioral and
politico-administrative components are expressed as follows (Eqs. 2–9) and Eqs. 10
and 11 is the formula for computing the total FVI.

FVIhydro�climatic ¼ f
FF, HF, HRF, HNE * NTY

LUMSD
ð2Þ

FVIsocial ¼ f
ODAW, UVR * EA

WT, SN
ð3Þ

FVIeconomic ¼ f
HNIS, HNIW, PRV, PWLV * HC

FI, PI
ð4Þ

FVIsocio�behavioral on flood resilience ¼ f
PHFR * AHFR

KHFR
ð5Þ

FVIsocio�behavioral on E:coli ¼ f
PHEC * AHEC

KHEC
ð6Þ

FVIsocio�behavioral on Liptospirosis ¼ f
PHL * AHL

KHL
ð7Þ

FVIsocio�behavioral onDengue fever ¼ f
PHDF * AHDF

KHDF
ð8Þ

FVIpolitico�administrative ¼ f
RNRMP * G

SCLP, RSP, HPP
ð9Þ

Total FVI =
Hydro-climatic + Social + Economic + Socio-Behavioral + Politico-Administrative

5

ð10Þ

Total FVI ¼ FF;HF;HRF;HNE � NTY
LUMSD

� �
þ ODAW ;UVR � EA

WT ; SN

� ��
þ HNIS;HNIW ;PRV ;PWLV � HC

FI;PI

� �
þ PHFR � AHFR

KHFR

� �
þ PHEC � AHEC

KHEC

� �
þ PHL � AHL

KHL

� �
þ PHDF � AHDF

KHDF

� �
þ RNRMP � G

SCLP;RSP;HPP

� ��
ð11Þ

15Cendrero and Fischer [2] A procedure for assessing the environmental quality of coastal areas for
planning and management. J Coast Res 13:732–744.
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The integrated FVI is a method to combine multiple aspects of a system into one
number. On a global perspective, the results will be presented in values between 0
and 100 % for better comprehension: 100 % being the highest vulnerability found
in the samples studied and 0 % the lowest vulnerability. The FVI percentile ratings
are as follows with its corresponding interpretation: 0–19 % very low; 20–39 %
low; 40–59 % medium; 60–79 % high; 80–100 % very high vulnerability. Here is
how the FVI will be interpreted: A very low FVI indicates that the community
is very well prepared for a flood event. A low FVI also indicates that the community
is well prepared for a flood event. A medium FVI indicates that more work could be
done to improve the resilience in this category. A high FVI indicates that the
community should pay specific attention to this category and should make efforts to
address the areas of high vulnerability rating. A very high FVI indicates that the
community should really pay specific attention to this category and should make
more efforts to address the areas of very low rating.

* Regardless if the community/city has a HIGH, MEDIUM, or LOW Flood
Vulnerability Index, one should learn about and investigate the weaknesses iden-
tified during the process.

5 Tables and Figures

The Overall FVI of the twelve communities examined is 39.34 %. Tabuc-tubig is
the most vulnerable to urban river floods (53.39 %). Its vulnerability is owing to its
high vulnerability index in economic and hydro-climatic components and low
resilience to the latter. Poblacion 8 ranks 2nd in the overall result mainly because it
has very high vulnerability to exposure (hydro-climatic factors). Barangay 2
(Lukewright) is next in line. It has high vulnerability to hydro-climatic exposure
and politico-administrative components. Though the socio-behavioral is relatively
low in vulnerability but it is still significant considering that it ranks highest in that
component among all the twelve communities. Barangay Balugo ranks 4th mainly
because of high economic vulnerability and low resilience to hydro-climatic
exposures and significantly higher in the politico-administrative index. Poblacion 1
(Tinago) is rank 5th, Bagacay on the 6th whom both similarly owing to high
economic vulnerability, but for Bagacay it is significantly higher than the rest in
terms of socio-behavioral component vulnerability. Batinguel ranks 7th, largely due
to its very high economic vulnerability index and considerably high in the
hydro-climatic exposure factors. Junob is on the 8th rank owing to its high eco-
nomic vulnerability. Taclobo is on the 9th rank, showing a considerable vulnera-
bility in hydro-climatic exposure. Barangay Candau-ay, Cadawinonan and
Calindagan are the least vulnerable among the twelve communities respectively. All
these three latter communities have very good resilience in most of the components
examined (Fig. 1).

The values of the hydro-climatic component indicators were used for Eq. 2. In
this study, the researcher included susceptibility and resilience in computing for the
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hydro-climatic component simply because its susceptibility and resilience factors
influence the extent of vulnerability to these kinds of exposures thus it is considered
in this study. The result of the hydro-climatic component is shown in Table 2. Six
(6) indicators were used to determine the hydro-climatic FVI values.

After examining the hydro-climatic components, it can be seen that Poblacion 8
(82.07 %) is the most vulnerable. This can be attributed to a slightly lower values in
the land use and management and structural design as part of its resilience strategies
wherein the other leading communities for instance Batinguel, ranks first in terms of
exposure it has a slightly higher values for its the land use and management and
structural design thus in the overall vulnerability index for hydro-climatic com-
ponent it only ranks 4th. Tabuc-tubig and Barangay 2 (Lukewright) follows next to
Poblacion 8 respectively. Those who are in the top 3 follows the same pattern
wherein, the land use and management and structural design values are low to
medium and with very high exposures in terms of the height of flooding and the
number of houses reached by floods. Poblacion 1 (Tinago) ranks 5th with a very
high exposure to floods in terms of height in flooding but has a high value in the
land use and management and structural design (resilience) thus putting it in a much
lower vulnerability. The least vulnerable communities are Barangay Balugo
(37.03 %) and Calindagan (37.76 %). However, this does not imply that these
communities are not vulnerable to fluvial flooding. All these communities have
already been subjects to urban river flooding for the past years with loss of lives and
significant cost of damaged from properties. Its reason for its least vulnerability is
attributed to low exposure to flood waters wherein most houses of Balugo com-
munity were situated on an elevated area while Calindagan has very high values for
the land use and management and structural design.

The values of the social component indicators were used in Eq. 3, as described
above. The results of the social component are shown in Table 2. There are five
indicators from this component, belonging to all factors of vulnerability, but
assigned correspondingly as exposure factor, susceptibility and resilience factors
and were used to determine the social FVI values. These indicators were the fol-
lowing: open disposal of animal waste, unwillingness to vacate and be relocated,
educational attainment (high school level and below), water treatment or sterili-
zation practice, and social networks. These 5 indicators have an effect on flood
exposure and possible disease outbreak before, during and after any flood event
which is another major focus of this study. Using these indicators, Tabuc-tubig
(39.13 %) stands out to be the most vulnerable to possible disease outbreak due to
its high values of practice in open disposal of animal waste (95.00 %) and with very
low values for water treatment or sterilization practice (20.00 %). Barangays
Balugo and Cadawinonan follow respectively. Unwillingness to vacate with
extremely low values makes Balugo vulnerable to future urban river flooding and
with similar reasons for Cadawinonan. Batinguel and Barangay 2 (Lukewright) are
the least vulnerable to fluvial flooding when it comes to social component for the
following reasons: it has very good scores for water treatment practices and with
very good social networks among their neighborhoods and with a very high
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educational attainment and Barangay 2 (Lukewright) follows the same pattern of
results. Communities along the river have high social resilience.

There are 12 indicators for the socio-behavioral component. The values were
computed using Eqs. 5–8 and the results are shown in Table 2. Using these indi-
cators Barangay 2 (Lukewright) with a score of 25.59 % is the most vulnerable
when it comes to KAP to flood resilience and KAP to prevention and management
of diseases from E.coli, Liptospirosis and Dengue Fever. It is followed by Bagacay
and Candau-ay respectively. In spite that Barangay 2 showed a very high knowl-
edge score (resilience) yet still ranks to be the most vulnerable due to high bad
attitude (susceptibility) scores which is (68.62 %). It follows the same pattern for
those next in rank except that it’s bad practice (exposure) rather than attitude that
scores high in those cases. On the other hand, the least vulnerable community is
Tabuc-tubig (3.96 %) followed by Taclobo and Calindagan respectively. The
common pattern for this is usually, knowledge (resilience) score is sufficiently high
and with extremely low bad attitude (susceptibility) or extremely low bad practices
(exposure) against flood resilience and in the exposure of those diseases associated
with flooding.

The politico-administrative component of this study shows the involvement of
institutional organizations in the flood management process, including those poli-
cies and programs that were laid prior to any catastrophic events and its long term
adaptation strategies. These institutional organizations are composed of the fol-
lowing: the LGU’s from each of the communities studied, the Local Disaster Risk
Reduction Management Council (DRRMC) of the City, the Provincial Disaster
Risk Reduction Management Council (PDRRMC) of the Province of Negros
Oriental and some of the NGO’s in Dumaguete City, namely; the Silliman
Volunteer for Fire and Rescue Unit (SUVFRU), One Rescue EMS, the GIZ, and the
CNDR-SMART. The computation of the values uses Eq. 9 above.

As seen in Table 2, the most vulnerable politico-administrative is Barangay
Balugo (56.19 %) followed by Tabuc-tubig and Barangay 2 respectively. This is
due to low resilience score in some of the indicators under this component, like for
instance, the post-risk assessment and integration (42.50 %) and sustainable com-
munity livelihood (47.50 %) and it follows the same for Tabuc-tubig and Barangay
2 where the lowest score for sustainable community livelihood (resilience) is
37.50 % respectively. The latter 2 Barangays were consistent as they are highly
exposed to flood hazards (hydro-climatic component) ranking 2nd and 3rd as well
though surprisingly Balugo ranks the least exposed community in terms of flood
hazard and its hydro-climatic component due to its high elevation from the river
banks thus they have less frequency when it comes to flooding and being flooded
yet in this component it ranks to be the most vulnerable to politico-administrative
components simply because it also ranks second (57.03 %) for its exposure indi-
cator and low resilience scores. Barangay Calindagan is the least vulnerable to this
component with very high scores (76.29 %) on its resilience strategies. Moreover, it
also has good governance score which is (91.78 %). Thus, making it the least
vulnerable community when it comes to politico-administrative components. Junob
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and Candau-ay follows respectively. Junob shows low exposure scores with good
governance and high resilience. Same is true to Barangay Candau-ay, it follows the
same pattern with Barangay Junob respectively (Fig. 2).

Fig. 1 The overall flood vulnerability index for the 12 communities

Fig. 2 The household respondents at glance
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Here is a brief view of the household respondents in reference to their location
from the river, the scenarios during flooding events, housing conditions and their
vulnerability to the different components (Fig. 3, Table 3).

The mark values are correlation values (r) that are significant (at alpha = 0.05).
The FVI in this study is significantly sensitive to susceptibility and flood resilience
variables.

6 Conclusions

The results of the FVI of the 5 components and the overall FVI are summarized in
Table 2. A new FVI was developed in this study that incorporates the
hydro-climatic components, the socio-economic factors and perspectives of the
community people in terms of its knowledge, attitude, and practices towards flood
resilience, hygiene practices and disease outbreaks. The politico-administrative
component was also included since it could have a profound effect in all of these
components in the long run.

The conclusion of this study covers four aspects and advantages: (1) The FVI
methodology and use. The advantage of developing this FVI can make the com-
munity and the government aware of the different vulnerabilities that each com-
munity has and at the same time, this can be used as a network of knowledge to
learn from each other and to increase the resilience of each community and which

Fig. 3 Flood vulnerability index sensitivity

Table 3 Flood vulnerability
index: pearson product
moment correlation matrix (r)

FVI EXP SUS FRI

FVI –0.2281 0.7760 0.6305
EXP –0.2281 –0.1747 0.6054

SUS 0.7760 –0.1747 0.5024

FRI 0.6305 0.6054 0.5024
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progress needs to be prioritized. With the FVI, the impacts can be predicted in
different scenarios. In this way, it helps policymakers, environmental, water and
disaster agencies to define what measurements must be taken and possible allo-
cation for adaptation and reduction of flood vulnerability in urban areas. FVI is a
powerful tool for mapping of vulnerable areas in the city. (2) FVI baseline results.
Using these indicators one can clearly compare the vulnerabilities of communities
in a thorough perspective which can later be used between cities and countries in
the world. The focus of publishing the study is more of the holistic approach rather
than just a political per se. (3) Local Authority and Stakeholders Involvement. For a
FVI to be widely accepted, local authorities, community people and the
non-governmental agencies has to be involved in the weighting of the indicators
which this study has accomplished. It is only through this involvement that the
interconnectedness of several indicators and local specificities will be thoroughly
captured. (4) FVI Sensitivity. The FVI in this study is significantly sensitive to
susceptibility and flood resilience variables. Precisely, the community people are
vulnerable in the first place because of these variables.

As this study deals particularly on local-based indicators methodology in pro-
ducing a FVI, for future studies, an interdisciplinary approach by bringing engi-
neering and social approaches together is recommended to help in assessing flood
vulnerable areas or other types of natural calamities.

After an in-depth study of this newly developed FVI for Dumaguete City, there
is a need to increase awareness towards adaptation measures by raising anticipatory
mentality of the local population towards flood preparedness and adaptation strat-
egies; a change of behavior towards caring for the environment; and a sense of
awareness in the importance of good hygiene practices; and the collaboration
between the LGU’s, multiple stakeholders, local and international organizations and
the community people must be realised so measurements that would lessen the
vulnerability and impact would be undertaken.
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Evaluation of Adaptation Strategies
for Urban Flooding in Central Taipei City
in Taiwan

Ming-Hsi Hsu, Chih-Hung Chen, Wen-Cheng Liu,
Tsang-Jung Chang, Albert S. Chen, Michael J. Hammond,
Slobodan Djordjević and David Butler

1 Introduction

Flooding often causes both tangible and intangible damage. Many countries have
endeavoured to improve their understanding of flooding such that decision makers
can adopt adequate measures to reduce flood damage [7]. The effectiveness of these
alternatives is usually evaluated through the reduction of risk after implementing
the measures.

The spatial and temporal distributions of risk are typically non-homogenous. To
investigate risk in a large area, we need to understand how the hazard and damage
can vary temporally and spatially. Field survey or remote sensing, during or after an
event, or computer modelling is often applied to assess flood damage. White [13]
was among the first researchers to develop and apply depth-damage curves (DDCs)
to represent flood damage. White [14] developed to synthetic DDCs through a
hypothetical analysis. Some studies combined the loss estimation model with flood
inundation model to estimate the flood damage [3, 9]. McBean et al. [8] argued that
flood damage functions should include other flood damage influencing factors,
such as the existence of effective, timely flood early warning, duration of flooding

M.-H. Hsu � C.-H. Chen � T.-J. Chang
Department of Bioenvironmental Systems Engineering, National Taiwan University, 10617
Taipei, Taiwan

M.-H. Hsu � W.-C. Liu (&)
Department of Civil and Disaster Prevention Engineering, National United University, 36003
Miaoli, Taiwan
e-mail: wcliu@nuu.edu.tw

W.-C. Liu
Taiwan Typhoon and Flood Research Institute, National Applied Research Laboratories,
10093 Taipei, Taiwan

A.S. Chen � M.J. Hammond � S. Djordjević � D. Butler
University of Exeter, England, UK

© Springer Science+Business Media Singapore 2016
P. Gourbesville et al. (eds.), Advances in Hydroinformatics,
Springer Water, DOI 10.1007/978-981-287-615-7_7

97



and flood velocity, and suggested correcting the flood damage based on weighted
DDCs; in contrast, Grigg [4] thought DDCs should be applied to estimate damage
without any correction for these additional factors.

In Taiwan, the National Science and Technology Center for Disaster Reduction
(NCDR) has established the national flood potential database [2], which was aimed
to help the government developing flood disaster mitigation strategies.
Nevertheless, the flood potential information only indicates possible locations of
flood hazard under certain scenarios. A further investigation is required to convert
hazard information into risk, by taking the effect of climate change into account,
such that the decision makers can easily determine and prioritise the strategies to
prevent hazards and mitigate the impacts.

2 Case Study Area

Taipei City is located at the downstream floodplain of the Danshuei River Basin.
The Digital Elevation Model (DEM) of Taipei City shown in Fig. 1 displays that the
northeast region is mountainous with elevation above 400 m, the southeast and
south areas have few hills, and the northwest part is alluvial floodplain with ele-
vation below 5 m. The Danshuei River and its tributary, the Sindian River, flow
along the west boundary of Taipei City. Another tributary, the Keelung River,
passes through Taipei City from east to west and converges into the Danshuei
River.

Taipei City developed quickly between 1968 and 1991, which consequently
attracted more investment and residents. The population rose fast and reached the
peak 2.72 million in 1991. Table 1 lists the land zoning for urban development
planning of Taipei City. Only 134 km2 is flat land suitable for urban development.
The remaining areas are covered by hills, slope land and low-lying land, which
were not adequate for urbanisation.

High raised levees were built along the banks of rivers in order to protect the
Central Taipei Area (CTA) from the 200-year flood. The high density of houses
alongside the banks of the Danshuei River prevented the broadening plan.
Therefore, utilising flood diversion, the Erchong Floodway was constructed to
mitigate the floods of Sindian River and Dahan River.

The storm sewer system, shown in Fig. 2, is composed of 26 main drainage
networks which were designed for a rainfall of 5-year return period. During storm
events, the water stages in rivers are typically higher than the stages of storm sewer
and overland flows. Draining the surface runoff by gravity is not possible such that
pumping stations were constructed at the outlets of drainage networks. The total
capacity of the pumping stations is around 840 m3/s. Although the CTA is protected
against the river flooding as large as 200-year return period, surcharging from storm
sewers may cause serious inundation if the precipitation is more than 5-year return
period. Based on earlier studies [5], Manning’s roughness coefficient had been
calibrated by land use. The grid size of the inundation model is 40 m × 40 m.
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Fig. 1 Digital elevation model, river system, and administrative districts in Taipei City

Table 1 Land zoning of the Taipei City based on urban development plan

Land Zoning Area (ha) Total area (ha)

For urban development Residential zone 3,837 13,394

Industrial zone 452

Commercial zone 919

Public facilities zone 7,123

Othersa 1,063

Not for urban development Agricultural and scenic zones 804 13,786

Conservation zone 11,351

Water covering zone 1,631
a Including Administrative zone, cultural and education zone, zone for specific purposes, airport,
recreation zone and others
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3 Methodology

3.1 Modelling Tools

This study is part of the Collaborative Research of Flood Resilience in Urban Areas
(CORFU) and we adopted the modelling framework developed within CORFU for
flood impact assessment. The DHI’s MIKE FLOOD model was applied to
hydraulic modelling in this study. The MIKE FLOOD contains various modules for
solving different hydrodynamic problems, including rainfall-runoff, pipe flow,
overland flow, and pollution transport. The 1D flow dynamic in sewer networks is
solved by the MIKE URBAN while as the 2D overland flow is simulated by the
MIKE 21. The 1D sewer and the 2D overland flows are coupled to simulate the
complex flow movements between the drainage system and the ground surface in
urban environment. The modelling results from the MIKE FLOOD can be directly
fed into the tool developed by Hsu et al. [6] to estimate the damage of corre-
sponding flood events.

Fig. 2 The storm drainage system in the Central Taipei City
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3.2 Model Verification

On 16 and 17 September 2001, Typhoon Nari swept through Taiwan with a
historical-high rainfall record in northern Taiwan. The torrential rainfall caused the
most serious flood damage in Taipei for decades. The flash flood of the Keelung
River flowed from a levee gap near the pumping station No. 19 and flooded the
downtown Taipei. Many pumping stations were submerged by flooding water, and
were paralysed. Figure 3 shows the flooded areas, which are more than 30 cm in
water depth marked with dark colour, released by the Taipei City Government [10].
The lowlands along the Keelung River were almost entirely inundated. Thousands
of building basements and the two subway systems, the Taipei Rail Transit System
and the Mass Rapid Transit System, were filled by the deluge. The total amount of
damage was estimated to be 45.34 million USD [1]. The hourly rainfall records of
the gauges nearby the CTA were used in numerical simulation. The simulated
flooded area shown in Fig. 4 is close to the surveyed area.

Fig. 3 Investigated flooded areas of typhoon Nari in CTA
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3.3 Precipitation Frequency Analysis

According to the government report [12], we chose the design rainfall of the Taipei
station with return periods of 10, 25, 100 and 200-year, as shown in Table 2, as the
rainfall input of urban flood model. Based on the report, GCM model was adopted
to simulate CO2 emission under difference scenarios. The adjustment factors of
hourly rainfall for future climate change scenarios to baseline in the period of 2020–
2039 are shown in Table 3. The rainfall depth and the adjustment factors are applied
to of design rainfall to generate the new hyetographs that represent the rainfall
patterns under the future climate change scenarios.

Fig. 4 Simulated flooded areas of typhoon Nari in downtown Taipei

Table 2 Rainfall depth (mm) for different durations and different return periods at Taipei station

Duration
(hr)

Return Period (year)

1.1 2 5 10 20 25 50 100 200 500

24 105.2 167.2 247.8 305.7 362.2 380.2 435.7 490.7 545.3 616.9

48 135.6 199.3 295.7 368.3 440.7 464.1 536.4 608.8 681.0 776.6

72 153.1 219.2 321.7 399.4 477.3 502.4 580.4 658.4 736.4 839.6
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3.4 Adaptive Strategies for Climate Change

For the Taipei case study, a combination of different future scenarios of climate,
adaptive capacity and socioeconomic aspects is considered. In general, hazard and
vulnerability are two factors for the risk analysis. This works in the way that if one
of the factors was reduced, the degree of risk will be going down. With reduction to
both factors at the same time in metropolitan area, the less risk of flood disaster will
be taken. In this study, the adaptive strategies for climate change, including
(1) increasing water retention in urban areas, (2) reducing social vulnerability in
flooding areas, are investigated.

Following the recommendations of the guidelines, one of the scenarios will be a
“baseline” scenario, in which no adaptation strategies and no population growth,
but it considers no climate change in Taipei City. The other scenarios will consider
a range of probable future, including climate change, population growth pathways
and different adaptive capacities.

There will be one socioeconomic pathway for population growth and future
climate situations (A1B). Taking into account, the studied area is totally developed
and is unlikely to vary essentially until 2039; different scenarios for land use
changes will not be considered. The Central Taipei shape file representing the land
use types in the area will be the same for all future scenarios, representing the 2039
land use situation. In the report, we applied the medium population growth to show
the result, and considering the population change in the future, we constitute some
possible combinations, and the following sections present a brief description of
these scenarios that will be finally modelled.

4 Model Application

4.1 Flood Hazard Assessment

We simulated the design rainfall events with return periods of 10, 25, 100 and
200-year for both baseline and A1B scenarios, assuming no urban growth. The
water depth 0.3 m was used to illustrate the flooded area. The flood extents, as
shown in Table 4, of 10-year event for the baseline and the A1B scenarios were 101
and 135 ha, respectively. The flooding area for the A1B climate change scenario
was 33 % more than the baseline scenario, due to the 12 % increase of total rainfall

Table 3 Climate change
factors for hourly rainfall
under different return periods

Scenario Return period (year)

2 5 10 20 25 50 100 200

A2 1.21 1.18 1.17 1.17 1.17 1.17 1.18 1.20

A1B 1.14 1.12 1.12 1.12 1.12 1.13 1.13 1.14

B1 1.05 1.03 1.03 1.03 1.03 1.03 1.03 1.04
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for the 10-year return period event. The maximum change of flooding extents,
which was 42 %, between the baseline and A1B scenarios occurred for the 100-year
event, caused by 13 % increase of total rainfall. For the 200-year event, although
the total rainfall was 14 % more for the A1B scenario, the increased flood extent
was only 39 %. It was due to the total rainfall of baseline scenario had exceeded the
design standard and resulted in extensive flooding area. Although the A1B scenario
had 13 % more of total rainfall and caused 205 ha increase in flooding area, the
relative change of flood area was less than the 100-year event, because the baseline
scenario had a larger flood area.

In this study, we proposed the adaptive strategy is the use of public facilities to
enhance the retention capacity. The design retention capacity made by Taipei City
government in 2011. The flooding area for the future was 33, 35, 30 and 27 % more
than the baseline scenario, due to the increase of total rainfall for the 10, 25, 100
and 200-year return period event.

Figure 5 shows that, for the 200-year event, the flooding areas in Zhongshan,
Songshan and Xinyi districts increased more significantly than other districts for the
A1B scenario. Adaptive will reduce some flooded areas.

4.2 Tangible Damage Assessment

We considered that human activities, which are related to the types of land use, are
the major factor that affects the level of loss once a flooding is occurring. Wang [11]
collected the data of a field survey from the flooded areas in Taipei city, and of flood
loss claims for tax relief from the government revenue office after a major typhoon
event in 2001. Wang associated the damage information with the land use types,
which were classified into residential, commercial (retailer, service), industrial
(manufacturing, wholesaler) and cultural zones, and developed the DDCs shown in
Fig. 6.

We evaluated the flood damage for both climate scenarios and different return
periods using the DDCs and the flood maps as mentioned in the previous section.
Figure 7 shows the flood damage map for 200-year event of the baseline. There is
an obvious flooding damage in the Datong, Zhongshan, Songshan and Xinyi dis-
tricts because these districts have more flooding areas than others. The Xinyi district
has large business and commercial zones such that the flood damage is the worst.

To evaluate the increase of flood impact due to climate change, we compared the
hydraulic modelling and damage assessment results. The simulated flood area is
summarised in five depth groups, and Table 5 shows that flood areas for the
200-year event of the A1B scenario in all groups are higher than the areas for same
return period event of the baseline scenario. Table 6 shows the total direct flood
damage of different return period events in the CTA for both the baseline and the
A1B scenarios. The climate change could increase the direct flood damage by 38,
44 and 46 % more than the baseline scenario for 10, 25, 100, and 200-year events,
respectively. If we proposed the adaptive strategy to enhance the retention capacity,
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the adaptive strategy could reduce the direct flood damage by 0.3, 4.3, 18.8 and
41.3 million USD for 10, 25, 100, and 200-year events.
Figures 8, 9, 10 and 11 show all scenarios of the return of period in 10, 25, 100 and
200-year, including baseline, future (A1B), adaptation scenarios. Count the quantity
the population live in the high-risk (level 4 and level 5) regions for each scenarios,
shown in Table 7, that would appear the result if the urban has implement the

Table 4 Flood area and percentage with different return periods in CTA

Return
period
(year)

Flooded area (ha) Relative increase
of flooded area (%)

Relative reduce of
flooded area (%)Baseline A1B

scenario
Adaptive

10 101 135 134 33 33

25 191 266 258 39 35

100 385 548 500 42 30

200 526 731 669 39 27

baseline climate change adaptive

Fig. 5 Flood map of 200-year return period under baseline climate change and adaptive
conditions
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Fig. 6 Depth-damage curves for residential, commercial, industrial and cultural zones in Taipei
City [11]
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adaptation measures or not. The risk of future (A1B) is the most serious than other
scenarios. Wenshan and Xinyi district are higher than other districts, due to the high
ratios of the SVI and higher flood depth.

In 10-year return of period, future (A1B) has 4.56 % dwellers (0.11 million) at
high-risk regions. When increasing water retention, the adaptation could reduce to
4.18 % dwellers (99 thousand) at high-risk regions. In 25-year return of period,

Fig. 7 Flood damage map with 200-year return period

Table 5 Flood area with different depths of 200-year event in CTA

Flood depth (m) Flooded area (ha) Relative increase of flooded area (%)

Baseline A1B scenario

0.3–0.5 284.00 366.24 29

0.5–1.0 207.52 304.96 47

1.0–2.0 30.08 52.80 76

2.0–3.0 2.24 4.16 86

3.0+ 2.08 2.72 31

Total 525.92 730.88 39
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Table 6 The total direct flood damage with different return periods in CTA

Return
period
(year)

Total direct damage (million
USD)

Relative increase
of damage (%)

Reduce of damage
(million USD)

Baseline A1B
scenario

Adaptive

10 32.5 44.7 44.4 38 0.3

25 63.4 92.7 88.4 46 4.3

100 135.7 198.1 179.3 46 18.8

200 194.6 279.4 238.1 44 41.3

Baseline Future (A1B)

40 2
Kilometers

RISK

1

2

3

4

5

Adaptation

Fig. 8 Risk Map of 10-year return period
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scenario of baseline has 2.93 % dwellers who are at high-risk regions. And scenario
of future (A1B) increases to 7.44 % dwellers (0.18 million) at high-risk regions. The
adaptation could reduce to 6.35 % dwellers (0.15 million) at high-risk regions. In
100-year return of period, scenario of baseline has 4.12 % dwellers at high-risk
regions. And scenario of future (A1B) increases to 11.92 % dwellers (0.28 million)
who are at high-risk regions. The adaptation could reduce to 11.62 % dwellers (0.27
million) at high-risk regions. In 200-year return of period, scenario of baseline has
4.95 % dwellers at high-risk regions. And scenario of future (A1B) increases to

Baseline Future (A1B)

40 2
Kilometers

RISK

1

2

3

4

5

Adaptation

Fig. 9 Risk Map of 25-year return period
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16.32 % dwellers (0.39 million) at high-risk regions. The adaptation could reduce to
14.53 % dwellers (0.34 million) at high-risk regions.

Finally, nomatterwhat scenarios, the villages are at very high-risk regions (level 5),
there are in Wenshan district, due to the high ratios of the SVI and higher flood depth
(the depth of flood is above 1.0 m).

Baseline Future (A1B)
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Fig. 10 Risk Map of 100-year return period
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Fig. 11 Risk Map of 200-year return period

Table 7 Population in the high-risk regions of CTA

Scenario Return of period Total population of
CTA10

(year)
25
(year)

100
(year)

200
(year)

Baseline 47,841 78,214 110,238 132,242 2,673,226

Future
(A1B)

107,956 176,076 282,151 386,150 2,366,814

Adaptation 99,003 150,390 274,972 343,893
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5 Conclusions

In the study, we compared the pluvial flooding extents and damage of the CTA
under the baseline and the A1B climate scenarios. The hydraulic modelling was
carried out by using the DHI MIKE FLOOD model, which integrates the 1D sewer
network and the 2D overland flow models. The flood damage was evaluated using
the hydraulic modelling results and the CORFU flood damage assessment tool.
Rainfall events with different return periods for both the baseline and the A1B
scenarios were adopted for modelling. The results show that the flooded area could
be up by 40 % and the damage would be 37.5–45 % more due to the increased
rainfall due to the climate change. The adaptive strategy could reduce the flooded
area and the direct flood damage would also reduced by 0.3–41.3 million USD for
10, 25, 100, and 200-year events. With the adaptive by reducing social vulnerability
in flooding areas, the area and population in the high-risk regions could be reduced,
too. This methodology can be combined with envisaged changes in urbanisation
and with any resilience measures, to analyse possible future impacts more
comprehensively.
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Improvement to the Treatment
of the Wave Setup Along Open Boundaries
in the Swan Wave Model

Hafedh Hajji and Delphine Cariou

1 Introduction

Nearshore areas are subjected to complex processes due to gravity of water waves
inducing nearshore circulations. Waves propagating in shallow-waters are modified
by coastal effects such as shoaling, refraction, diffraction, dissipation, and wave-
current interaction. The associated energy and momentum are propagated in the
same direction, but only the energy is dissipated. The excess of momentum flux,
never dissipated, is transferred to the water column resulting in a slope of the water
surface to balance the momentum flux.

To compute the characteristics of wave propagations as well as the wave-
induced setup near-shore, GlobOcean uses the third-generation wave model that
SWAN developed at Delft University of Technology [1].

The SWAN gives satisfactory results, but for some applications it is necessary to
adapt or to improve the source code which is made available by the developers.

The calculation of the increase of mean sea level during hurricanes and deep
depressions is a major difficulty in storm modeling. Consequently, the wave setup is
an important aspect of research to enhance the evaluation of shoreline risks of
damage to coastal infrastructure. Its value can reach 20 % of input waves, depending
on the configuration.

In the present paper, the treatment of the wave setup with SWAN is briefly
introduced. A particular emphasis is made to show the inconvenience encountered
by using the currently available procedure to take into account wave setup on the
open boundary limits when SWAN is nested to SWAN. The new numerical method
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is then presented. The benefits of using the improved SWAN code on embedded
grids are shown through a particular storm study.

Thus, in Sect. 2, the storm ‘Xynthia’ is presented as well as wave setup produced
along the shoreline based on empirical solutions. In Sect. 3, the difficulties in
simulating this extreme event using the SWAN-SWAN nesting are shown. In
Sect. 4, the theoretical and numerical aspects of wave setup as they are defined in
the SWAN model are briefly introduced, our solution to improve the wave setup
treatment of the boundary conditions is presented and finally, the results are ana-
lyzed. The last Sect. 5 contains some concluding remarks.

2 Storm ‘Xynthia’

2.1 The Weather Conditions

On the 28th of February 2010, the French west coast was subjected to a strong
meteorological depression named ‘Xynthia’. It produced a powerful storm surge,
flooding the Pertuis Charentais coast (See Figs. 1 and 2). The storm ‘Xynthia’ was
one of the most important meteorological disasters in several decades in France: on
a human level with 47 victims and on an economic level with widespread sub-
merged areas [2].

Fig. 1 Wind fields (km/h) and isobars (hPa), from NOAA, the 28th of February 12 h
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The damage caused by Xynthia was studied by EGIS Ports, whose activity
involves engineering structures to be resilient against exceptional sea states
including those predicted to arise in time due to climate change. EGIS Ports
inquiries are focused on the high storm surge observed during this event, due to the
conjunction of various natural phenomena: First, a strong tidal coefficient
(102) corresponding to the storm passage increased the sea level. Then, a deep
depression with strong wind fields blowing over from the open sea, during the
storm, reinforced the storm surge (the lowest pressure observed during the storm
was about 970 hpa and the highest gust of wind speed observed was 130 km/h from
a westerly direction, on the 28th of February, on the Pertuis area, (see Fig. 1). Next,
the topography of Pertuis is favorable to strong surge phenomena: The presence of
the ‘île de Ré’ and the ‘île d’Oléron’ is responsible for a Venturi effect accentuating
wind flows in the Pertuis. Finally, the high sea-states arriving perpendicular to the
coast provoked an important wave setup.

2.2 Estimation of the Wave Setup in the Pertuis During
Xynthia Based on Empirical Methods

Unlike SWANwhich uses an approximation of the equation of motion, many authors
based on laboratory and field measurements of wave setup, have suggested empirical
formulae to estimate wave setup at or near the shoreline. Most of these formulae are
based onwave nonlinearity which depends on the parameters H/L0 and h/L0where H
is the wave height, L0 is the wave-length in deep-water and h is the depth.

Yanagishima and Katoh [3] developed for their beach slope (1–60) an empirical
solution linking the wave setup to the deep-water significant wave height ðHosÞ and
wavelength ðLosÞ:

Fig. 2 Location of the Pertuis charentais coast
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g ¼ 0:0520Hos
Los
Hos

� �
ð1Þ

which is also formulated in term of the Iribarren number 10ð Þ:

g ¼ 0:27Hos 10ð Þ0:4 ð2Þ

The authors found reasonable agreement with the theory of Goda [4].
Raubenheimer et al. [5] based on field measurements across the surf zone from

the shoreline to 5 m of water depth proposed the following formula:

g ¼ ð0:019þ 0:003 bf
� ��1ÞHos ð3Þ

where bf is the average slope across the surface zone.
Stockdon et al. [6], provided an empirical parameterization for wave setup under

any natural beach conditions as follow:

g ¼ 0:35bf
ffiffiffiffiffiffiffiffiffiffi
H0L0

p ð4Þ

Assuming that tanðbf Þ � bf , their expression in terms of the Iribarren Number
gives:

g ¼ ð0:3510ÞHos ð5Þ

More recently, Goulay [7] uses the deep-water rms wave height ðHrmsÞ and the
Iribarren Number as follows:

g ¼ 0:35Hrms 10ð Þ0:4 ð6Þ

In addition, graphical methods were established to calculate the wave setup:
The U.S. Army Corps of Engineers 1984 Shore Protection Manual (SPM) gives

the non-dimensional wave setup versus the deep-water wave steepness and the
profile slope at mid depth in the surf zone (see Fig. 3a).

Goda [4] alsopresented agraphicalmethod to calculate the static anddynamicwave
setups due to irregular waves. The guidance gives the nondimensional wave setup
versus deep wave steepness and relative depth within the surface zone (see Fig. 3b).

These empirical formulations were used to estimate the wave setup on two
transects in front of the ‘Hôtel du Département’. Difficulties in choosing a repre-
sentative bathymetric profile were mainly due to the complex topography of the
studied domain. Thus, two closed transects were chosen to evaluate the wave
setup. Figure 4 shows the transects (1) and (2) studied from the open sea to the
‘Hôtel du Département’ and Table 1 gives the wave and depth characteristics of the
offshore point of the two transects. We note that transect (1) is located inside a bay
whereas transect (2) is lies along a relatively steep gradient in depth. Thus, transect
(2) is more exposed to wave-breaking.
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At the starting point of the profiles, the Hs is about 1.8 and 1.9 m for transect
(1) and transect (2), respectively. The equivalent deep-water wavelength is about
205 m for both points. Computing the equivalent deep-water significant wave
height using a de-shoaling coefficient, the deduced wave steepness are about 0.0087
for the northern transect 1 and 0.0093 for the southern transect 2. Using the SPM
and Goda recommendations, the following non-dimensional wave setups are
obtained:

g=H0 ¼ 0:11 ð7Þ

Fig. 3 a Nondimensional wave setup versus deep-water steepness and profile slope (see SPM
1984). b Nondimensional wave setup versus deep-water steepness and profile slope: profile
slope = 1/100 [4]
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g=H0 ¼ 0:12 ð8Þ

The two methods give a similar normalized wave setup.
Table 2 gives the wave setup estimated using empirical solutions near the

shorelines of transects (1) and (2). The empirical methods results vary from 0.5 to
0.32 m for transect (1) and from 0.06 to 0.33 m for transect (2).

SPM, Goda and Yanagishima wave setup values are much closer and Stockdon
et al. and Gourlay gave the highest values whereas Raubenheimer et al. gave the

Fig. 4 Hs (m), Transect 1 (north) and 2 (south) used to estimate the wave setup based on
empirical methods

Table 1 Characteristics of
the first point of the
transects 1 and 2

Transect 1 Transect 2

Hm0 1.78 m 1.91 m

Tp 11.5 s 11.5 s

Depth 5.9 m 5.1 m

Slope 4 % 4 %

Distance 137 m 130 m

Table 2 Wave setup in meter
estimated near-shore line of
transects (1) and (2) using
different empirical methods

Empirical solution Transect 1 Transect 2

Yanagishima and Katoh: Eq. 1 0.24 0.25

Raubenheimer et al.: Eq. 3 0.16 0.18

Stockdon et al.: Eqs. 4 or 5 0.29 0.27

Gourlay: Eq. 6 0.32 0.33

SPM 0.20 0.20

Goda 0.21 0.21
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smallest wave setup. Note that these authors have mentioned that their solutions
estimating the wave setup for water depths greater than 1 m but the theory was
found to under-predict water in shallow water (h < 1 m).

A simulation was undertaken with SWAN version 40.91 without modification of
the source code and with no wave setup imposed at the boundary limit of the local
grid. The resulting wave setup and Hs obtained along the two transects are pre-
sented in Fig. 5a, b.

On the shoreline (depth ≈ 1 m) of transect (1), the wave setup calculated by the
model is about 0.11 m whereas on the shoreline (depth ≈ 1 m) of transect (2) is
more sensible to wave-breaking, the SWAN computed a wave setup of 0.24 m. The
maximum wave setup calculated on this concerned beach was 0.27 m and on
average, the wave setup varies between 0.1 and 0.2 m along the still water shoreline
of this beach (See Fig. 6). Consequently, the empirical methods produce similar
approximations of wave setup compared to the SWAN wave model.

3 Difficulties in Simulating the Wave Setup Using Swan
to Swan Nesting

The wave setup represents an important part of the surge during the Xynthia storm.
Thus, EGIS Ports were interested in inquiring this parameter near the shoreline.

SWAN includes an optional command SETUP which activates the
wave-induced set-up computation, modifying the water level taken into account by
the model. When configuring SWAN-SWAN nesting, SWAN reads the wave
boundary conditions in the relevant output file of the parent grid that are then
transferred to the child grid. However, the wave setup information is not transmitted
in this file. When the wave setup is involved, the user can impose only one value of
wave setup in the child grid. The given value will not cover the open boundaries,
but is applied at the deepest point of the open limit of the computational grid: the
forced wave setup of 0.07 m is applied on the deepest point of the computational
grid and is then propagated to the coast. Consequently, to reproduce the wave setup
propagation in a complex wave model with embedded grids, the user has to read the
wave setup at the boundary of deepest point of the child grid, in the parent grid and
impose it at the deepest point of the limit of the child grid. This tedious work
necessary to propagate the wave setup by the user between the grid simulations is
inaccurate because the wave setup is not imposed on the entire boundary limit of
the child grid and is irreproducible from an user to another because the user can
choose to be more or less conservative depending on the value chosen by them.

To overcome this shortcoming, a solutionwas suggested to facilitate the transfer of
wave setup simulated on the parent grid into the child grid without the intervention of
the user, and as a consequence to increase the accuracy of the wave setup simulations.

This new version was then applied and validated in stationary and non-stationary
modes through a reproduction of the Xynthia wave propagation. Figure 7 shows the
bathymetry offshore of the ‘Hôtel du Département’. The dimensions of this
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Fig. 5 a Evolution of the wave setup and Hs with the depth along the selected transect (1), SWAN
version 40.91. b Evolution of the wave setup and Hs with the depth along the selected transect (2),
SWAN version 40.91
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bathymetric grid were used to propagate the Xynthia storm with the nearshore wave
model SWAN into the entrance of the Pertuis. The storm ‘Xynthia’ brought to the
Pertuis coast a sea-state of Hs = 7.5 m with Tp = 11.4 s on the open sea in the
direction of the coast. Wavelength at an infinite depth is about 200 m. The wave
setup, which is a phenomenon occurring in shallow water is already pertinent
considering this wavelength in these depths.

Consequently, the wave setup has to be considered from the global grid to the
local grid to reproduce correctly this phenomenon. The transfer of the wave setup

Fig. 6 Wave setup in meter in front of the “Hôtel du Département”, SWAN version 40.91

Fig. 7 Bathymetric grid
(m) of the global offshore grid
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from the parent grid to the child grid is essential. This specific event generated a
very significant wave setup, accumulated offshore throughout the period in question
and propagated towards the Pertuis coast. This will be shown in the next section.

4 Reproduction of the Wave Setup During Xynthia
with the Modified Swan Version

4.1 Implementation of the Wave Setup in Swan

Wave setup is the increase of water level within the surf zone due to the transfer of
wave-related momentum to the water column during wave-breaking.

After deleting from the equation of motion all terms involving current velocities,
SWAN retains equilibrium between the wave-induced force and the gradient of the
water table:

Fk þ gd
@1
@xk

¼ 0; ð9Þ

where ζ is the setup, d the depth and Fk is the wave-induced force.
Equation (9) can be used directly to compute the setup if one is concerned only

by one-dimensional case. In order to reduce the number of equations to one, SWAN
uses the observation by Dingemans [8] that wave-driven currents are mainly due to
the divergence-free part of the wave forces whereas the setup is mainly due to the
rotation-free part of the force field. Therefore, SWAN takes the divergence of
Eq. (9) to obtain the following elliptic partial differential equation for ζ:

@Fk

@xk
þ @ðgd @1

@xk
Þ=@xk ¼ 0 ð10Þ

This Poisson equation needs one boundary condition in each point of the
boundary of the computational domain. Two types of boundary conditions are
foreseen; the first one is used on the open boundaries and on the shoreline, defined
as the line where the depth is zero:

Fn þ gd
@1
@n

¼ 0 ð11Þ

It is not possible to use this boundary condition on all boundary points because
there remains an unknown constant. So at one point, for which we take the
boundary point with the largest depth, the setup is assumed to be 0: ζ = 0.

The second type of boundary condition with given value of ζ is also used in
nested models. The setup computed in the larger model is used as boundary
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condition in the nested model. In the child grid, the setup is given in all points of the
outer boundary. On shorelines inside the area again Eq. (5) is used.

When boundary conditions are obtained from a coarse grid SWAN run (gen-
erated in the previous SWAN run with command NESTOUT) only wave spectra are
transferred to the nested grid. If on all points of the outer boundary of the child grid,
the wave-induced setup is significant and differs from point to point, one cannot
consider this variability since only one value has to be given to the child grid. To
take the advantage of the previous SWAN run and the variability of the wave setup
produced on the all boundary points, the SWAN code was modified accordingly.
As with the wave spectra given by the coarse domain, the setup values are trans-
ferred to the child grid.

4.2 Xynthia Modeling

A first reproduction of the propagation of the storm ‘Xynthia’ in the Pertuis
Charentais was undertaken with version 40.91 of SWAN. Three embedded grids
were necessary to transfer the sea-states from the open sea to the ‘Hotel du

Fig. 8 Wave Setup propagation (m) in the Pertuis with swan v40.91
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Département’ passing by the Pertuis d’Antioche. With this SWAN version, the
wave setup at the deepest point at the boundary of the child grid was read on the
parent grid and applied ‘manually’ on the child grid. This inaccurate way to
propagate the wave setup from a grid to another is conservative: The user can apply
a high setup to be secure on the wave setup reproduction on the study location.
Figure 8 shows the wave setup fields through the three embedded grids.

Another reproduction of the propagation of the Xynthia storm was then
undertaken with the updated version of SWAN. The same three grids were used to
transfer the sea-states from the open sea to the ‘Hotel du Département’ passing by
the Pertuis d’Antioche. With this SWAN version, the wave setup at the boundary
points of the child grid is read in the output file of the parent grid and propagated to
the study location. Figure 9 shows the wave setup fields obtained with the updated
version of SWAN.

This new way to take into account the wave setup throughout different grids is
more accurate because this method is automatic and there is no intervention of the
user between the grids. In addition, the exact wave setup is read at the boundary
points of the child grid, contrarily to the first version in which the user impose the
wave setup at the deepest point of the boundary limit. Figure 10 shows the evo-
lution of the wave setup at the boundary limit between the parent and child grid.

Fig. 9 Wave Setup propagation (m) in the Pertuis with SWAN (updated version)
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The first curve of Fig. 10 shows the evolution along the transect on the parent
grid (continuous line) and the child grid (cross-line) with the first manual version.
The imposed wave setup of 0.07 m is applied at the deepest point of the transect.
The setup is re-calculated along the transect depending on the depth. The second
curve shows the same figure obtained with the new automated version of SWAN.

5 Conclusions

In the present paper, the difficulties in simulating wave setup when SWAN code is
used in nested applications are highlighted by considering a case study based on the
2010 storm ‘Xynthia’.

A first analysis of empirical formulations found in the literature and adapted to
our study location was undertaken. Such formulations confirmed that the wave
setup is reasonably reproduced by SWAN in this specific event.

After this succinct validation of the setup simulation with SWAN 2D on the
Xynthia case, the new solution to improve the treatment of wave setup along open
boundaries in SWAN model is presented. The use of this updated code in studying
the case of Xynthia provides a real benefit in the accuracy and ability to simulate
this parameter. Consequently, this new version of SWAN opens up new possibil-
ities for simulating various storms with embedded grids taking into account the
wave setup without the intervention of the user, leading to more robust and
reproducible results.

Fig. 10 Evolution of the wave setup and the depth along the transect separating the Global and
regional grid (top SWAN v40.91; bottom SWAN updated version). The depth is illustrated with
blue line whereas the setup is shown in continuous red line for parent grid and in cross red line for
child grid
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GlobOcean is developing its modeling tools to use unstructured grids to
reproduce the sea-states with SWAN. This kind of grids would improve the setup
simulations.
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Construction of the Numerical Wave
Databases Anemoc-2
on the Mediterranean Sea and the Atlantic
Ocean Through Hindcast Simulations
Over the Period 1979–2010

Anne-Laure Tiberi-Wadier, Amélie Laugel and Michel Benoit

1 Introduction

From 2003 to 2007, CEREMA (Centre for expertise and engineering on risks,
urban, and country planning, environment, and mobility, Brest, France) and EDF
R&D LNHE (National Hydraulic and Environment Laboratory, Chatou, France)
have been collaborating to build two continuous wave databases through numerical
hindcast simulations. The first one covers the North-East part of the Atlantic Ocean,
the English Channel, and the North Sea [2, 3]. The second one covers the
Mediterranean Sea [12, 13].

These first versions of the databases, called ANEMOC, for “Atlas Numérique
d’Etats de Mer Océanique et Côtier” (i.e. Numerical Atlas of Oceanic and Coastal
Sea States), are available through Internet since 2008 (see: http://anemoc.cetmef.
developpement-durable.gouv.fr/). Wave climate analyses were performed based on
the simulated time series (distributions of individual sea-state parameters, seasonal
effects, estimation of extreme values, etc.). These data have been used in a number
of research projects and engineering studies.

In order to ameliorate these results, and complementary to other wave databases
[5, 6], from 2010 to 2013, these institutes continued their collaboration, through the
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Saint-Venant Laboratory, in order to create new versions of these wave databases
called ANEMOC-2. Following improvements have been made:

i. The Atlantic model covers a larger area: main parts of the Atlantic Ocean, from
63°S to 80°N;

ii. The temporal coverage of the atlases is larger: 32 years, from 1979 to 2010;
iii. Wave spectrum discretization is finer: 36 directions and 32 frequencies (from

0.0345 to 0.66 Hz, corresponding to periods from 1.5 to 29 s);
iv. The resolution of the wind field used for forcing the wave model is finer in time

and space: 1 h and 0.312° × 0.312° resolution;
v. The computational grids are refined: resolution of about 800 m to 1 km along

the French coasts.

This article presents the construction of the wave models ANEMOC-2 and their
associated results. The methodology is described, focusing with more details and
results on the Mediterranean model of ANEMOC-2, then results of both
Mediterranean Sea and Atlantic Ocean atlases are expressed. Section 2 presents the
setup of the models and wind data used as forcing. Section 3 is devoted to the
calibration step using altimetry data, and highlights the accuracy of the wave model
ANEMOC-2 compared to satellite measurements. In Sect. 4, comparisons of the
wave simulations with buoy measurements are achieved, first for the validation step
and then focusing on particular storm events. Finally, conclusion and perspectives
are exposed in Sect. 5.

2 Setup of the Wave Models

2.1 The Spectral Wave Code TOMAWAC

The simulations are performed with the numerical wave model TOMAWAC [1],
which is a third generation spectral model, solving the wave action density balance
equation. TOMAWAC is a module of TELEMAC-MASCARET hydro-informatics
suite (www.opentelemac.org). It models the evolution in space and time of the
directional wave spectrum under unsteady wind forcing. It can take into account the
input of energy from the wind, nonlinear wave-wave interactions, dissipation due to
white-capping, bottom friction, and depth-induced breaking in shallow water.
TOMAWAC is very suitable for coastal modeling applications as the computations
are performed on unstructured irregular grids. This allows refining the computa-
tional mesh in areas of interest and in case of complex bathymetry and shoreline.

For the present version of ANEMOC-2, tidal and current effects are not taken
into account. The models are run with water depths corresponding to the mean tidal
level. The wave spectrum is divided into 32 frequencies (from 0.034 to 0.66 Hz,
i.e., from 1.5 to 29 s) and 36 directions (constant angular resolution of 10°). All
ANEMOC-2 models have been constructed over 32 years (1979–2010).
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Regarding physical processes, the Mediterranean model and the oceanic Atlantic
model include the effects of wind input, nonlinear wave-wave interactions, and
dissipation due to white-capping. Bottom friction dissipation and dissipation
through depth-induced breaking are taken into account for the Atlantic coastal
model only.

A set of seven sea state parameters are calculated from the directional spectra
and stored on output with a 1-hour resolution: (i) significant wave height,
(ii) energetic period, (iii) mean period, (iv) peak period, (v) mean direction,
(vi) angular spreading, and (vii) wave power.

2.2 The Mediterranean Wave Model

The Mediterranean wave model covers the whole Mediterranean Sea, from 30° to
46° North in latitude, and from 6° West to 37° East in longitude. The size of the
mesh is variable. It is about 800 m along the French coasts, from 3 to 8 km along
the Spanish and Italian coasts, about 25 km along North Africa coasts and a
maximum resolution of 50 km is imposed over the rest of the domain. The mesh is
composed of 15,343 nodes and 28,159 elements. Bathymetry data are derived from
the Europe base (LEGOS). Figure 1 represents the mesh used in the simulations and
the associated mean sea level bathymetry.

No wave spectrum is imposed at the boundaries of this model. We consider that
the waves are generated only inside the model due to wind forcing.

The computational time step for this model is 100 s. Each year is simulated
independently, starting the simulation on the 22nd of December of the previous
year to initialize the model. It takes about 30 h to simulate a whole year by
performing a parallel computation on 12 processors.

Fig. 1 Bathymetry, resolution and spatial domain of the Mediterranean model of ANEMOC-2
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2.3 The Atlantic Wave Models

The Atlantic Ocean is modeled by means of two unstructured nested grids. The first
grid covers the Atlantic Ocean (Fig. 2a) from 63°S to 80°N with a resolution of
1.875° in the southern hemisphere, increasing up to 0.6° in the North East Atlantic
to finally match with 20 and 10 km resolution along the European and French
coasts, respectively (Fig. 2b). This “oceanic” grid provides wave spectra boundary
conditions to the second mesh, named “coastal” grid and focusing on the Atlantic,
English Channel, and North Sea French coasts (Fig. 2c). The coastal grid covers the
English Channel and reaches the UK coast with a resolution of 3 to 4 km. It also
covers the Atlantic and North Sea French shoreline from the 100 m depth isobaths
and reaches the French coast with a 1 km resolution. Both grids have been con-
structed at mean sea level using Gebco (www.gebco.net) and Europe (LEGOS)
bathymetric databases. The oceanic mesh comprises 13,426 nodes and 22,548
elements, while the coastal one comprises 16,295 nodes and 29,018 elements.

The time steps for the oceanic and coastal models are 300 and 180 s, respec-
tively. One-year simulation lasts about 8 and 12 h for the each model on a 24
processors computer.

2.4 Wind Data Used to Force the Models

The wave models are forced with the 10 m wind fields from the Climate Forecast
System Reanalysis (CFSR) database [15] from the National Oceanic and
Atmospheric Administration (NOAA). Wind components are provided every hour,
on a regular grid with resolution of 0.312° over a period of 32 years, from 1979 to

Fig. 2 Bathymetry, resolution and spatial domains of Oceanic a, b and Coastal c meshes of
ANEMOC-2. Black node locates of the Cap Ferret buoy
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2010. Their high spatial and temporal resolutions promote their use as an alternative
to reanalysis with a 6-hour time resolution. Therefore, a better representation of the
storm events is expected, in particular regarding the times of the peak of the storms.
These wind fields are linearly interpolated on the computational grids shown on
Figs. 1 and 2.

3 Calibration of the Wave Models

3.1 General Methodology and Data

In the study, the numerical wave models have been calibrated by comparing the
results of the simulations with the altimeter measurements from the GlobWave
database ([14], www.globwave.org). This database provides altimeter observations
of calibrated significant wave height Hm0 for a set of eight satellites, over the period
1985–2014.

For the calibration step, simulations results of Hm0 are linearly interpolated in
space and time on the satellite tracks. Once this collocation step is achieved, two
sets of data are considered: the observed series (xi), and the simulated series (yi).
To assess and quantify the matching between both, four statistical parameters are
calculated, as defined in Table 1. These statistical parameters are computed on
various domains with different sizes: the whole computational domain, or
sub-domains in areas of interest, or at the scale of cells of 0.5° × 0.5° or
1° × 1°.

Several methods have been tested to optimize calibration: (i) test of different
combinations of physical laws implemented in TOMAWAC concerning generation,
dissipation and energy transfer, (ii) modification of the coefficients in the physical
laws, (iii) calibrating wind fields by comparison quantile/quantile with scatterom-
eters measurements, and (iv) adjusting the elevation of the wind imposed in the
model.

After comparing these various options, we decided not to modify the wind fields
but to select the most accurate physical source and sink terms (option (i) above),
and if necessary modifying their default parameters and setting (option (ii) above).

Table 1 Statistical parameters used to compare series of simulations results (yi) with reference
date (xi)

Bias Root mean square error (RMSE) Scatter index Symmetric slope
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3.2 Calibration of the Mediterranean Model

3.2.1 Altimeter Data Used for the Calibration

In order to calibrate the Mediterranean wave model, observations of Hm0 from
satellites Envisat (2002–2012) and ERS-2 (1995–2009) are used. Indeed, these
satellites offer a good spatial coverage over the Mediterranean Sea of about 80 km
between tracks, with a return period of 35 days.

Figure 3 shows the number of satellite measurements per cells of 0.5° × 0.5° in
size over the Mediterranean Sea during the period 2003–2005. This figure shows
that altimeter measurement coverage is dense enough to allow the calculation of
statistics, especially on the west Mediterranean area (more than 200/300 mea-
surements over each cell of 0.5° × 0.5°).

The selected parameterization of the Mediterranean model ANEMOC-2 corre-
sponds to: (i) Janssen parametrization [9, 10] for the wind-wave induced genera-
tion, (ii) Discrete Interaction Approximation [8] for the nonlinear quadruplet
interactions and (iii) Komen et al. parameterization [11] for the white-capping
dissipation. In this formulation, the dissipation coefficient has been lowered to 3.2
and the weighting coefficient to 0.4. Indeed, the modification of these two coeffi-
cients avoids too much underestimation of the wave height.

3.2.2 Maps of Statistical Parameters

As results, the plots of Fig. 4 represent the statistical parameters calculated for the
significant wave height Hm0 between ANEMOC-2 results and the altimeter mea-
surements, on cells of 0.5° × 0.5° over the period 2003–2005 on the west
Mediterranean Sea which is our area of interest.

Fig. 3 Number of altimeter measurements from ENVISAT and ERS-2 between 2003 and 2005
over the Mediterranean Sea
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In comparison with altimeter data, ANEMOC-2 has a negative bias in the area
around Corsica, at the East of Marseille and along the Italian and Spanish coast.
This means that the wave model slightly underestimates the altimeters observations
in these areas. On the contrary, it presents a positive bias in the area of the Lion
Gulf and more generally offshore, corresponding to a slight overestimation of Hm0

from the wave model. However, ANEMOC-2 results show a bias between −10 and
10 cm over a large area, which is quite a good approximation of the observations.

The analysis provided by the other statistical indices corroborates these results.
At the South of the Balearics, the root mean square error (RMSE) is between 25 and
30 cm. It increases and reaches about 50 cm near the French coast, and occasionally
exceeds 50 cm. The scatter index shows a variation similar to that of the RMSE.
The statistics are better offshore than in coastal areas. It is about 10 to 25 % off-
shore, and reaches 25 to 35 % near the French coast. The higher values are at the
East of Corsica (45 % locally). The values calculated for the symmetric slope are
similar to the values of the bias, and so confirm the areas of overestimation and
underestimation of the wave atlas.

This difference between offshore and coastal area could be explained by two
reasons: (i) the complex orography of the Mediterranean coast involves compli-
cations for the simulation of atmospheric forcing in a first time, and then for the
simulation of shallow water physical processes in the wave model and (ii) the
altimetry observations are biased in the vicinity of the shoreline because of the
instrument initialization needed in case of altimeter path from the land to the ocean.
Therefore, the validation step provided by means of coastal buoy will help to define
the accuracy of ANEMOC-2 in coastal area.

3.2.3 Scatter Plots

The comparison between altimeter measurements and simulation wave fields has
shown that depending on the areas, the wave model does not offer the same
characteristics. Figure 5 represents the scatter plots for simulations wave height and
altimeter measurements over the period 2003–2005. Three different areas are
considered, which are shown by the plots of Fig. 5a, d, g. Green points represents

Fig. 4 Bias, RMSE, scatter index and symmetric slope between ANEMOC-2 Hm0 wave height
and the altimeters measurements over the period 2003–2005
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from the 10th to the 90th percentile and pink points represents from the 91th to the
99th percentile. The 90th percentile is indicated with an arrow. In each line of
graphics, the first figure represents the area considered for the calculation (Fig. 5a,
d, g), the second one represents the scatter plot for the whole distribution (Fig. 5b, e,
h), and the last one (Fig. 5c, f, i) represents a zoom focusing on the waves height
inferior to 3 m, corresponding approximately to the 80th or 90th percentile.

In the first area, the scatter plot shows that ANEMOC-2 results are very good up
to the 90th percentile. From the 90th to the 95th percentile, we see a moderate
overestimation. The overestimation is larger for waves higher than the 95th per-
centile. The tail of the distribution (values higher than the 99th percentile) is not
very well modeled. The overestimation is 3.6 % for the 90th percentile and it is
about 13 % for the 99th percentile.

Fig. 5 Scatter plots of simulations wave height Hm0 and altimeter measurements over three areas
of the Mediterranean Sea
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In the second area in which the bias is positive, the scatter plot shows that
ANEMOC-2 results are good up to the 96th percentile. For higher values, we see a
moderate overestimation. For the 90th percentile, we see 2 % of underestimation.
The overestimation is about 14 % for the 99th percentile.

Finally, the third area in which the bias is negative, the scatter plot shows that
ANEMOC-2 slightly underestimates the wave values between the 40th and the 93th
percentile. For the higher percentiles, we always notice an overestimation, but less
than in the second area.

3.3 Calibration of the Atlantic Model

The calibration of the Atlantic model was performed over the period 2000–2009
with the GlobWave altimeters [14] from Topex/Poseidon, ERS-2, Geosat Follow
On, Envisat, Jason-1, and Jason-2. It allowed to select the best parameterization of
TOMAWAC for this oceanic model, which corresponds to the combination of the
Janssen model [9, 10] for the wind-wave induced generation, the so-called BAJ
parameterization [4] for the white-capping dissipation and the Discrete Interaction
Approximation (DIA) for the nonlinear quadruplet interactions [8]. The parame-
terization of the coastal model is similar for these three physical processing, while
dissipation terms from Thornton and Guza [16] and from the JONSWAP campaign
[7] are respectively added for the bathymetric breaking and the bottom friction
processes.

As a result of the calibration step, Fig. 6 illustrates the bias between the
ANEMOC-2 Hm0 and the six altimeters observations over the period 2007-2009
focusing on the Bay of Biscay and North Sea areas over a grid a 1° × 1°. Over the
North East Atlantic Ocean, the bias varies between ± 10 cm which corresponds to a
quite good reproduction of the Hm0. To be more specific, the bias value is −6 cm in
the Bay of Biscay and −5 cm in the North Sea area, corresponding, respectively, to
scatter index of 12 and 13 % and to RMSE of 37 and 34 cm. Therefore, this analysis
characterizes the slight underestimation of the Hm0 from ANEMOC-2 in compar-
ison to the altimeter observations.

4 Validation of the Models Against Buoy Data

4.1 General Methodology

After the calibration step, the simulation results were validated by comparison with
uncorrelated measurements from buoy data. The data sets used here are fully
independent from the ones used in the previous section.
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4.2 Validation of the Mediterranean Model

4.2.1 Buoy Data Used for the Validation

To validate the Mediterranean model, 23 buoys located in the west Mediterranean
Sea have been used (see Fig. 7). Table 2 shows their period of measurement
beginning in 1998, where dark colors represent an annual temporal coverage greater
than 50 %. Each color corresponds to the databases providing observations:
Candhis and Météo-France along the French coast, RON (Rete Ondametrica
Nazionale) along the Italian coast and XIOM (Xarxa d’Instrumentacion
Oceanografica I Meteorologica) along the Spanish coast.

4.2.2 Statistical Parameter Calculated with Buoy Data

Table 3 shows the statistical parameters bias, RMSE, scatter index, and symmetric
slope calculated over the period 2002–2008 with the available buoy data during this
period. White cells correspond to the significant wave height Hm0, and gray ones to
the mean period T02.

Fig. 6 Spatial repartition of the bias (m) between Hm0 from ANEMOC-2 and GlobWave
altimeters over the period 2007–2009 focusing on the Bay of Biscay and North Sea areas over a
grid of 1° × 1° resolution. Black node locates of the Gascogne buoy
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The bias between simulations and buoy measurements is low for the significant
wave height, except on Porquerolles, Nice, and Cap Corse buoys, for which the bias is
negative and quite important (between −13 and −41 cm). Apart from these three
buoys, the accuracy of simulation results is homogeneous. Bias is almost always
negative on buoys. RMSE shows errors between 3 and 8 cm for coastal buoys, which
is satisfactory. Scatter index is about 30 to 40 %. Symmetric slope is often equal or
lower than 1, which reflects the underestimation trend of the database on the buoys.

Fig. 7 Buoys location in the West Mediterranean Sea

Table 2 Temporal coverage of buoy measurements used for the validation step of the
Mediterranean model of ANEMOC-2
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We can notice that the statistical parameters highlight better simulations of the
significant wave height than the mean period. As example, the negative bias
between T02 simulations and observations is approximately −1 s for the coastal
buoys, and reaches −1.8 s for the offshore buoys.

4.2.3 Scatter Plot for the Comparison with Buoy Data

Figure 8 shows scatter plots for the simulation wave height Hm0 and data of
Banyuls, Camargue, Nice and Azur buoys.

Table 3 Statistical parameters between simulations results and in situ observations over the
period 2002–2008

Buoys/Statistic indices Bias RMSE Scatter index Symmetric
slope

Hm0

(cm)
T02

(s)
Hm0

(cm)
T02
(s)

Hm0

(%)
T02
(%)

Hm0 T02

Offshore
buoys

Lion 5 −1.4 22 1.1 25 31 1.1 0.7
Azur −4 −1.8 11 2.5 28 43 1.0 0.7

French
buoys
(Candhis
database)

Banuyls −9 −0.8 7 0.5 31 26 1.0 0.9
Leucate −13 −0.6 7 0.9 36 30 0.9 0.9
Sète −9 −0.6 5 0.6 30 27 0.9 0.9
Sète
Frontignan

−9 −1.0 4 1.2 30 36 0.9 0.8

Espiguette −11 −0.6 8 0.8 29 27 1.0 0.9
Camargue −5 −0.7 5 0.4 28 24 1.0 0.8
Port-de-Bouc 1 −0.7 3 0.5 26 27 1.1 0.8
Marseille −6 −1.1 7 0.9 41 36 0.9 0.7
Porquerolles −41 −0.8 26 0.4 39 22 0.7 0.8
Nice −13 −1.2 5 0.7 37 33 0.8 0.8
Cap Corse −19 −0.6 24 0.7 30 21 0.9 0.9
Bastia −8 −1.0 3 0.4 37 30 0.9 0.8

Italian
buoys
(RON
database)

Alghero −3 −0.8 8 2.0 20 32 1.0 0.8
Cetraro 1 −1.1 6 3.4 26 43 1.0 0.7
La Spezia −13 −0.5 6 1.5 28 30 0.9 0.9
Mazara 1 −0.7 7 1.0 20 26 1.0 0.9

Fig. 8 Scatter plots between wave height Hm0 simulations and measurements of offshore and
coastal buoys over the period 2002–2008 (see temporal coverage of buoy measurements Table 2)
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For the three buoys Camargue, Banyuls, and Azur, even if the global bias is
slightly negative, the tail of the distribution (for the wave height higher than the
90th percentile for Azur, and than the 95th percentile for the two others) is over-
estimated. On the contrary, Nice buoy tends to underestimate the whole distribu-
tion. On this buoy, simulations seem to show a constant bias for all the wave height.

4.2.4 Study of a Storm Event: From 7th to 22nd of December, 2008

Figure 9 compares significant wave height Hm0 and mean period T02 calculated by
the wave model and measured by the offshore buoy Azur (−2430 m), and the two
coastal buoys Nice (−270 m) and Porquerolles (−90 m)—see location Fig. 7.
Figure 9 a–c compare the Hm0 for ANEMOC-2 and in situ observations, and
Fig. 9d–f compare T02. Figure 9a and d represents Azur buoy, 9b, e represent Nice
buoy and 9c, f represent Porquerolles buoy.

In offshore and coastal areas, a good agreement is observed between
ANEMOC-2 and buoys measurements for both Hm0 and T02. During this storm,
peaks of Hm0 coincide with peaks measured by the buoys. We can notice a slightly
underestimation of the simulations after the peak of the event.

Variations of wave period are also well simulated on the three buoys. However,
at the end of the event, the model underestimates the period on Azur and Nice
buoys (*2 s). Near the coast, for Nice and Porquerolles buoys, period is overes-
timated at the peaks of the event (*2 s).

Fig. 9 Comparison of ANEMOC-2 results and in situ observations during the storm from 7th to
22nd of December, 2008. Configurations a, b, and c correspond to Hm0 at Azur, Nice, and
Porquerolles buoys, respectively, and configurations d, e, and f correspond to T02 at Azur, Nice
and Porquerolles buoys, respectively
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4.3 Validation of the Atlantic Model

4.3.1 Comparison with Buoy Data

Météo-France and Candhis buoys have been used to validate the oceanic and
coastal models over the period 1996-2009. As example, the quantile-quantile dia-
gram (Fig. 10) of the Hm0 at the Gascogne buoy (see location Fig. 6) indicates the
good correspondence between simulations and in situ observations until 7 m, then
ANEMOC-2 tends to overestimate the highest value of Hm0.

At coastal locations, the validation step informs about the good reproduction of
the Hm0 and the mean period T02 along the Atlantic shoreline, while results slightly
degrade along the English Channel and North Sea where wave-current interactions
should be taken into account as tidal effects are significant in these areas.

4.3.2 Study of a Storm Event: From 6th to 16th of February, 2009

The night between 9th and 10th of February 2009, the storm Quinten hit the
Atlantic French coast with strong winds reaching 140 km/h at La Pointe du Raz
(Brittany). Figure 11 shows the ability of the ANEMOC-2 significant wave height
Hm0 and mean period T02 to reproduce the wave climate during this extreme event
at two locations: the Gascogne buoy (−4500 m, see location Fig. 6) and the Cap
Ferret buoy (−54 m, see location Fig. 2c). Configurations Fig. 11a, b compare the
Hm0 of ANEMOC-2 and in situ observations in both offshore and coastal areas. In
addition, configurations Fig. 11c, d compare the T02 between simulations and
observations for both locations.

A general good agreement can be found between ANEMOC-2 and observations
for Hm0 and T02 in oceanic and coastal areas. Between 6th and 16th of February
2014, in situ observations characterized the storm Quinten by two peaks of Hm0,

Fig. 10 Quantile-quantile
diagram of ANEMOC-2 Hm0

(m) and Gascogne buoy
observations built over the
period 1998–2009
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also well reproduced by ANEMOC-2. The highest of both peaks reaches a Hm0 of
about 10 m at the Gascogne buoy and up to 8 m at the Cap Ferret buoy. For this
storm, it can be seen that ANEMOC-2 slightly overestimate the peak of Hm0

(*1 m) at Gascogne buoy, and slightly underestimate it at the Cap Ferret buoy
(0.60 m). In addition, mean period T02 from ANEMOC-2 reproduces quite well the
variations of the observations, while its value slightly underestimates them (*1 s).

5 Conclusion

Two new numerical wave databases, called ANEMOC-2, have been built over the
period 1979–2010 covering the Mediterranean Sea and the Atlantic Ocean, and
focusing on the French coasts. They provide several wave parameters (significant
wave height Hm0, mean period T02, peak period Tp, mean direction θm,…) with a
high spatial (800 m to 1 km along the French coasts) and temporal (1 h) resolution.
The methodology developed to construct these databases has been explained,
focusing on the Mediterranean model: parameterization of the TOMAWAC wave
model, calibration and validation steps by means of altimetry and in situ obser-
vations, respectively. Their analyses provide an assessment of many characteristics
of both databases. For example, in offshore areas, the comparison with altimeter
wave heights shows that the absolute value of the bias is lower than 10 cm over
large areas. This bias also informs that in the Bay of Biscay and in the eastern part
of Corsica, ANEMOC-2 slightly underestimates mean values of Hm0, while the
wave atlases slightly overestimates them in the south of France and North Sea areas.
In addition, the validation step shows that the bias on the Mediterranean coastal
buoys is almost always negative, while it remains acceptable with a bias lower than
10 cm for most of cases.

Furthermore, ANEMOC-2 ability to reproduce extreme wave climate has been
highlighted by analysis of two particular storm. For five locations, numerical
simulations and in situ observations of Hm0 and T02 have been compared. On the
one hand, the study of Quinten storm peak shows that the Atlantic model tends to
overestimates highest values of Hm0 at some places, as seen at the Gascogne buoy
for instance, while it also appears to slightly underestimate the Hm0 highest value at

Fig. 11 Comparison of ANEMOC-2 results and in situ observations during the Quinten storm
(6th to 16th of February 2009). Configurations a and b correspond to Hm0 at Gascogne and Cap
Ferret buoys, respectively and configurations c and d correspond to T02 at Gascogne buoy and Cap
Ferret respectively
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other places, as seen on the coastal Cap Ferret buoy. On the other hand, the study
has shown that the Mediterranean model slightly overestimates the highest Hm0

even in areas where the mean values of Hm0 are slightly underestimated. Therefore
it will not cause any underestimation of Hm0 highest values, which is a highly
valuable characteristic.

Finally, ANEMOC-2 databases will benefit from future improvements. For
example, wave-current interactions will be taken into account in the coastal model
around the Atlantic, English Channel, and North Sea French coast where tidal
effects are important. The spectral decomposition will also be applied to better
separate and characterize the wind sea and swell components. Lastly, ANEMOC-2
databases will be updated by means of CFSRv2 reanalysis for the years 2011 and
following ones.
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Evolution of Surge Levels Inside Harbour
Basins: The Case of Le Havre Harbour

Vanessya Laborie, Philippe Sergent and François Hissel

1 Introduction

The Office of Major Risks of the Seine Estuary (ORMES), the Greater Maritime
Port Council of Le Havre (GPMH) and CEREMA, among others, decided to carry
out common studies on submersions inside the urban and the industrial port area of
Le Havre. A Technical Commission for the Study and Evaluation of Maritime
Submersions in the Seine Estuary was created to improve the collective knowledge
on physical processes linked to maritime surge levels that may occur in the future or
that already took place in the past.

The objectives of the project are:

• to get a better knowledge of water levels and wave heights near the coast;
• to determine the location of water entrance in inlands and to calculate the

volumes of waters inside harbour basins, at the mouth of the Seine Estuary and
in storage areas of the floodplain;

• to get better knowledge of the exposure of elements at stake to submersion
hazard.

That is why a hydrodynamic model of surge levels and associated submersions
in the Seine bay has been built, in order to: improve the knowledge about the
interactions between waves, currents, tide and surge levels inside the Seine Estuary
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and in harbour basins; bring better knowledge about the phenomenon of submer-
sion waves in harbours and, in particular, about harbour seiches and amplification
of the surge level signal from the sea to the harbour basins.

2 Study Site and Description of the Numerical Model

The study site is the Seine Bay. A two-dimensional numerical model of the Seine
Estuary based on the shallow water equations has been developed, based on an
existing model of downstream Seine, in order to simulate water levels at the mouth
of the river and in the estuary and to evaluate the ability of the numerical model to
reproduce harbour seiches in the harbour basin called René Coty. This model,
whose bathymetry has been updated for the current study with more recent data
provided by the GPMR and the GPMH and for the south-eastern part of the model
with EMODNET data [1], has initially been built and used to assess the impact of
new buildings in the harbour Port 2000 [2] and is based on TELEMAC2D [3].

The model covers the entire Seine bay up to Tancarville bridge on the Seine
river. As shown in Fig. 1, its maritime boundary takes an east to west direction from
Antifer to Ouistreham. Upstream, the model takes into account water levels or flow
rates of the Seine River at Tancarville.

This two-dimensional model does not take into account overflow from the
stream beds of the Seine river to the floodplain. The model features 96876 finite
elements and is composed of 49740 nodes. Its mesh is represented in Fig. 1. It is
about 55 km long from east to west and 45 km long from south to north.

Fig. 1 Extension and location of the numerical model of the Seine Estuary (on the left) and
bathymetry of the numerical model (on the right)
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3 Data and Simulation Parameters

In a first step, some input data have been collected to feed the model for storms
Johanna, which occurred in 2008 (March, 10th) and Xynthia in 2010 (February 27
and 28). To study seiches, the additional storm event of 2004 was also investigated.
Three kinds of data have been collected: winds and pressure fields upon the interest
area, the tide signal at the maritime boundary and water levels of the Seine river at
Tancarville.

3.1 River Flow and Water Levels of the Seine River

At the eastern part of the model, at Tancarville bridge, water levels were given by
the port of Rouen for 2004, 2008 and 2010. Forcing the numerical model with flow
discharges instead of water levels at Tancarville bridge was also tested with no
obvious benefit on the quality of results in the area of Le Havre harbour.

3.2 Winds and Pressure Fields

The winds and pressure fields considered for this study are CFSR (Climate
Forecasting System Reanalysis) data provided by the NOAA (American National
Oceanic and Atmospheric Administration). The resolution of the climatic model is
about 0.312 and the temporal step is 1 h [4]. CFSR data were spatially interpolated
on our study area to feed the model with the intensity and direction of the wind at
each node of the mesh of the numerical model.

3.3 Maritime Boundary Conditions

The global signal at the maritime boundary of the model, located on a line linking
Ouistreham and Antifer, as shown in Fig. 1, is the sum of two components: the
predicted tide and the meteorological surge level. Both have been provided by a
numerical model for surge levels on the Atlantic coast developed in Saint-Venant
hydraulics laboratory and described in [4]. This numerical model has been cali-
brated on maregraphic data observed in 18 harbours located along the French
coastline and for 10 events among which Johanna, Xynthia and 2004 storms. It is
forced by the NEA (North East Atlantic) atlas (Prior solution) provided by LEGOS
and, as the numerical model of the Seine bay, it uses CFSR winds and pressure
fields.
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4 Calibration of the Numerical Model on Johanna
and Xynthia Storms

4.1 Calibration Methodology

The calibration of the numerical model consists in the adjustment of numerical
parameters, which are the friction coefficient and the influence coefficient of the
wind, to minimize some statistical indicators evaluating the difference between
water levels predicted by the numerical model at several locations in the Seine Bay
(6 locations for Xynthia event and 7 locations for Johanna storm). These calibration
points are represented in Fig. 2.

The statistical indicators are: the absolute difference between observations and
rephased numerical results (i.e., considering that the peaks of both signal, calculated
and observed, occur at the same time), the elapsed time between the moment at
which the numerical model predicts high tides and low waters and the moment at
which they were really observed, the difference between water levels at the storm
peak and the standard deviation of the error of water levels obtained for peaks at
low waters and high tides. The two former indicators are the most important
considered in the following of the study.

4.2 Calibration on Johanna Storm

The first event on which the numerical model of the Seine Bay was calibrated is
Johanna, which occurred on 9 and 10 March 2008. It reached north-west Europe
during high tide coefficients and provoked a lot of damage [5].

Calculations are realised on the time slice between 4th and 13th March 2008.
The duration of simulations is about 10 days, i.e. 776,700 s and the storm peak
occurred at about 560,000 s after the beginning of simulation. Figure 3 presents
results obtained near Port 2000, as shown in Fig. 2.

Fig. 2 Location of available
maregraphic data for the
calibration of the numerical
model of the Seine Bay for
Johanna and Xynthia events
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Table 1 summarizes the calibration results in terms of indicators for Johanna, as
already described in Sect. 4.1.

As water levels at Tancarville are the measurements, the fact that the error there
is 0 is normal.

For other calibration points, the average error is less than 5 cm, except for
Antifer, Fatouville and Port 2000, where it reaches 15 cm. As the bad representation
of one peak can roughly influence the average error and considering both the
standard deviation of numerical results around observations which is about 10 cm
and the error at the peak storm, which is smaller than 15 cm except at Fatouville,
the numerical model can be considered as calibrated for Johanna storm. It can be
noticed that water levels are particularly well represented by the numerical model
during this event at Honfleur, Balise A and Quai Meunier.

4.3 Calibration on Xynthia Storm

The second event on which the numerical model of the Seine Bay was also cali-
brated (together with Johanna to improve the results for both events) is Xynthia,
which occurred on 27th and 28th February 2010. Xynthia was a severe European
windstorm, with a powerful storm surge topped by battering waves up to 7.5 m

Fig. 3 Comparison between measurements and numerical results at Port 2000 for Johanna storm
(UW = high tides; LW = low waters)
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high, hitting at high tide, which crossed Western Europe between 27th February
and 1st March 2010. It reached a minimum pressure of 967 mb on 27th February. In
France, at least 51 people were killed, with 12 more said to be missing [6].

Calculations are realised on the time slice between 24th February and 2nd March
2010. The duration of simulations is about 7 days, i.e. 518,400 s and the storm peak
occurred at about 377,400 s after the beginning of the simulation. Figure 4 repre-
sents the minimum and maximum errors between TELEMAC results and obser-
vations at eight locations at high tides and the error at the storm peak for Xynthia
storm.

Table 1 Results for Johanna event in terms of indicators evaluating the difference between
TELEMAC numerical results and observations at high tide peaks

Location Maximum
error (m)

Minimum
error (m)

Average
error (m)

Standard
deviation of
the error (m)

Absolute error
for the storm
peak (m)

Tancarville 0.0 0.0 0.0 0.0 0.0

Fatouville 0.33 −0.10 0.13 0.11 0.31

Honfleur 0.34 −0.12 0.01 0.12 −0.03

Balise A 0.26 −0.15 −0.03 0.11 0.09

René Coty
basin

0.30 −0.11 0.01 0.11 0.12

Quai
Meunier

0.40 −0.05 0.05 0.11 0.00

Port 2000 0.47 0.04 0.15 0.10 0.13

Antifer 0.53 0.10 0.21 0.10 0.20

Fig. 4 Comparison between measurements and numerical results at eight sites for Xynthia storm
at high tides
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Table 2 summarizes the calibration results in terms of indicators for Xynthia, as
already described in Sect. 4.1.

As Fig. 3 and Table 2 stress it out, the numerical model is well adjusted at high
tides, particularly at Le Havre Quai Meunier at the storm peak. The average error is
less than 10 cm at each validation point, except at Antifer. Nevertheless, the only
way to fit better with Antifer observations would be the calibration of the numerical
model of surge levels along the Atlantic Coast at Antifer. Indeed, Antifer belongs to
the maritime boundary of the numerical model of the Seine Bay and the tide signal
at this point is the tide signal calculated by the surge levels’ numerical model.

4.4 Conclusions About the Calibration of the Numerical
Model of the Seine Estuary

As Tables 1 and 2 show, numerical results for Johanna and Xynthia storms show an
average error smaller than 5 cm at le Havre Quai Meunier and in René Coty harbour
basin. The absolute error at the storm peak is less than 1 cm at the former location
for both storm events and around 10 cm inside of the latter for Johanna. Indeed, no
data was available at this location for Xynthia.

As the purpose of the study was to study the processus of the seiches inside of Le
Havre harbour, the numerical model of the Seine Bay fed by the numerical model of
surge levels on the Atlantic Coast and CFSR data was considered to be calibrated.

5 Study of Seiches Inside of “Rene Coty” Harbour Basin

As data in René Coty harbour basin were available for 2008 (Johanna) and 2004
events, the processes of seiches inside the harbour basin named René Coty were
studied for these two events. Johanna is described in Sect. 4.2 and in [5]. The 2004

Table 2 Results for Xynthia event in terms of indicators evaluating the difference between
TELEMAC numerical results and observations

Location Maximum
error (m)

Minimum
error (m)

Average
error (m)

Standard
deviation of
the error (m)

Absolute error
for the storm
peak (m)

Tancarville 0.0 0.0 0.0 0.0 0.0

Fatouville 0.42 −0.06 0.10 0.17 0.42

Honfleur −0.01 −0.17 −0.08 0.07 −0.17

Balise A 0.05 −0.20 −0.06 0.09 −0.20

Quai
Meunier

0.02 −0.16 −0.04 0.07 −0.01

Port 2000 0.16 −0.05 0.05 0.07 0.01

Antifer −0.21 −0.37 −0.28 0.07 −0.23
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event, which occurred from 16th December to 20th December 2004, is a storm
which generated 130 km/h winds and hit northern France, including Paris, killing 6
people and leaving thousands of homes without power [7].

5.1 Definition and Characterization of a Seiche

Seiches are long-period standing oscillations in a partially closed basin or in a
locally isolated part of a basin. The resonant (eigen) periods of seiches are deter-
mined by basin geometry and depth and in natural basins may range from tens of
seconds to several hours. The set of seiche eigenfrequencies (periods) and associ-
ated modal structures are a fundamental property of a particular basin and are
independent of the external forcing mechanism [8]. The period of the seiche can
coaresely estimated by the following formula :

4Lffiffiffiffiffiffiffiffiffi
ghð Þp ; ð1Þ

where L is the length of the basin (in m), g the gravity (9.81 m/s2) and h the water
depth (m) inside the basin.

Furthermore, the fact that the signal amplitude increases at the back of the
harbour basin is normal, as the signal at the entrance of the harbour (Quai Meunier)
corresponds to water levels just outside of it.

5.2 Identification of Seiches Inside of René Coty Harbour
Basin

In addition to the usual components of water level, harbour seiches (as well as wave
setup and runup) can increase the elevation reached by water during a storm [9].
Figure 5 represents the instantaneous surge levels for 2008 event at two specific
locations in Le Havre Harbour: at the entrance of the harbour near “Quai Meunier”
and inside of René Coty harbour basin. It also represents the difference between
both signals.

Figure 5 shows that seiche effects (longitudinal and transverse oscillations
determined by the basin dimensions) can be observed in Le Havre Harbour with
amplitudes of 0.3 m or more (0.41 m for 2008). The seiche peaks correspond to the
surge levels peaks and are therefore linked to meteorological processes. Differences
in the maximum water level observed during 2004 and 2008 events between the
René Coty Harbour basin tide gauge in Le Havre harbour and the other gauge near
may be attributable to seiche effects induced by the storm surge. The peak water
level during Johanna storm in René Coty harbour basin is 0.14 m higher than the
peak near Le Havre Quai Meunier.
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It can be noticed that, in the case of René Coty basin, formula (1) leads to a
signal period equal to 40 mn (L = 6 km and h = 10 m) which is in good adequation
with that deduced from observations.

5.3 Numerical Simulation of Seiches in Le Havre Harbour
for Johanna Storm Event

Figure 6 shows the difference in water levels between René Coty harbour basin and
Quai Meunier obtained with measurements and with the numerical model of the
Seine Bay. The amplitude of the oscillations calculated by the numerical model is
widely underestimated, whereas the frequency is quite similar. Moreover, it can be
noticed that the maxima for the numerical model occur at the same time as surge
levels’ maxima, as it is observed. The fact that amplitude is underestimated can be
linked to the smoothing the numerical model realises on surge levels’ oscillations,
as it can be seen in Fig. 7 which represents the observed and calculated surge levels
at Quai Meunier for 2008 storm event. The diffusive character of the semi-implicit
numerical scheme used in TELEMAC2D can explain the smoothing of both
oscillations.

Several issues have to be investigated to find the explanation to this
phenomenon:

• considering the way a pure signal imposed at the entrance of the harbour
propagates and if seiches occur;

Fig. 5 Observed instantaneous surge levels at Le Havre Quai Meunier and in René Coty harbour
basin and identification of the existence of a seiche phenomenon in René Coty harbour basin
during 2008 storm event
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• considering other locations outside of the harbour to see if oscillation occurs
despite the fact they are not located in a place where oscillations should be
generated. A numerical artificial apparition of seiches should then be suspected;

• testing other mesh refinement or model extension to see if a better representation
of seiches is then obtained with another numerical model.

Fig. 6 Comparison between seiches values obtained with observations and numerical results for
Johanna storm

Fig. 7 Observed and calculated surge levels at Quai Meunier for Johanna storm
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6 Conclusions

A numerical model of the Seine estuary based on TELEMAC2D has been built to
study the evolution of surge levels from the ocean to the harbour area of Le Havre
and, in particular, evaluate the amplification of the global signal and the apparition
of seiche inside René Coty harbour basin. It was calibrated on the Johanna and
Xynthia storm events and was used to draw the evolution of surge levels from the
ocean to Le Havre (quai Meunier) and then compare the signal obtained inside René
Coty harbour basin. As shown by measurements, numerical results stress out the
apparition of an oscillating signal which is added to the signal at the entry of the
Harbour. If surge levels are well reproduced, the real oscillations are smoothed. The
process of amplification of seiche inside the port in René Coty Harbour basin is still
underestimated by the model and further numerical investigations must be realised
to reproduce the magnitude of these harbour oscillations.
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Characteristics of Sumatra Squalls
and Modelling of the Squall-Generated
Waves

Duy Khiem Ly, Cheng Ann Tan and Qiang Ma

1 Introduction

There have been historical records of squall lines leading to disasters in the ocean. It
was narrated that in 1878, the British frigate Eurydice was attacked by a squall line
and quickly sank together with its crew. Another large battleship, Mermaid, from
Russia had the same fate when faced with a squall line in the Baltic Sea in 1893.
On-land observations of severe squall lines in the early twentieth century also
recorded one that hit San Francisco in 1910, with peak wind speed of 28 m/s,
causing strong tremor within a short period. Another squall line was recorded in
Moscow in 1937. It had maximum wind speed of 35 m/s, collapsed many houses
and uprooted many trees [1]. One of the earliest definitions related to the squall line
can be found in the book of Nalivkin [2]. It briefly described the concept of “squall
storm” as a sudden and significant growth in the average wind speed without air
rotation in the areas of strong storms with clouds and rain.

Tropical squall lines were initially introduced to the scientific community
through reports of meteorologists involved in weather forecasting in West Africa
[3]. A typical squall line in the tropics was described to contain a row of
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Cumulonimbus clouds at the edge of a broad downdraft region. The downdraft
region was positioned under a precipitating trailing anvil cloud which was elimi-
nated from the Cumulonimbus towers. The squall line associated with a frontal-like
temperature decrease usually foreran the downpour rain from the row of
Cumulonimbus clouds by just a few minutes [4].

Cloud solving simulations were carried out using COAMPS with a 3 km hori-
zontal grid to perceive the origin of the squall phenomenon in the Sumatra island
[5]. The modelling results confirmed that line convection is initiated by warm sea
surface temperature, and the key factor intensifying and directing the Sumatra
squall is the diurnal circulations driven by the difference in temperature between
land and sea. The outcome also revealed that the high relieves along west Sumatra
and north-west Malaysia alter the wind direction from westerly to north-westerly,
triggering low-level convergence with the south-west summer monsoon. Another
study presented the consistency between coincident and collocated weather radar
data and radar images of a Sumatra squall obtained by the European Remote
Sensing (ERS) satellite over the southern coast of Singapore [6]. The rain rate in the
region of heavy rainfall estimated from the ERS backscatter signature appeared to
be in agreement with the one obtained from the weather radar data.

In general, there is a limitation of observation in network and high-resolution
observed data, making it difficult to further study the generation and propagation of
the Sumatra squall. The present paper does not attempt to further describe the
physics of squalls. Rather, the objective is to study the resulting effect of squalls on
wave generation. There were evidences of squall line surge which caused large
freak waves of up to 6 m high to strike the Daytona Beach in 1992 [7]. In the local
context, the risk of such squall-generated waves on the coastal structures of
Singapore has never been studied. The study aims first to find out the characteristics
of Sumatra squalls and then perform wind-wave simulation to investigate the
resulting waves generated by Sumatra squalls. The results help to evaluate the
potential impact of the squall-generated waves on coastal structures and offshore
activities in Singapore.

2 Methodology

Sumatra squalls were first characterised by synthesising previous knowledge about
the physics of squall lines in tropical regions.

In the next stage, a mesoscale meteorological model (WRF) was used to
downscale and simulate the Sumatra squall propagation. The downscaled model
was calibrated and validated against measured wind data at several weather stations
to acquire the most precise wind dataset for the wind-wave model. Other modelling
parameters of the wind-wave model such as wave breaking coefficient, bottom
roughness value and white capping coefficient were assumed from previous
wind-wave simulations having similar domain area and using the same modelling
tool—MIKE 21 Spectral Wave (Mike 21 SW) model. The wind-wave model was
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run afterwards and its outputs were used to depict the wave profile and the impact
caused by the wave.

A wind dataset of the Sumatra squall is featured by three wind field parameters:
squall speed (Vf), peak wind intensity (Up) and squall width (Ws). The wind dataset
obtained from WRF model allowed us to find out the importance of these param-
eters. The last stage of the study involved producing synthetic wind datasets by
changing the values of Vf, Up and Ws to create many scenarios from their various
combinations. Each synthetic wind dataset corresponds to each scenario of the
wind-wave model. All these scenarios of the wind-wave model were then run to
explore how influential the three parameters were in the wave generation process.

3 Characteristics of Sumatra Squalls

3.1 Definition

Sumatra squalls are recorded yearly, mainly between March and November [8].
They are defined by the National Environmental Agency (NEA) as lines of thun-
derstorms formed over Sumatra island in Indonesia or the Malacca Strait usually at
night and travelling eastward to reach Singapore and Malay Peninsula during
sunrise. Sumatra squalls are accompanied by strong gusts (i.e. temporary increase in
wind speed) and heavy rains of about one to two hours as they sweep across the
island [6]. They can reach up to hundreds of kilometres in length, often oriented
from north to south, occasionally from east to west, with several-hour lifespan.
Gusts of 11.0–25 m/s, intense enough to uproot trees, together with the highest
daily rainfall of up to 134 mm were measured during the passages of some Sumatra
squalls in the past [9]. Figure 1 represents the formation and movement of one
Sumatra squall observed in 2006.

3.2 Distinct Formation

The origin of Sumatra squalls can be explained by the special geographic locations
of surrounding islands. Particularly, the narrow Strait of Malacca separates the
Malay Peninsula on the east and the island of Sumatra on the west. The formation
of squall lines is detected in unstable atmospheric environments. When there are
strong winds (which often occur during the south-west monsoon) blowing across
the mountain range in Sumatra, mountain waves on the leeward side are created,
causing an unstable atmosphere. Likewise there were findings that small atmo-
spheric disturbances over the sea in the middle and/or northern part of Malacca
Strait also lead to instability of the air [10]. Furthermore, relatively warmer water
from the Malacca Strait may supply extra source of moisture for convective
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development. As the atmosphere becomes highly unstable, thunderclouds grow
in situ and merge into squall lines. The squall lines steered by the westerly,
southerly or south-westerly winds (between 2 and 4 km height), then propagate
towards Singapore and the west coast of Malay Peninsula [11, 12]. In general,
convergence of air stream over a large area and at levels lower than 1 km is the
foremost condition for the development of Sumatra squalls. The other propitious
conditions to trigger the squall lines include high moisture, moderate low-level
wind shear in a typical tropical temperature profile with mild lapse rate.

3.3 Structure and Dynamics

A squall line in the tropics mostly comprises of a convective region forming at the
leading edge and a region of trailing stratiform rain, or sometimes called a strati-
form region, to the rear [13]. The conceptual model of a typical squall line in
vertical cross section is depicted in Fig. 2. The squall line boundary as recognised
by weather radars is represented by the thick black line (radar echo boundary). The
visible boundaries of the clouds are indicated by the scalloped line, part of which
(cloud top) lies above the radar echo boundary. The two stippling areas, enclosed
by heavy grey curves, are radar bright band areas where the radar detects high
precipitation particles. For tropical squall lines, maximal radar reflectivity is usually
returned by convective cells at low levels. Within the convective region, the mature
cells initiate an intense updraft that part of it can rise till the cloud top. The updraft
is accompanied by a downdraft from mid to upper levels, leading to heavy

Fig. 1 Radar images showing the passage of a Sumatra Squall over Singapore (from 1 to 6)
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convective showers. The old cells also create the similar process but at weaker
intensity. New cells are produced right ahead of the convective region. H and L are
to indicate areas of high (cold) and low (warm) pressure fields respectively [14].

In addition, an overall upward motion of air is found to start near the gust front,
passing through the convective region and going up gradually in the stratiform
region at the mid to upper levels. This can be explained by the strength imbalance
between the cold pool below the convective region and the low-level shear. On the
other hand, air also flows downward from the rear side towards the gust front. The
flow results from air acceleration at mid-levels, caused by the low pressure field
creating a horizontal pressure gradient. Large CAPE (Convective Available
Potential Energy) value usually enhances this rear-to-front flow, which can fuel the
gust front. Wind speed in general increases gradually from the rear to the con-
vective region. After the wind passes the gust front, its speed drops dramatically [6].

4 Simulating the Sumatra Squall on 2 April 2012

4.1 Selection of the Event

In the early morning of 2 April 2012, a violent Sumatra squall spread over
Singapore within 1.5 h, bringing heavy downpour. The heaviest rainfall of
95.2 mm/h was observed in the central area [15]. Figures 3 and 4 are ‘zoom-in’
charts merely for a period of 5 min, describing how fast the wind fluctuated within
seconds in terms of speed and direction. The squall gusts during the period of
interest seemed to blow eastward, following the movement of the squall. The squall
on 2 April was selected to study because it met the interest of an intense squall and
the availability of the measured wind data used for calibrating and validating the
downscaled WRF model.

Fig. 2 Conceptual model in a vertical cross section through a squall line (adapted from [14])
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4.2 Model Set-up

The model has three closed boundaries (illustrated by pink lines in Fig. 5), which
are located sufficiently far from Singapore according to local fetch-limited condition
for fully developed wave heights (i.e. 200 km wind fetch). Furthermore, the
Malacca Strait is included extensively due to the fact that the squall line originated
from Sumatra island, passing the strait before sweeping across Singapore. In
addition, there are three points described by three orange dots under Singapore land
on the map in Fig. 5. These points are to be studied later. One of the points was
named Pengerang (PGRN) because its location is right at the Pengerang weather

Fig. 3 Highest squall gusts observed at Pengerang weather station

Fig. 4 Change in direction of the highest squall gusts observed at Pengerang weather station

162 D.K. Ly et al.



station. The remaining two points, West and South, were named after their direc-
tions from Singapore. The bathymetry was obtained from compiled Admiralty
charts developed by C-MAP and, where available, updated with more detailed local
bathymetry that were approved and provided by local surveyors and agencies. The
simulation period was 60 h, covering 1 day before and 1 day after the squall
occurrence on 2 April 2012. The thickness of the unstructured mesh was tested
deliberately to acquire an optimal mesh configuration which both optimised the
resources and maintained the necessary accuracy. In total it has 9861 nodes and the
spatial resolution ranges from about 9000 m offshore to 450 m approaching the
coastline of Singapore.

4.3 Results and Discussions

Figures 6 and 7 represent the half an hour interval evolution of important wave
parameters during the period when the squall swept over the island. Waves in the
coastal zone of Singapore have very low height and period in normal conditions.
When the squall line appeared, the wave height increased, ranging from more than
1.5 m offshore to around 0.5 m near the coastline. The peak wave period result fell
within the range between 2 and 5 s. The squall-generated swell waves stemming
from the Strait of Malacca entered the sea area in the west of Singapore with

Fig. 5 Model area showing flexible mesh elements and the three studied points along Singapore
coastline
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reduced height and period because the neighbouring islands of Karimunbesar and
Kundur acted as barriers dissipating wave energy considerably. The farther the
squall moved into the Strait of Singapore, the more wave energy was dissipated
because of obstructions from other surrounding islands. As a result, the wave height
decreased gradually from west to east. It is obvious that the squall on 2 April 2012
did not create high waves near the shoreline of Singapore.

The part above the black solid line in Fig. 8 shows the “safe zone” where the
wave height was always lower than 1 m during the whole squall event.
Furthermore, the Strait of Johor can be considered incapable of being affected by
the squall line. The three studied locations are not within the “safe zone”, and their
significant wave height profiles are displayed in Fig. 9. The peak was formed when
the squall arrived at the location. At Pengerang the maximum significant wave
height (Hsmax) was around 0.96 m, and at the other locations Hsmax was lower
than 1.4 m.

Fig. 6 The evolution every 30 min of significant wave height during the period when the squall
approached and left Singapore (5.30–8 am) (order to view: left to right, top to bottom)
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Fig. 7 The evolution every 30 min of peak wave period during the period when the squall
approached and left Singapore (5:30 to 8:00 am)

Fig. 8 The coastal zone of Singapore where wave height was always less than 1 m (upper part of
the black line)
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5 Applying Synthetic Wind Field for the Wave Model

5.1 Synthetic Wind Field

There are three wind field parameters of the Sumatra squall that have significant
impact on the generation of ocean waves. They are squall speed Vf (km/h), peak
wind intensity in the squall Up (m/s) and squall width Ws (km). Vf is the forward
velocity of the squall line, indicating how fast the squall line commutes from its
origin to Singapore. Up refers to the highest wind intensity during the squall event.
And Ws is defined as squall width, indicating the cover width of the squall (2D
view) where one standing at any point within can “feel” the squall. WRF data of the
Sumatra squall on 2 April 2012 were analysed to find out the characteristics of the
three wind field parameters during the squall event. The knowledge was then
applied to create synthetic wind fields to input into the wave model. Different
scenarios of synthetic wind fields were created from different combinations of the
parameters’ values. The idea of running wave model with large number of scenarios
of synthetic wind field was to understand the sensitivity of Vf, Up and Ws towards
wave generation.

Initially, manual check on the WRF wind data was performed to learn how the
squall line moved along the modelled domain horizontally, namely from Sumatra
island and Malacca Strait to Singapore. Up of 20.0706 m/s was detected to occur at
the cell between row 60 and column 102 at 4.30 am (Fig. 10). Therefore, row 60
was selected to observe the wind profile. The blue line in Fig. 11 illustrates the
modelled wind profile along row 60 at the moment when the wind reached its
highest peak. The horizontal axis indicates the length of the domain via grid number
unit, from grid 0 to grid 196 and the grid spacing is 3 km. The vertical axis contains

Fig. 9 Modelled significant wave height at the three studied points
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Fig. 10 Sumatra squall’s wind field (with grid format) obtained by WRF model showing the peak
of wind intensity

Fig. 11 East to West wind profile extracted from WRF model including the peak wind intensity
versus the synthetic east-to-west wind profile

Table 1 Important features
of Sumatra squall and their
values used in creating
different scenarios of
synthetic wind field

Squall speed (km/h) 10 20 30

Peak wind intensity (m/s) 10 15 20 25

Squall width (km) 50 60 70 80 90
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the values of wind intensity in m/s. The red line in Fig. 11 represents an example of
the profile of the synthetic wind field in terms of Ws and Up. Triangular shape was
considered as an optimal way to imitate the profile of the squall wind. Ws was tested
with five values within the range between 50 and 90 km/h. Up was varied from 10
to 25 m/s, and Vf had three values of 10, 20 and 30 km/h to be used. Table 1 lists out
all values of the three parameters applied to create the scenarios. In total, 60
scenarios of synthetic wind field were created, corresponding to 60 scenarios of
wind-wave simulation.

Following the WRF modelled wind dataset of the Sumatra squall, the
north-to-south length of the synthetic wind field was selected to be 120 km. The
wind direction was nevertheless assumed to be 270° constantly, conforming to the
movement of the squall line. In other words, it meant the wind always blew east-
ward. In addition, areas not covered by the squall were assumed to have no wind, as
shown in Fig. 12. This was to ensure no disturbance; the resulting wave is caused
merely by the squall wind.

5.2 Results and Discussion

Apart from the input wind dataset, other parameter settings for the MIKE 21 wave
model remained the same. Results from all simulations applying different synthetic
wind fields show that wave height is highly sensitive to Up, less sensitive to Vf and
least sensitive to Ws. Tables 2, 3 and 4 provide Hsmax acquired from all scenarios
of synthetic wind fields at the three studied locations. It can be seen that Hsmax
increases dramatically following the growth of Up. Conversely, it only rises slightly
when Ws grows. Besides, Hsmax is relatively sensitive to Vf, but in a totally dif-
ferent manner. This will be discussed further in the next paragraph. The sensitivity

Fig. 12 An example of the synthetic wind field showing wind intensity distribution
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of the three parameters can be seen more clearly through Fig. 13 which was drawn
in 3D after interpolating Hsmax results of all scenarios at the west point. In par-
ticular, knowing the relationship of the Ws and Up versus Hsmax, the values of
Hsmax could be interpolated linearly to have more data points, using the original
modelled results of 60 scenarios collected from Table 2. This interpolation task
including 3D plotting was done by applying MATLAB.

Hsmax is directly proportional to Up and Ws. The relationship is, however,
different in the case of Vf. In order to fully understand this relationship, new
scenarios from additional combinations of Vf (15, 18, 22.5, 24, 27 km/h) and Up

(17.5 and 22.5 m/s) were run to obtain more values of Hsmax. Figure 14 reveals that
if Up is higher than 15 m/s, one should expect Hsmax occurs when Vf falls within
the range between 20 km/h and 25 km/h. With Up less than 15 m/s, there is little
risk that the wave height can endanger the coastline of Singapore. For a given value
of Up, Hsmax increases gradually as a function of Vf till reaching a peak, after which
Hsmax decreases considerably. The reason for this behaviour is that when Vf is fast,
the waves will be left behind the squall and no swell will be present ahead of the
squall. On the contrary, when Vf is relatively slow, the dominant waves will surpass
the squall and form swell ahead of its front [16]. The maximum wave conditions
were proven to happen when the group wave velocity of the waves becomes
slightly larger than the storm speed. The group wave velocity is defined as the
velocity at which wave energy is transmitted. In shallow water the group wave
velocity is equal to the wave celerity, and in deep water the group wave velocity is
only a half of the wave celerity [17].

This can also be elaborated further using the approach of an equivalent fetch
[16]. The process of wave energy transfer is governed by the intensity of the wind,
the wind fetch and the length in time that the wind blows. Large waves with
sufficiently long period can be generated only if the fetch is large. For slowly
moving squall line, because the group wave velocity is greater than Vf, waves

Fig. 13 Interpolated maximum significant wave height as a function of squall speed, squall width
and peak wind intensity
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generated in the intense wind regions to the front of the squall line move ahead of
the squall line and encounter generally a short equivalent fetch. For fast moving
squall line the converse situation happens with the waves being left behind the
squall line. And if there is an optimal combination of Vf and the group wave
velocity, waves will have the maximum equivalent fetch, spending maximum time
in the intense wind region, and thereupon creating the biggest values of the sig-
nificant wave height.

6 Conclusions

Sumatra squalls are understood as lines of thunderstorms followed by intense gusts
and heavy rains originating from Sumatra island or the Malacca Strait and moving
eastward to Singapore. Their formation requires airstream to converge over a large
area and at altitude lower than 1 km. High moisture and moderate low-level wind
shear in a tropical temperature area having mild lapse rate are other crucial factors
to develop the squall lines. Sumatra squalls include a convective region appearing
at the leading edge and a stratiform region to the rear. Wind speed grows gradually
from the back to the gust front and then decreases substantially.

The study selected one Sumatra squall to investigate its impact on wave gen-
eration. A wind-wave model was built, of which the main forcing was the squall
wind dataset imported from the downscaled WRF model after being calibrated and
validated. The simulation results allowed us to determine the wave profile during
the squall event and areas possibly considered safe from the high waves.
Furthermore, a large number of wind fields were created synthetically by varying
three wind field parameters of the squall line: Vf, Up and Ws. Experiment simula-
tions with different synthetic wind fields showed that Up is the most sensitive
parameters affecting the wave height, followed by Vf and Ws, respectively.
Moreover, Ws is directly proportional to Hsmax with given values of Vf, Up.
Similarly, Up is directly proportional to Hsmax with given values of Vf, Ws.
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Fig. 14 Maximum significant wave height as a function of squall speed and peak wind intensity.
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However, the relationship between Vf and Hsmax is not the same. For fixed values
of Up and Ws, Hsmax increases gently as a function of Vf till reaching a peak, after
which Hsmax decreases considerably.
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Validation and Test Cases for a Free
Surface SPH Model

Louis Goffin, Sébastien Erpicum, Benjamin J. Dewals,
Michel Pirotton and Pierre Archambeau

1 Introduction

Numerical methods in hydraulics can be separated into two categories. On the one
hand we have grid-based methods and on the other hand we have meshfree methods
[17]. In the meshfree methods category, SPH is one the most used.
Smoothed-particle hydrodynamics was first introduced in the field of astrophysics
by Gingold and Monaghan [6] and Lucy [20] in 1977 but is now used in hydraulics
[3, 12, 23], structure dynamics [1], solid mechanics [26], etc.

Nowadays, the method is still under development but a wide range of problems
can be modeled: it is used in many fields of application and implemented in the
well-known open-source program SPHysics [8, 9]. The goal of this paper is to
identify some undesired effects linked to the SPH method as well as to give some
validation benchmark. We will first introduce the SPH method in the frame of
open-channel quasi-incompressible flows. Then, various implementation aspects that
developers can encounter will be presented. The main part of this paper will focus on
validation test cases. They will highlight some issues linked to the SPH method and
the answers given recently. Finally, a brand-new test case will be described.

2 The SPH Method

The main principle of the SPH method, as explained in [21], is based on the
approximation of a function
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hf ðxÞi ¼
Z
X
f ðx0ÞWðx� x0; hÞdx0 ð1Þ

where f is a function, W a smoothing function, Ω the domain where f is defined, and
h the smoothing length. The particle approximation can be applied to Eq. (1):

hf ðxaÞi ¼
XN
b¼1

mb

qb
f ðxbÞWab ð2Þ

where the subscripts a and b refer, respectively, to the current particle and the
neighbor particles, N is the number of neighbors, m is the mass of a particle, ρ its
density, and Wab ¼ Wðxa � xb; hÞ.

For more details about the establishment of this formalism, the reader can refer
to [18] or [7].

2.1 Equations and Smoothing Functions

Newtonian fluids are ruled by Navier–Stokes equations. When the SPH formalism
is applied to these equations, we obtain the density continuity

Dqa
Dt

¼
XN
b¼1

mbuabraWab ð3Þ

where the speed uab ¼ ua � ub, and a derived form of the conservation of
momentum

Dua
Dt

¼ �
XN
b¼1

mb
pb
q2b

þ pa
q2a

þPab

� �
raWab þ F ð4Þ

where p is the pressure, Πab an artificial viscosity term, and F the body forces.
The smoothing function W in Eqs. (3) and (4) are most often a cubic spline [24],

a Gaussian [6] or a quadratic function [13]. In this paper, we will use exclusively a
cubic spline.

2.2 Time Integration Scheme

The time integration scheme used in this work is a Runge–Kutta 22 scheme
(abbreviated RK22):
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yiþ1 ¼ yi þ hðð1� hÞk1 þ hk2Þ ; k1 ¼ f ðti; yiÞ ;

k2 ¼ f ðti þ 1
2h

h; yi þ 1
2h

hk1Þ
ð5Þ

with θ = 0.5 and where ti+1 = ti + h and f ðti; yiÞ ¼ y0i. Another RK22 scheme is
obtained with θ = 1 and the Euler scheme is obtained for θ = 0. These three
integration schemes are compared for a dam break on dry bed in Sect. 3.

In the SPH literature, the Leapfrog scheme is often used for its stability [29].

2.3 Some Implementation Aspects

In order to implement a SPH code, the developer must be aware of some partic-
ularities of the method.

As the smoothing functions are most often supported on a compact, the sum in
the Eqs. (3) and (4) can be limited to some particles within a given distance to the
computed particle (smoothing length). In order to determine these neighbors, there
are basically three possibilities [18]: (a) all-pair search algorithm, (b) linked list
algorithm, and (c) tree search algorithm. The second procedure is the fastest one as
its speed is of the order of N. However, if a variable smoothing length in space is
used, the third algorithm is more appropriate.

Concerning the smoothing length, it can be variable in time and/or in space.
s being the initial spacing between the particles, the initial smoothing length
h0 = 1.2 s but it can range from 1 to 2 s. In this work, we chose a coefficient of 1.2
which is a good compromise between the computational efficiency and the number
of particles included in a support domain. In order to deal with the variable distance
between particles, the smoothing length can be updated at every time step [24]:

h ¼ h0
q0
qm

� �d

ð6Þ

where d is the number of dimensions and ρm the mean density. It is obvious that the
density is not likely to be homogenous in the whole domain. A possibility would be
to have an adaptive smoothing length in space. However, such a method requires
more precautions as Newton’s third law might be violated as highlighted in [25].

The speed of sound plays an important role in any numerical fluid simulation. In
fact, it rules the time step. In the case of free surface flows Monaghan [22] shows
that the initial speed of sound can be taken at c0 ¼ 10

ffiffiffiffiffiffiffi
gH

p
where H is the maxi-

mum depth. It allows larger time steps and thus a quicker resolution. However, it
introduces an artificial compressibility.

Boundaries can be modeled using different methods, including (a) ghost particles
[26], (b) repulsive particles [22], and (c) dynamic particles [2]. For this work,
dynamic particles were used for their flexibility and ease of use. We can model
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complex shapes, thanks to this kind of particles. However, there is no consensus in
the SPH community about boundary conditions. It is one of the grand challenges
on the SPH European Research Interest Community (SPHERIC).

Concerning initialization, particles can be set in a Cartesian grid or in a staggered
way. Once their position is chosen, their pressure can be calculated. In most situ-
ations, the initial pressure is taken to the hydrostatic pressure. The pressure is not a
direct variable in an SPH simulation but is related to the density. This link can be
made, thanks to

p ¼ B
q
q0

� �c

�1
� �

ð7Þ

where B = c0
2ρ0/γ and γ is set around 7. Equation (7) was introduced by Monaghan

[22] and is based on Tait’s equation [4] which is based on experimental measures.
According to Violeau [28], the mass of a particle is set according to its volume
Va = sd and its density: ma = Vaρa. Considering hydrostatic pressure at the begin-
ning of the simulation leads to particles having different masses. This mass, how-
ever, remains unchanged during the whole simulation.

3 Test Cases and Undesired Effects

In order to be validated, a code must pass some test cases. These test cases allow the
developer to point his possible mistakes but also to realize the weakness of a
method. This section will focus on some test cases and the conclusions that can be
made. The characteristics of every test case are given in Table 1 in the order in
which each test case appears.

Table 1 Characteristics of each test case

TC 1 TC 2 TC 3 TC 4 TC 5

Nb fixed part. [−] 6196 9894 60402 236390 73614

Nb mob. part. [−] 35836 47175 123750 668160–767691 400200–504531

h0 [m] 0.024 0.024 0.024 0.012 0.024

α [−] 0.05 0.2–0.01 0.5 0.05 0.01

Simul. time [s] 5 7 2 5 5
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3.1 Tank of Still Water

This test case is simply a box that contains an amount of water with free surface.
The particles are initially set with hydrostatic pressure and without velocity. It is
supposed that the particles will not move and will keep their initial pressure. The
results are not as expected. Figure 1 shows the pressure distribution in the fluid at
different times of the simulation. Tests were made with a correction of the kernel
gradient but no improvements were noticed.

In order to explain this phenomenon, let us take the problem in another way:
how could we set the particles in order to have an initial equilibrium? The answer
can be obtained by solving a system

Am ¼ b ð8Þ

where m is a vector that contains the masses of the particles, b is a vector that
contains the body forces that act on a particle and

Aa;b ¼ � pb
q2b

þ pa
q2a

� �
raWab ð9Þ

System (8) indicates that the variation of velocity of a particle should be equal to
zero according to Eq. (4). The boundary conditions can be handled by adding a
reaction force (that is determined iteratively) to the boundary particles.

Matrix A in system (8) is antisymmetric which makes it singular for an odd
number of particles. This leads to impossibility to solve the system. We can con-
clude that an initial equilibrium can be found only for an even number of particles.

Fig. 1 Even if initially the pressure is hydrostatic, it is becoming less uniform with time
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Even when this condition is satisfied, the masses are not linearly distributed and
some oscillations appear. The reader may find more information and examples in
[7].

3.2 Spinning Tank

A spinning cylindrical tank of water presents a free surface that has the equation

zðrÞ ¼ r2x2

2g
þ z0 � x2R2

6g
ð10Þ

where (z, r) are cylindrical coordinates, ω is the rotation speed, R the radius of the
tank, and z0 the z coordinate of the free surface when the tank is at rest. When using
the assumption made by Monaghan [22] about the speed of sound, the free surface
is below what was expected (see Fig. 2 left).

A speed of sound closer to reality avoids compressibility inconsistency.
However, the time steps are much smaller and the computation time is greatly
increased. For the example of Fig. 2, the computation time was multiplied by 24
when taking c0 = 1480 m/s.

Fig. 2 On the left-hand side, c0 is taken at 50 m/s which leads to an over compressibility. On the
right-hand side, c0 is equal to 1480 m/s as in reality, which leads to good results according to
theory
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3.3 Dam Break on a Dry Bed

A well-known test case is the dam break on a dry bed. It was performed in many
articles such as in [2, 10]. It is based on the experiments of Koshizuka and Oka
[14]. They measured the position of the front as well as the shape of the wave. The
position of the wave front is measured dimensionless. The initial situation can be
represented in 2-D as shown in Fig. 3a.

When taking a closer look at the interface between the fluid and the boundary,
two observations can be made: (1) a gap is observed when a thin layer of fluid flows
on a horizontal boundary (Fig. 3b) and (2) some particles stay attached to the walls
of the domain (Fig. 3c). When a particle enters in the support domain of a boundary
particle, a repulsive force is created which creates a gap equal to the support radius.
When particles are moving away from each other, the artificial viscosity creates an
attracting force between them. If this attracting force is greater than the gravity,
some particles stay attached to the boundary.

The results of a numerical simulation can be compared to Koshizuka and Oka’s
experiment. Figure 4 gives this comparison. In order to avoid particles attached to
the boundaries and consequently undesired attracting forces, a symmetry condition
can be used. The effect of a symmetry condition for low number of particles is also
plotted in Fig. 4. As it can be observed, the results are improved.

Recent works on the viscosity treatment [27] and the boundary conditions [5]
may lead to better results.

The accuracies of time integration schemes used for this work are compared in
Fig. 5. Concerning the execution time, the RK22 schemes are only 21 % slower
than the Euler scheme. This is due to the fact that only the distance between
neighbors is re-evaluated for the correcting step. The search of neighbors is per-
formed only for the main step.

(a) (b) (c)

Fig. 3 The initial geometry that is plotted in figure a can be improved by doubling the size of the
domain according to x in order to add a symmetry condition (and a symmetric dam break). A thin
gap between the fluid and the boundary can be observed in figure (b). On figures b and c, some
particles stay attached to the left wall. These behaviors can be explained, thanks to the repulsive
and attracting forces that are generated by the dynamic particles
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3.4 Flow Over a Spillway

This section will compare results of a steady flow over a spillway from a physical
model to SPH results. In order to this, open boundaries must be implemented. These
boundary conditions allow inflow and outflow in specific regions of the domain.
Information about implementing this kind of boundaries can be found in [15].
When implemented, an inflow can be imposed upstream and particles are deleted
when they leave the domain downstream. Initially, the free surface is set at the

Fig. 4 Dimensionless comparison between experimental and numerical results. Z is the position
of the front regarding the left boundary. The numerical results match well with the experimental
ones. Better results are obtained with a larger amount of particles. However, for low numbers of
particles, good results can be obtained when considering a symmetry condition

Fig. 5 The RK22 integration scheme gives better results than the Euler scheme
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height of the crest. The flow is considered steady when the head is stabilized
upstream. The shape of the spillway crest is designed according to the WES
standard. In order to avoid effects from the bottom of the domain, the crest is
positioned at 2.32 m from the bottom. The numerical model has the same dimen-
sions as the physical model in lab (see Fig. 6). A comparison between the speed
profiles will be done for an inflow of 125 l/s per meter of crest. This inflow is the
design discharge of the spillway.

A reduction of section at the top of the crest can be observed (see Fig. 7). This
effect is due to high repulsive forces coming from the interaction with boundary
particles.

According to experimental measurements of velocity (using LS-PIV), numerical
and experimental velocity profiles over the crest are compared in Fig. 8. A velocity
profile in SPH can be obtained by considering a zone that extends a little to the left
and to the right of the considered section. It can be seen in Fig. 8 that before the
crest (x/Hd < 0) the speeds are close to experimental measurements but after the
crest (x/Hd ≥ 0) the results are not conforming to experimental measures. This

Fig. 6 Position of boundary
particles and geometry of the
spillway crest according to
WES standard

Fig. 7 When the water overtops the spillway, the lateral boundary particles exert a repulsive force
on the fluid particles which repels them from the borders
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behavior can be explained by (a) too important viscous effects on the spillway,
(b) the behavior of the dynamic particles which create too strong repulsive forces,
and (c) the reduction of section at the crest due to the boundary particles. Once
more, better boundary conditions and a more appropriate viscous term would lead
to more quantitative results.

3.5 Shape of Flow Over a Weir

Another test case can consist in comparing the shape of a nape of flow over a weir
to an analytical profile. This analytical profile can be digitalized from [11]. The
resulting polynomials are given by (11) and (12) for, respectively, the upper nape
and the lower nape.

z
H

¼ �0:04
x
H

� �3
� 0:2

x
H

� �2
� 0:26

x
H

� �
þ 0:88 � 1� x

H
� 2 ð11Þ

z
H

¼ �0:33
x
H

� �4
þ 1:18

x
H

� �3
� 1:90

x
H

� �2
þ 0:84

x
H

� �
0� x

H
� 1:5 ð12Þ

In order to avoid effects from the bottom of the domain, we considered a weir’s
height of 2.3 m. The theoretical profiles and the one obtained numerically are
compared in Fig. 9. Due to viscous tensions, these two different approaches do not
fit well. There is also an influence from the boundary particles on the section of flow
over the weir as it was observed in the previous test case (Fig. 7).

Fig. 8 Horizontal (u) and vertical (v) speed profiles at x/Hd = −0.5 (plain line and crosses),
x/Hd = 0 (dashed line and triangles), and x/Hd = 0.5 (dotted line and squares). Lines are for
experimental measures and shapes for numerical results
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4 Conclusion

Even if the SPH method was introduced more than 35 years ago, it is still under
large developments. However, a simple model can be obtained quickly. This paper
is based on a master thesis in which a 3-D SPH code was implemented [7]. The goal
of this paper was to present some test cases useful to validate a program. According
to our experience, we pointed out some undesired effects that are not well refer-
enced yet in the literature. Recent developments introduce new possibilities to deal
with the undesired effects shown in this paper.

The still tank test case showed that an initial equilibrium state is impossible in
some situations. The next test case concerned a spinning tank. It showed that the
usual assumption of a low speed of sound can lead to an overcompressibility. In
order to avoid this, a pressure Poisson equation is one of the possibilities [16]. The
dam break test case pointed that the dynamic boundary particles can cause unde-
sired effects such as attracting forces. Finally, the flows over a spillway and a weir
emphasized the fact that boundaries have a large effect on SPH simulation. We are
currently working on a 2-D code that should improve the situation [19]. However,
boundary conditions are still a difficulty in SPH.
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Uncertainty Analysis of Hydrodynamic
Modeling of Flooding in the Lower Niger
River Under Sea Level Rise Conditions

Zahrah N. Musa, Ioana Popescu and Arthur Mynett

1 Introduction

Natural processes consist of a combination of complex subprocesses and condi-
tions. Models aim to represent the natural phenomena through simplified approx-
imations of the physical processes in a reliable way. Flood modeling is therefore
formulated in dimensions representing different types of flow simplified for prac-
tical purposes. Depending on the flow channel properties, averaging is done such
that flow can be modeled in one dimension (1D, e.g., flow in a pipe, stream), two
dimensions (2D, e.g., flow in a shallow lake, coastal waters), and three dimensions
(3D, e.g., wind-driven currents on open water). The reliability of modeling results
depends on several elements such as the input data, modeling assumptions, case
study scenario, model choice, etc. Errors in measurement of input data, data pro-
cessing, and interpretation of output data introduce measurement uncertainties that
affect model output.

Hydrodynamic modeling of flooding in river channels and floodplains is based
on the principles of continuity and momentum of the flow system. For an open
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channel in unsteady flow for a control volume the mass flow in minus the mass
flowing out should be the same as the change of volume in time. The momentum
equations represent the balancing of forces acting on a water control volume [2]. To
model river dynamics and the effects of floods, the flow process is simulated along
the routes used by the river. Consequently, hydrodynamic flood models use mea-
sured river discharge/water level data, friction parameters, topographic information,
river geometry, etc. [10]. These factors can contain sources of distortion that make
the data discontinues and unreliable, ultimately affecting the modeling results.
Additional uncertainty can also be introduced after the model output has been
generated if result interpretation requires spatial relations via GIS. Errors in
georeferencing, data resampling, and other GIS processing can affect output
reliability.

SOBEK hydrodynamic modeling tool, which is based on the full 1D Saint
Venant equations for unsteady flow, is used in this study to model the effect of sea
level rise (SLR) on flooding in the lower Niger River. Thus the model assumes that
all variations of velocity in the vertical directions and across channel are negligible,
giving rise to uniform flow in all directions.

This paper is divided into four parts. It starts with a brief introduction to
hydrodynamic modeling and the concept of uncertainty in models. The second part
summarizes the hydrodynamic modeling approach used for the Niger delta, and
discusses the method used to quantify the model uncertainty. The results of the
uncertainty analysis of the various modeling scenarios are presented, and conclu-
sions are made based on the results.

1.1 Analyzing Uncertainty

Uncertainty bounds of model results represent the lack of sureness about the out-
come of the physical process. It indicates that the model output cannot be assessed
uniquely. The main types of modeling uncertainties are structural, parametric, and
stochastic [7]. The difference between them is in the source of the uncertainty and
determines how each is analyzed and measured. Structural uncertainty comes from
the researcher’s lack of knowledge on which model to use, parametric uncertainty
comes from using parameters with unsure values, and stochastic uncertainty
describes the randomness observed in nature which makes parameter values to vary.

Stochastic uncertainty is considered to be irreducible and is characterized using
probability density function (PDF) and other statistical measures like variance,
standard deviation, etc., which describe its variability. Structural and parametric
uncertainties are both considered to be subjective, and reducible with increasing
data and knowledge/information. Reducible uncertainty is characterized using
fuzzy set theory, rough set theories, interval mathematics, etc. Notwithstanding this
division, many cases in nature contain variables that are not explicitly reducible or
irreducible, therefore, the same methods are often used to quantify different kinds of
uncertainty, etc. [7].
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One of the most commonly used methods for analyzing uncertainty is the Monte
Carlo probability-based method. Monte Carlo involves generating random samples
of uncertain variables from their distributions, and using the values in the model to
produce multiple sets of outputs. The outputs are then analyzed for their statistical
properties and probability distribution to get the uncertainty. The Monte Carlo
method is considered very robust because it estimates the complete probability
distribution of model output of nonlinear systems [1].

Monte Carlo simulation however requires random sampling which increases
exponentially with parameter vector, making it computationally expensive when
sampling for many parameters [6]. This difficulty is being addressed through
optimization techniques like Latin Hypercube sampling, Consecutive sampling,
DREAM algorithm, GLUE, etc. The GLUE technique, for example, uses likelihood
measures to reduce the number of parameters by weighting them according to their
effect on the model output [8]. However, in low-dimensional cases where only 2–3
parameters are sampled, pure random sampling method is used, in which all vectors
are sampled independently of each other and the model runs are independent.

1.2 Case Study

The study area is the lower Niger River basin located in Nigeria. The Niger River
basin (Fig. 1) covers nine African countries (Guinea, Niger, Cote D’voire, Chad,
Burkina Faso, Mali, Benin, Cameroon, and Nigeria) and supports a population of
over 100 million people [11]. At its lower end the Niger River merges with the

Fig. 1 The Niger River basin showing the tributaries and the member countries
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Benue River, which is its largest tributary, at Lokoja Nigeria. The now larger river
flows south and later bifurcates into the Forcados (46 % of flow) and Nun (54 % of
flow) rivers as it flows through the lower Niger delta.

The lower Niger delta region is low lying with an area of approximately
20,000 km2 and 450 km of coastline. It consists of several creeks, estuaries, dis-
tributaries of the Niger River, as well as a stagnant mangrove swamp [12]. The delta
is subsiding at an estimated rate of 25–125 mm/year due to the exploration of oil
and gas from over 500 oil wells located onshore [9].

The hydrology of the lower Niger River basin is such that the rainy season starts
in May causing water levels to rise steadily in the river, which leads to flooding in
the downstream areas from July to October (Fig. 2). Consequently, river levels in
the lower Niger delta show low flow periods from December to April, a high flow
period from April to October, and a gradually declining flow period between
October and December [4].

2 Methodology

The methodology consists of modeling the Lower Niger River based on five sce-
narios of sea level rise and quantifying the uncertainty of the results using
probability-based analysis methods.

2.1 The Hydrodynamic Model

1D and 1D/2D hydrodynamic SOBEK models of flooding on the Niger River were
set up (Fig. 3) with discharge data as upstream boundary conditions and tidal water
level data as downstream boundary conditions. Based on data availability for dif-
ferent flow conditions in the Niger River, five modeling scenarios were simulated to
evaluate the interaction of Niger River flooding with downstream rise in sea levels

Fig. 2 Flow at the Lokoja gauging station, Nigeria
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through effects on flooding extent, flooding time, and water depth. The modeling
scenarios were:

Scenario 1: Sea level rise with normal year flow from upstream
Scenario 2: Sea level rise with a flooding year flow from upstream
Scenario 3: Sea level rise with flash floods from upstream
Scenario 4: Sea level rise with subsidence and flooding year flow from upstream
Scenario 5: Sea level rise with subsidence and flash floods from upstream.

The models were run for the years 1998, 2005, 2006, and 2007. Data for 2006
and 2007 were used to simulate flooding due to rainfall/runoff because, the lower
Niger River flooded in 2006 and 2007 due to high amounts of rainfall in the basin
between July and September (Fig. 2). Data for 1998 was used to simulate flash
flooding because, in 1998 flooding in the Niger river was modified by a dam break
from upstream, which caused flash flooding in the channel [4]. Data for 2005 was
used to simulate normal flow.

To simulate the scenarios the boundary conditions are varied downstream at the
mouths of rivers Forcados and Nun using sea level rise (SLR) values adopted from
the Rahmstorf [5] predicted values of 5.4–15.05 mm/year. The values are projected
for the year 2030 as 0.12–0.45 m; and for 2050 as 0.23–0.65 m. Scenarios with land
subsidence were varied downstream by adding land subsidence values to SLR
values. Land subsidence values for the Niger delta are linearly projected for the

Fig. 3 SOBEK model setup
of the Lower Niger River
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years 2030 and 2050 from the estimated subsidence values of 25–125 mm/year for
the Niger delta.

The simulations are done using the upper and lower SLR and subsidence limits
for 2030 and 2050. Figure 4 shows a 1D/2D simulation result of the 2007 flood
event at the bifurcation of River Niger with downstream SLR value of 0.65 m by
2050. The simulation results indicate that with SLR, flooding from the Niger River
will affect more areas upstream of the Forcados and Nun rivers and increase water
depths in the flooded areas around the Forcados River. Furthermore, there will be
earlier onset of floods at the areas closest to the coast. Detailed information on the
hydrodynamic model is available from [3].

2.2 Probability-Based Uncertainty Analysis

The SLR values used in this study are based on predicted SLR values from [5].
Although scientists have made such predictions based on past measurements and
informed possible scenarios, the rate of the future SLR is uncertain. Therefore, our
use of predicted SLR range and more so estimated land subsidence values in this
study have introduced uncertainties in the hydrodynamic model which need to be
quantified.

Probability-based uncertainty analysis is used to determine the uncertainty range
of the modeling output which show the possible effects of SLR on the Niger delta.
Pure random sampling is used to generate values from the projected 0.12–0.65 m
SLR (by 2030–2050), and 0.7–6.25 m land subsidence values (by 2030–2050) for
the Niger delta. 25 1D simulations of each scenario are run using the random values

Fig. 4 SOBEK 1D/2D result of 2007 flooding along the Forcados River (blue areas on the grid
show flooded areas)
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generated. The simulations have a period of June to October of each year, and
hourly time steps (giving an average of 3727 time steps). We use uniform distri-
butions for the SLR and land subsidence values over the entire study area. Due to
long simulation time (or otherwise a need for networked computation) only single
scenario computations are done with the SOBEK 1D/2D overland flow module; the
outputs compared with the range of 1D results.

The results are exported as .csv files into Microsoft excel, the data for the
selected nodes are transposed for the 25 instances of each model scenario and used
to generate hydrographs that are analyzed for parameter uncertainty propagated
through the model. The full scenario analysis of the model output uncertainty is
done using histogram analysis, summary statistics, and percentile ranging.

3 Results and Discussion

For each scenario run, uncertainty analysis is carried out on the last cross section at
the mouth of rivers Nun and Forcados. The uncertainty analysis results are pre-
sented below:

3.1 Simulations with Sea Level Rise

3.1.1 Scenario 1: SLR with Normal Flow

Figure 5 shows the result of 25 simulations of the 1D model under normal flow
conditions with SLR (ranging from 0.12–0.65 m). Results indicate that with higher
SLR values, initial water depths in the channel (in June) are much higher than the
values without SLR. From [3], the effect of SLR on normal flow from the Niger
River represented by the 2005 data values, shows that rise in sea levels will cause

Fig. 5 Nun River: 2005 ‘normal flow’ with downstream SLR
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the flooding of areas around the Nun River which under ‘normal’ conditions does
not overflow its banks in the rainy season.

The analysis of uncertainty, shown in Fig. 6, indicates that with SLR and normal
flow, the water depth will range between 3.74 and 3.82 ± 0.01 with a 95 %
probability that it will not be higher than 3.8 m above mean sea level. This implies
that with ‘normal’ flow conditions and SLR (up to 0.65 m), there will be some
flooding due to the change in sea level, but water depths at the downstream end of
river Nun will not significantly change between 2030 and 2050.

3.1.2 Scenario 2: SLR with Flooding Year Flow from Upstream

The 1D/2D simulation results of the 2006 flood indicate changes in water depth for
all levels of SLR in 2030 and 2050 for the Forcados River [3]. This result is also
seen in the 2006 flood hydrographs in Fig. 7, which presents a harmonized com-
putation of water levels with little difference between the 25 computed values.

The analysis of the result uncertainty (Fig. 8) implies that at the downstream of
Forcados River all levels of SLR will produce high water levels (between 7.44 and
7.47 m). The standard error for the computation is 0.0 and there is only a 5 %
probability of the water level being higher than the maximum water level.

3.1.3 Scenario 3: SLR with Flash Floods from Upstream

The 1D/2D simulation for SLR with flash flooding was done using the 1998 flood
data. The results for SLR values of 0.12–0.41 m (by 2030) show no significant

percentile 5th= 3.74

95th= 3.81

Mean 3.78

Standard Error 0.01

Median 3.77

Mode #N/A

Standard Deviation 0.03

Sample Variance 0.00

Kurtosis -1.37

Skewness 0.23

Range 0.08

Minimum 3.74

Maximum 3.82

Sum 94.38

Count 25.00

Fig. 6 Histogram and analysis of ‘normal flow’ with downstream SLR; Nun River
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effects. For SLR of 0.65 m by 2050, the results show continued flooding in the
channel from July such that the recession in water level in August (as in the case for
low SLR) still allows enough water to flood the area [3].

The 25 hydrographs used for uncertainty analysis (Fig. 9) show that the water
depth during the August recession period (indicated by the arrow) is high at higher
SLR values.

The histogram for the 1998 flooding at river nun (Fig. 10) shows very little
difference between the minimum and maximum water levels, with 90 % of the
water levels lying between the minimum and maximum values. Thus with high
magnitude SLR and flash flood, increase in water levels in the Nun River will last
for a significant length of time.

Fig. 7 2006 flood with downstream SLR for Forcados River

Percentile 5% = 7.44
95% = 7.47

Mean 7.45

Standard Error 0.00

Median 7.45

Mode #N/A

Standard Deviation 0.01

Sample Variance 0.00

Range 0.04

Minimum 7.44

Maximum 7.47

Sum 186.34

Count 25.00

Fig. 8 Histogram and analysis of 2006 flood simulation with downstream SLR; Nun River
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3.2 Simulations with Sea Level Rise and Land Subsidence

Due to oil and gas extraction, subsidence levels in the Niger delta have been
estimated to range from 25 to 125 mm/year [9]. We generated random values within
this range and added them to the downstream tidal water levels with SLR
projections.

3.2.1 Scenario 4: SLR with Subsidence and Flooding from Upstream

The simulation results for 2007 flood with SLR and land subsidence shows high
water depths at the mouth of River Forcados [3]. In line with simulation results, the
25 hydrographs generated for uncertainty assessment show distinct water depths,

Fig. 9 1998 flood on the Nun River with SLR

percentile 5% = 3.95

95% = 4.02

Mean 3.98

Standard Error 0.00

Median 3.98

Mode #N/A

Standard Deviation 0.02

Sample Variance 0.00

Range 0.07

Minimum 3.95

Maximum 4.02

Sum 99.61

Count 25.00

Fig. 10 Histogram and analysis of simulation results at downstream Nun River with the 1998
flood and SLR
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which maintain an almost constant value for all time steps at higher subsidence
levels. In Fig. 11 there is no drop in water depths in the entire simulation period for
water depths higher than 8 m.

From the uncertainty analysis in Fig. 12, there is 90 % probability that the water
levels at downstream of Forcados will be between 7.8 and 14.3 m with land
subsidence and SLR. The mean water level is 10.46 m, which implies that with
subsidence the probability of inundation in the Niger delta is very high. The
uncertainty for this simulation is high with a standard deviation of 2.37 m.

Fig. 11 2007 flood on the Forcados River with SLR and subsidence

percentile 5% = 7.83

95% = 14.31

Mean 10.46

Standard Error 0.47

Median 9.43

Mode #N/A

Standard Deviation 2.37

Sample Variance 5.60

Range 6.93

Minimum 7.46

Maximum 14.39

Sum 261.48

Count 25.00

Fig. 12 Histogram and analysis of 2007 flood simulation with SLR and land subsidence at
Forcados River
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3.2.2 Scenario 5: SLR with Subsidence and Flash Flooding
from Upstream

The 1998 flash flood with land subsidence shows increase in water levels indicating
the flash flood even at higher levels. Results of 1D/2D simulation of the 1998 flood
with SLR and land subsidence shows a doubling of water depths in flooded areas
around the Forcados river. This is indicated in the uncertainty analysis as the
recession in water level from time step 503–1005 is absent at water levels higher
than 8 m (Fig. 13).

The histogram (Fig. 14) shows a single spike at 7.07 m indicating maintenance
of high water levels for 92 % of the simulations with 5 % chance of water levels
surpassing 8.93 m. The uncertainty for this simulation is high with a standard
deviation of 0.84 m.

Fig. 13 1998 flood on the Forcados River with SLR and subsidence

percentile 5% = 6.73

95% = 8.93

Mean 7.02

Standard Error 0.17

Median 6.79

Mode 6.81

Standard Deviation 0.84

Sample Variance 0.71

Range 3.42

Minimum 6.72

Maximum 10.14

Sum 175.51

Count 25.00

Fig. 14 Histogram and analysis of 1998 flood simulation with SLR and land subsidence at
Forcados River
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4 Conclusion

The uncertainty analysis of hydrodynamic modeling of flooding in the lower Niger
River with 25 simulations show low standard errors, indicating that the standard
deviations are within acceptable ranges. The modeling results show that the effect
of SLR for both rivers depends on the magnitude of the rise in sea levels. However,
the Forcados River will be more affected by SLR than the Nun River which
maintains a relatively low water depth even at all levels of SLR.

Due to the large range of estimated subsidence values, the uncertainty analyses
of simulations with land subsidence show higher levels of uncertainty via high
standard deviations and larger errors. Consequently, the simulations with land
subsidence show a large difference between the maximum and minimum values.
Although the amount of subsidence is uncertain, the results indicate that with
subsidence, the probability of flooding in the Niger delta is very high.

In order to obtain good results with modeling approaches it is recommended that
reliable subsidence values in the Niger delta be obtained via measurements and
surveys undertaken at diverse sites. Such subsidence rates when obtained can show
the rates at sites undergoing oil and gas extraction and those undergoing natural
subsidence; thus better models of effects of subsidence can be developed for the
Niger delta.

The uncertainty assessment results presented here show good agreement with the
results obtained with single values of SLR and subsidence. Analysis of model
uncertainty is very useful as it shows the level of reliability of a model output. It is
therefore highly recommended.
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Fudaa-Crue and Crue10: Overview
of New Concepts and Tools for Hydraulic
Modelling

Pierre Balayn, Jean-Marc Battista and Frédéric Deniger

1 Introduction

CNR is France’s leading producer of exclusively renewable energy, with 18
hydroelectric power plants along the Rhône River, providing a capacity of
3000 MW. In order to operate its plants, CNR has developed several hydroinfor-
matic tools for study goals (such as checking concession-holder requirements and
improving water management) and operational applications (e.g. real-time local
development regulation, centralized operational forecast of energy production,
simulation of flood propagation, operators training to manual control, etc.) [1].
A central tool, named Crue, is used to design and adapt each model to the specific
needs of each application’s hypothesis. It deals with 1-D looped-network hydraulic
models with additional storage areas, along more than 500 km of French Rhône
River.

Crue has been developed by CNR since the 1970s, initially for engineering
purposes. A recent major update led to a new set of tools, including Fudaa-Crue
modelling software and Crue10 computational core. The aim of this paper is to
focus on some features of the new version of Crue, as an example of what mod-
elling software may offer nowadays.
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In this paper, four characteristics, maybe useful for other modelling softwares,
are presented:

• The original packaging of the tool based on an open-source modelling software.
• The dynamic shared dictionary at the centre of the design.
• The comparison system and thus the automatic test-case library.
• The open and interactive documentary system.

This new version of Crue is a solid basis for new kinds of incoming studies,
dealing with data assimilation [2] or uncertainty propagation [3]. Some tests have
recently been done with Crue in these fields.

2 An Open Source Modelling Software

The Crue system is composed of two main parts: Fudaa-Crue modelling software
and Crue10 computational core. Extra applications are also connected, such as the
GIS modelling software GeoGAMA-Crue, the simulation component repository
SYSSIH and the hydraulic model repository.

The inner part of the core is reused as a library component in every tool that
needs 1D hydrodynamic computation in CNR’s processes. The core is thus
enhanced with regular developments (e.g. adaptive time steps). In order to guar-
antee its maintainability, it has been redesigned from Fortran to C++, with object
conception for its higher levels. The core’s source code is the property of CNR, but
it can be shared with public partners through specific conventions.

On the other hand, the modelling software is an open-source development, in
order to be freely shared with the hydraulic-modelling community. It is based on
the Fudaa [4] framework. This Java framework has been held by a consortium
including Cerema (former Cetmef), Irstea, EDF, Artelia and CNR, around hydraulic
simulation. The main objectives of this framework are to pool user interface
development and to allow communications between the different computational
cores maintained by the consortium’s partners.

Fudaa contains business layers for hydrodynamic computations, exploitation
simulation (river and harbour), structures, etc., and common view layers for 1D, 2D
and 3D representation. The Fudaa framework integrates open-source components,
including Geotools (GIS toolkit), Apache POI (Microsoft Office files interopera-
bility) and JGraphT (graph library). Thanks to the open-source approach, external
libraries distributed under open-source licence can be reused in Fudaa applications.

Fudaa-Crue is also open source, with a public data object model. It is built on top
of the Netbeans platform, distributed by Oracle, providing common application
features like window management, actions linking, etc., and distribution packaging.
Fudaa-Crue manages XML files under an XSD-control (the control files are also
used by Crue10). Fudaa-Crue supports geographical design for modelling and
results exploitation, and can also import and export shape files for GIS
interoperability.
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Fudaa and Fudaa-Crue are distributed under the GPLv2 licence and use a public
software forge (sourceforge) to share the source code. To facilitate collaboration
and new developers integration, development best practices are used: conventional
build tool (Maven), public issue tracking system [5], public documentation site [6]
and continuous integration. Once a year, the consortium’s development and busi-
ness teams are gathered to outline the last improvements and to introduce or prepare
the next projects relative to the Fudaa framework.

The exchanges between the modelling software and the computational core rely
on files. This allows different computational cores with the same modelling soft-
ware. Furthermore, this weak link is useful for each part upgrades. As the data
object model, the file structure is public and the XSD set is given (in order to
control the XML files grammar) (Tables 1 and 2).

Many files are involved. Fortunately, the user does not have to manage them
directly: Fudaa-Crue handles them in a coherent way. The files have been designed
to carry only one nature of data at one level of modelling, in order to reuse them
between several scenarios:

• Nature of data: network description, cross sections and beds, friction factors,
structures description, numerical parameters, initial conditions, boundary con-
dition types, boundary condition data (hydrogram and limnigram library),
options for the network preprocessing, geometrical preprocessing, initial con-
ditions preprocessing and hydraulic computation, results for each processing
(preprocessings and hydraulic computation), logs for each processing.

• Level of modelling: the processing is carried out at the scenario-level, it can
involve one or many models defined at the model-level, each model is com-
posed of one or many submodels (in order to compose alternative models with
more detailed versus synthetic parts) defined at the submodel-level; at the top
level, the study-level allows to gather different scenarios.

3 An Interlinked Dictionary File

The computational core and the modelling software share a dictionary file (see
CrueConfigMetier XML file on Fig. 1). It is dynamically interpreted at each run and
is used to share data definitions.

It defines each variable (data or result) used, with a unique code. The infor-
mation for each variable is read in the dictionary, and if not found, the initialization
of the application aborts. Each variable bears the following information:

• A validity range: used to reject any out-of-range user’s input and to alert (error
level) on out-of-range output values.

• A usual range: used to check the user’s input (warning message, but possible
input) and to warn (warning level) on the output values.

• A nature, centralising some information:
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• A comparison threshold: used to compare (equality and inequality) two real
variables of the same nature. All the code was written to implement these
enhanced comparisons.

• A presentation precision: used to format the values presented in the user
interface. Its value can be different from the comparison threshold.

Table 2 Example of nature of variable definition. Crue’s dictionary defines 56 natures of
variables

Nature Unit Comparison threshold Presentation precision

Nat_Z mNGF 0,00001 0,00001

Nat_Jx m/m 0,000001 0,000001

Nat_K m1/3/s 0,001 0,001

Nat_Dy m 0,001 0,001

Nat_Q m3/s 0,0001 0,0001

Nat_Dz m 0,00001 0,00001

Nat_S m2 0,0001 0,0001

Nat_Dt s 0,001 0,001

Nat_Splan m2 0,01 0,01

Nat_X m 0,001 0,001

Fig. 1 Communication diagram between Fudaa-Crue modelling software and Crue10 computa-
tional core. It uses XML files (e.g. CrueConfigMetier, Etude.etu, DCLM, etc.), combined binary
and XML files (e.g. RPTG, RCAL), CSV files (e.g. CPTR, CPTG, CPTI, CCAL), text files (e.g.
AVCT), text INI files (e.g. ParamètresLogicels, etc.), but also (not shown here) GIS shapefiles and
XSD files (associated with the XML files)
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Everywhere in the Crue applications, a given value is presented the same
way to the user; furthermore, neither recompilation nor re-computation is
needed to tune the applications’ presentation of values.

• A unit: used to format the values presented in the user interface.

On this basis, both the computational core and the modelling software control
the given and computed values and compose messages: users are warned about odd
values and are helped in log interpretation (Fig. 2).

The dictionary also describes in a standardised way the “laws” (Y vs. X) used in
the applications and their extrapolation behaviour. Obviously, each point value is
checked according to the abscissa and ordinate variable. For example:

• Zg versus Xt for the profile definition, with no extrapolation allowed (an error
occurs for an Xt value out of the definition range).

• Qapp versus TempsLoi for the upstream input hydrogram, with flat extrapola-
tions (constant value, equal to the nearest point of the definition range).

• Zimp versus Q for the downstream ratting curve, with flat extrapolation for the
low values of Q and interpolated extrapolations for the high values (interpola-
tion according to the two nearest points of the definition range).

4 The Built-in Comparison System

The comparison system is called OTFA (Outil de Tests Fonctionnels Automatisés).
It performs a set of systematic tree-tests comparison, regarding the comparison
threshold of variable’s nature.

Fig. 2 Example of warning after an unusual user’s input
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This powerful feature detects only significant differences between two different
scenarios. It is also used for automated non-regression tests on the test-case
libraries. OTFA is usable as a non-GUI executable (batch) as well as in the
Fudaa-Crue application.

The comparison system requires an XML file as the input data. This file defines
the test campaign: a list of scenarios to process and then to compare (results and
data are compared). Different operations could be done on the scenario before the
comparison:

• Migrate from one version to another (useful for grammar migration over the
test-case library).

• Perform a computation (a run).

The comparison is then performed on the last operation results.
For each line of the campaign, a computational core configuration must be

defined. This configuration is composed by the dictionary file and the computa-
tional core executable. Thus it is also possible to compare the results of two dif-
ferent versions of the computational core system. The comparison produces two
files:

• A report file with the logs of all performed tasks.
• A result file containing the detailed results of the comparison.

The Fudaa-Crue data object model was designed to perform automated com-
parison with data and results. Thanks to this design, all the definitions of the
comparison tests can be made in a declarative way, as lists of comparison items; the
corresponding applicative configuration files are very easy to tune, with no further
development (Fig. 3).

A comparison item is defined in two parts: first, the selection of the objects to
compare and then the type of comparison to perform. The objects to compare are
selected thanks to XPath queries (path expressions used to select nodes in an XML
document, applied on graphs of objects; the interpreter JXPath [7] from the Apache
Software Foundation is used to perform this binding between XML and objects).
Once the selection is done, several types of comparisons can be carried out:

• For single objects, comparison of their properties: objects of the same name are
compared with one another, and so on for properties of the same name.

• For lists of objects, different options are available:

– Search for list content differences: which objects names are in the first list
and not in the second, and vice versa?

– Order check: are the objects names ordered the same?
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5 The Open Documentation System

Fudaa-Crue operates an online system of documentation on Crue (SyDoC). It was
originally designed for the Fudaa-Crue and Crue10 project, but can be widely
reused: CNR plans to use it for its other simulation tools.

As with other interactive help tools, it is a set of pages with navigation and
search features (relying on HTML pages). But it was designed more like a Wiki. Its
first remarkable characteristic is to concentrate wide spectrum documentation, with
many links between:

• The user’s manual, originally written by the Fudaa-Crue development team.
• The hydraulic modelling documentation (what are the hypotheses and limits,

which equations are used, in which way, etc., and the dictionary with data
definition, see Sect. 3), from the functional experts. In addition, a general
free-surface flow course is being added (demonstrations of the different for-
mulas, etc.).

• The numerical analysis documentation (how are the equations discretized, how
is the system solved, etc.), from the numerical experts.

• The collaborative user’s documentation, written by the users themselves; it
allows users to comment on other documents, to share their experience and
user’s tips, to give some examples of alternative modelling techniques tested
and their results.

Fig. 3 Above, example of global results for a comparison between two scenarios on Fudaa-Crue’s
OTFA system (comparison items with differences are sorted first). Below, zoom on treeview
details, for differences analysis
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• The development generated documentations (Doxygen generated documenta-
tion for Crue10 computational core, and JavaDoc for Fudaa-Crue modelling
software) can also be reached from SyDoC (but only for program developers).

Changes and additions pages may be proposed by each user. They are central-
ized and made by the documentation administrator, in order to maintain consis-
tency. Fudaa-Crue offers useful features to look for dead links (integrity check)
before publishing a new version of SyDoC’s content.

SyDoC offers multilingual support: the user interface language can be chosen by
the user in Fudaa-Crue’s user configuration. The same language preference is used
for the set of documentation. Thus, the documentation administrator has to maintain
several documentation sets.

The second notable characteristic of SyDoC is the multiple ways to reach a page:

• Classic navigation features: hyperlink, undo/redo, search engine on key words,
navigation from the menu.

• Help button on a specific frame of Fudaa-Crue: a specific help page is shown,
with a description of the frame and links to tip pages.

• F1 key: the first page shown in SyDoC depends on Fudaa-Crue’s active
panel/frame (a configuration file binds each frame with a documentation page).
This provides a contextual help, similar to the previous point.

• Core’s execution logs: Fudaa-Crue presents Crue10’s logs to the user.
A documentation page can be specified for each different type of message
(a configuration file binds each with a documentation page). It allows the user to
click on the doc icon, and then to navigate SyDoC for additional explanation,
advice or user’s tip (Fig. 4).

Fig. 4 In the centre, example of a log file as presented by Fudaa-Crue; the log lines are grouped by
processing (up to 3 preprocessings and 1 hydraulic computation). A short message describes the log
line; for more information, the user may click on the icon on the right, in order to jump into SyDoC
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6 Conclusions

CNR carried out a major update on his central hydraulic modelling tool. The new
Crue system relies on notable features, presented here as an example of what
modelling software could offer nowadays. These improvements needed a total
rewriting of the codes (modelling software and computational core), with special
attention to the design for long-term maintainability.

For any new project of simulation software, or if interested in using Fudaa-Crue
modelling software, the following points should require attention:

• Design of the system, with shared and open-source parts.
• Object-oriented data modelling, relying on a shared data description.
• Built-in comparison system and test-case library.
• User interactive documentary system, as a central part of the system.
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AV2D: A Data-Driven Hydrological
Forecasting Approach Based on Aggregate
Variables

Wilfried Segretier and Martine Collard

1 Introduction

Natural risks represent a permanent threat for our modern society. Due to their
generally unpredictable and potentially destructive nature, they have been widely
studied for many years to help understanding their mechanisms. In this study, we
focus on flood phenomena which can cause major damages in urbanized and
industrial areas. Flash floods have the particularity to be very sudden and occur in
small catchments with rugged topography and subject to large and localized pre-
cipitations. The Caribbean region contains mainly volcanic island and is concerned
with tropical meteorological conditions including important storms and massive and
localized rainfalls. Therefore, the anticipation of hydrological events represents a
major problem for local authorities.

Classical hydrological forecasting systems mainly designed for larger and slower
watersheds, as found in Europe, tends to be less efficient when applied to flash flood
subject catchments. In order to overcome this problem, we propose the AV2D
original approach consisting in the search for juries of aggregate variables as sets of
parameters taking into account the hydrological dynamic over time periods thanks
to statistical functions.

The work presented in this paper follows our preliminary works [7, 8]. A new
case study of Caribbean watershed located in the island of Puerto Rico is
considered.

This paper is organized in six sections. Section 2 presents an overview of
hydrological predictive approach. Section 3 details the context and data related to
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the case study considered. Section 4 presents the AV2D approach that we propose
in this work to address the problem of flash flood prediction. Finally, Sect. 5 pre-
sents the experiments and results obtained while Sect. 6 concludes and give some
perspectives for future work.

2 Related Work

Hydrological forecasting approaches can be classified according to the way they
represent physical processes underlying rivers or water streams activity.

Physically based models (PBM) typically use differential equations on flows to
model the behavior of streams with respect to multiple parameters such as soil
properties, topographical features, or evapotranspiration rates. They are sometimes
called spatially distributed models since they use more or less accurate grid-based
representations of river basins. They are generally very complex and their perfor-
mances highly depend on the initialization of their parameters; thus, simpler
approaches have been designed and have proved to provide more accurate per-
formances in operational and short term flood forecasting [3, 10].

Conceptual or semi-distributed models can be seen as “simplifications” of PBM,
since they are built on notions such as reservoirs filling and emptying, on
approximations of parameters and on mathematical or empirical knowledge to
model the hydrological dynamics of water streams.

Over the last 30 years, the democratization of more powerful computing devices
led to new kind of models, known as data-driven models (DDM), inspired from
different fields such as machine learning, artificial intelligence, or statistical anal-
ysis. A review of hydrological DDMs literature shows that most solutions in this
domain have used Artificial Neural Networks (ANN), mostly for their ability to
model nonlinear relationships [12]. However, ANNs acts as black box models,
since they do not provide any easily interpretable explanation about their perfor-
mances. Generally, stakeholders tend to trust models that express their predictions
explicitly. In our work, the long-term objective is to design a decision making tool
able to provide a comprehensible knowledge representation that explains why a
flood or a nonflood is predicted. Thus, in this work, the first strong requirement was
the readability of the models provided to end users that are experts in the hydro-
logical domain.

3 Case Study

The watershed of the Gurabo River is a small watershed located in the north of the
main island of Puerto Rico. Unlike the southern regions of the island, this area is
very mountainous. The river is monitored by the USGS Caribbean Water Science
Center. Thanks to several runoff measure stations positioned along the river course.
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In this work, we considered the data of three of these stations—from up to down
Rio Valenciano Nr Juncos (50056400), Rio Gurabo Blw El Mango (50055750),
and Rio Gurabo. At Gurabo (50057000). The default record interval is 15 min.
Figure 1 shows a map of the watershed. We can see the river stream in blue and the
three stations considered circled in red. The river flows from the bottom of the
image to the top.

3.1 Preprocessing

In a knowledge discovery from data (KDD) process, preprocessing represents a
crucial step since it consists of cleaning, transforming, normalizing, or replacing the
raw data. Indeed, real-world data are often noisy and organized in nonefficient way.
Obviously, if the preprocessing step is well achieved, one can expect to find more
easily the relevant information potentially hidden in the data.

A meticulous preanalysis of the two aforementioned raw datasets showed us that
they were subjected to two main problems, namely the presence of:

• missing data due to unavailability of one or more station(s) during time periods
ranging from few minutes to several months,

• and erroneous data corresponding to the records of malfunctioning stations
(calibration problems, failing components, …).

The cleaning step involves the suppression of erroneous data, which could bias
the data mining phase if they were kept, and filling of missing data. To do so, we
followed a two-step methodology for the hydrological data (i.e., height level and
runoff).

First, we eliminated in a semi-automatic way, thanks to a visualization tool that
we developed specifically for this purpose, the most obviously erroneous data

Fig. 1 Map of the Gurabo
watershed
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periods. For instance, miscalibrated stations can produce negative values or irre-
alistic raises (for instance, from 10 to 1000 mm in one or two time steps).

Then, we tried to fill all the missing gaps, i.e., the originally missing values and
the new gaps resulting from erroneous data suppression. To do so, we identified
different situations depending on the length δgap of the gaps and/or on the
hydrological activity observed in the neighborhood of concerned stations. By
neighborhood, we mean spatial proximity, i.e., the activity observed on adjacent
stations, or temporal proximity, i.e., the activity observed on the same station or on
adjacent stations) before and after gaps. When δgap was:

• short (from 12 to 60 min), whatever the hydrological activity observed in the
neighborhood, we adopted a linear interpolation strategy: the ith missing value
di (1 ≤ i ≤ n) between two present values d0 and (dn + 1) is computed as
di = d0 + i * R with R = (d(n + 1) – d0)/n and n = (δgap/record interval) –1.

• intermediate (from 1 h to up to 6 days) and the activity observed in the
neighborhood were quiet, i.e., no important raises or peeks, we also applied a
linear interpolation as defined in (a);

• also intermediate but the activity observed in the neighborhood was not calm,
i.e., at least one important peek observed, we used, when it was possible,
nonlinear regression techniques such as ANN and expert knowledge to repro-
duce realistic data from observed data.

• long (more than 6 days) we did not replace the missing data since we estimated
that the uncertainty was too important.

In order to apply automatic classification techniques for flash flood prediction on
the hydro-meteorological data of this case study, we identified 70 hydrological
events for the Gurabo River watershed, among which 28 flood events and 42
nonflood events. These events are characterized by the hydrological activity
observed on an event station located in the area where we want to achieve pre-
diction. When flood threshold values, provided for each station by experts of the
basins are reached, we label the situation as a flood event (F) while nonflood events
(N) correspond to the reaching of high values remaining under the thresholds,
meaning that an activity is observed but do not lead to a flood. Since we are
interested only in the conditions preceding events, the labels match the moment of
over-passing a flood threshold value or reaching a high under threshold value. Next
values are discarded.

We chose the 50057000 station as the event station because it presents the
advantage to offer a good tradeoff between its proximity to the critical area and the
number of events detected for its values. All the events have been selected in such a
way that they are independent from each other, i.e., we checked that they were
enough spaced in time so that the conditions of one do not influence another.

Regarding the construction of the final datasets, we associated each event to the
values observed during time intervals [t-k-prec, t-prec] on all the stations, where t is
the time of the event (flood threshold over-passing on event station) and prec is the
precocity or lead time between the moment of prediction and the occurrence of the
event. We use the term measure stations to refer to the stations at time t-prec.
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Table 1 shows the structure of the datasets obtained after this transformation
step. Each line stands for an event; the last column gives the corresponding class
while all the other columns correspond to measure the station values.

3.2 Exploratory Analysis

The hydrological activity observed in Caribbean watersheds is very fast, leading to
disastrous and hardly predictable flood events. Indeed, as we can see on Fig. 1, the
catchments of this region have relatively small areas and contains steep slopes.
Moreover, they are subject to tropical rainfalls and storms having the particularities
to be massive and often localized. Figure 2a–d shows four typical examples of flood

Table 1 Dataset after transformation

Evt RStationi
t�k�prec RStationi

t�ðk�1Þ�prec
… RStationi

t�prec … RStationR
t�prec Class F/N (t)

1 321 ? … 645 … 579 N

2 1235 1267 … 1678 … 2319 F

70 1567 1517 … ? … 3299 F

Fig. 2 Four typical hydrological events observed on the Gurabo watershed. a Gurabo 1. b Gurabo
2. c Gurabo 3. d Gurabo 4
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events observed in the Gurabo watershed. The x-axis represents the evolution of
time in hours—with hour 0, the time of the event, i.e., over-passing of flood
threshold on 50057000 (Gurabo). The y-axis represents normalized hydrological
measures (m^3/s). These figures confirm the rapidity and the magnitude of the
hydrological behavior of the events observed. Moreover, we can see interesting
correlations between the hydrological values observed at different locations by the
different stations (the rises follow roughly the up to down order of the stations).

4 AV2D: Aggregate Variables Data-Driven Approach

4.1 Aggregate Variables

4.1.1 Definitions

In this work, we define an aggregate variable (AV) structure as a 4-uplet (A, T, F,
D) in which:

• A is the set of attributes of the dataset,
• T is a set of time windows defined by some parameters and which can be

associated with an attribute a 2 A,
• F is a set of aggregation function f such as the mean, standard deviation, slope,

minimum, maximum …,
• D is a set of decision functions d.

An aggregate variable is defined as an instance of this structure, thus a 4-uplet (a,
t, f, d) 2 A * T * F * D. We call a, t, f ,and d the parameters of an AV. We call
aggregate value the result of the aggregation function of an AV. The decision
function computed for this value allows us to know the class associated by the AV
to the situation encountered.

For instance, let’s consider the following simple AV structure in the context of
transactional data:

• A = {“number of products purchased”, “number of product sold”}
• T = {“January 2012”, “February 2012”, …, “December 2012”}
• F = {“Mean”, “Standard deviation” }

• D the set of functions of the form: d xð Þ ¼ A if x� thresh
B if x[ thresh

�
The aggregate variable AV1 defined by:

a = “number of products purchased”, t = “January 2012”, f = Mean, d = d1 with

d1 xð Þ ¼ A if x� 453
B if x[ 453

�
represents the mean of products purchased during the

period of January 2012 and the prediction if this value is compared to 453. In a
similar way, we can define the following AVs:
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• AV2: a = “number of product sold”, t = “March 2012”, f = “Standard devia-

tion”, d = d2 with d2 xð Þ ¼ A if x � 11
B if x [ 11

�
• AV3: a = “number of product sold”, t = “ January 2012”, f = “Mean”, d = d3

with d3 xð Þ ¼ A if x� 790
B if x[ 790

�
In an operational point of view, an AV is interpreted as follows: if the result of

the function f computed on the n instances of the attribute a associated to the time
window t is included in a given value interval, then the class X is chosen by the AV.

4.2 Hydrometeorological Aggregate Variables

In the context of hydrological events classification—Flood (F) or Non-flood (N)—
we define the following AV structure:

• A is the set of attributes representing the values recorded by each hydromete-
orological sensor available for the watershed considered,

• T is the set of time windows characterized by the two following parameters:

(1) a precocity time prec corresponding to the prediction lead time, i.e., the time
shift in minutes, between the last value observable and the beginning of the
event to predict. Its value set is [prec_min, prec_max]; the timestep is
15 min.

(2) an aggregation time agg corresponding to the time period during which the
attribute values are considered for the computation of the aggregation value.
This time period is adjacent to the precocity period. Its value set is [0,
agg_max] with a timestep depending on the case study and sensor type.

Figure 3 illustrates the use of these two parameters prec and agg in an AV.

• F = {“mean”, “standard deviation”, “minimum”, “maximum”, “slope”}

• D is the set of functions defined on [0, agg_max] such as: d xð Þ ¼
N if x� tresh
F if x[ tresh

�
with the parameter tresh representing a decision threshold.

4.2.1 Juries of Aggregate Variables

In order to face complex problems requiring more than single AVs to be efficiently
modelized, we introduce the notion of juries of AVs. We define a jury of AVs of size
n as a set of n AVs. It is noted: Jn = {(a1, t1, f1, d1), ( a2, t2, f2, d2) ,…,( an, tn, fn,
dn)} = {AV1, AV2, …, AVn}. Each AV in a jury can be derived from a different AV
structure.
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Among different possible strategies to combine the answers of each AVs in a
jury, we propose to use a majority vote scheme so that the final answer of a jury of
size n is the most represented class. In comparison to a unanimity vote, this strategy
presents the benefits to be computationally simpler and to preserve some diversity
between the AVs of a jury. Indeed, if all the AVs have to choose the same class for
the final answer, they will tend to be similar, while allowing some of them to be
wrong sometimes let room for more diversity and possibly increase the perfor-
mances: the AVs being wrong in a particular situation may be very useful in other
situations.

A common problem in the implementation of data-driven approaches is the
definition of strategies to deal with missing data in a dataset. In this work, we
mainly considered two solutions. When the data corresponding to the measure
sensor of one or many AVs are missing:

(1) the number of voting members is consequently reduced and the decision of the
jury is given by the majority vote of the remaining AVs,

(2) a default answer is defined for the concerned AVs and the decision of the jury
is given by the majority vote of all the AVs.

In the experiments presented in this paper, we follow the first approach.

4.2.2 Search for Optimal Solutions

For a given AV structure, the search for the best AVs, i.e., the quadruplets (a, t, f, d)
allowing to obtain optimal classification performances, can be seen as a combi-
natorial optimization problem which search space |S_VA| is defined by the product:

S VAj j ¼ Aj j � Tj j � Fj j � Dj j:

Obviously, the size of this search space grows rapidly with the value set of each
parameter, becoming impracticable for most real world applications.

Similarly, the search for best juries of AVs of size n boils down to the search of
the best combinations {(a1, t1, f1, d1), (a2, t2, f2, d2), …, (an, tn, fn, dn)} through
the search space defined by the product:

Fig. 3 Time aspect of an aggregate variable
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|S_Jn| =
Qn

p¼1 |S_VAp| with |S_VAp| the cardinal of the search space of the pth
AV structure.

4.2.3 Evolutionary Approach

In order to address the complexity of the search for optimal solutions in such large
search spaces, we propose to use stochastic solutions which have proven to be
efficient in such situations where an exact approach to find optimal solutions is
unknown. Indeed, they provide mechanisms to guide the search in order to find
good solutions within relatively short execution times where an exhaustive search
would require tremendous execution times (many years, centuries …). In the large
family of stochastic methods, we chose Evolutionary Algorithms (EA) [1], mainly
for their known abilities to deal with large class of problems.

In the following, we present the choices (problem dependant/independent
operators, evolution parameters…) that we made for the implementation of our EA.

As seen before, an aggregate variable is a set of parameters (a, t, f, d) 2 (A, T, F,
D,) independent from each other. In this work, we use the notion of hydrometeo-
rological aggregate variables defined by the AV structure shown in Sect. 1. In this
structure, since a time window t \in T is characterized by the two values prec and
agg, and a function d \in D is characterized by its decision threshold thresh, an AV
can be encoded as the following sequence (a, prec, agg, f, thresh).

Similarly, a jury can be represented as the sequence {AV1, AV2, …, AVn} of its
AVs. Figure 4 illustrates this representation.

In an evolutionary process, the choice of the evolutionary operators is very
important since they allow to evolve randomly initialized populations toward
populations more adapted to the problem of solve among which optimal solutions
may be found.

• Multipoint crossover operator: two levels of crossover points are considered.
(1) the AV level, i.e., between AVs parameters, and (2) the jury level, i.e.,
between the AVs of a jury. After a random selection of possible such crossover
points, VAs parameters and/or VAs are exchanged around them. We adopted a
ROG strategy [6] consisting, when the crossover must be applied to two iden-
tical individuals (which would be useless), in returning a copy of the parents and

Fig. 4 Representation of a jury of AVs
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a new randomly generated individual. This strategy presents the advantage of
not affecting the search for optimal solution by increasing the diversity mostly
when it is needed, i.e., when the population start to converge and thus the
probability to select the identical individuals to cross is more important.

• Uniform mutation operator: A parameter is randomly chosen among a variable
in the jury; then its value is changed either by a close value or a random value in
its value space.

• Selection: we used a stochastic binary tournament which is a classical binary
tournament operator with the particularity that the best individual has a prob-
ability p to be selected; otherwise the other one is selected. This strategy helps to
reduce the selection pressure by allowing less-adapted individuals to survive,
and then contributes to preserve a certain amount of diversity in the global
population which is essential to prevent premature convergence.

• Replacement: we used an elitist generational replacement operator allowing to
keep the best individual of the population for the next generation, avoiding the
risk to decrease the quality of the population.

The evaluation is also a substantial part in an evolutionary process. Indeed, by
allowing to estimate the quality of a solution regarding the problem to solve, it
allows to know which ones are more or less close to optimal solution so they can be
favored or not. In this work, we evaluate a solution by measuring its separative
power regarding the two classes: Flood (F) and Non-flood (N). To do so, we
consider combinations of the classical true positive, true negative, false positive,
and false negative rates (the positive class is F and N is the negative class).

In this work, we considered the Information Value (IV): IV = Σ (P(Si|A) – P(Si|
B) * log(P(S_i|A)/P(S_i|B)) with P(Si|X), the conditional probability that bin Si
effectively corresponds to class X. In the present work, as we have two bins ([0, tresh
[associated to class N and [tresh, +∞[associated to class F), we have:

• IV = Σ (P(Si|N) – P(Si|C) * log(P(S_i|N)/P(S_i|C))
• IV = (TN – FN) * log(TN/FN) + (FP – TP) * log(FP/TP)

with TN, TP, FP, FN 2 ]0,1[. When TN and TP tends to 1 and thus FP et FN tends
to 0 we have:

• (TN – FN) tends to 1 and log(TN/FN) tends to +∞,
• (FP – TP) tends to –1 and log(TN/FN) tends to +∞,

thus IV tends to +∞. In a similar way, we can show that when TN and TP tends to
0, IV also tends to +∞. Indeed, this metric considers that the information offered
perfect and inverse classifications are the same: only the class labels should be
switched. The worst case is thus the random situation where
TP = TN = FP = FN = 0.5 and IV = 0.
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5 Experiments and Results

Here we present the results obtained with the AV2D approach and compare them to
those obtained with classical data-driven approaches commonly used, namely the
decision trees C4.5 [5], Random Forest (RF) [2] and Best First Tree (BFT) [11], the
naive bayes classifier (NB) [4], and the artificial neural network Multi-Layer
Perceptron (MLP) [13]. Table 2 summarizes the parameters that we used for each of
these techniques. These are the typical parameters mainly used to address similar
problems.

The results obtained with the EA presented in the previous section were obtained
with the following parameters:

• population size: 100,
• number of generations: 8000,
• selection operator: stochastic binary tournament with p = 0.8,
• generational replacement operator: elitism,
• mutation rate 0.001,
• crossover rate 0.75.

Due to the combinatorial explosion resulting from the increasing number of
variables in a jury, we had to find a good tradeoff between complexity of the search
space and efficiency of the models obtainable. We found after an exploratory
analysis in which we compared the performances obtained with different jury sizes
and GA parameters, as explained in [9], that the best tradeoff was a jury size of 3.

Given the low number of total instances in each case (70), we used a stratified
10-fold cross-validation technique to estimate the performance of each method. The
performances are presented in terms of true negative, true positive, and weighted
average rates:

Table 2 Parameters used for classical data-driven techniques

Technique Parameters used

MLP Nb of layers: 1, Nb of nodes: (|attributes| + |classes|)/2 = 202 Learning rate: 0.3,
momentum 0.2

C4.5 Minimum instances per leaf: 2, pruning: yes Confidence factor for pruning: 0.25

RF Maximum depth: unlimited, Nb of trees generated: 10 Nb of features used in
random selection: log(|attributes + 1|)

BFT Minimum instances per leaf: 2, internal k fold cross-validation seed: random
number, pruning strategy: post-pruning Separation criteria: Gini index

NB Supervised discretization
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� TN rate ¼
Xk

i¼1
TPi

� �
=Totalpos

� TP rate ¼
Xk

i¼1
TNi

� �
=Totalneg

�W:Avg rate ¼
Xk

i¼1
TNi þ TPi

� �
=ðTotalpos + Totalneg

with TP_i, TN_i, respectively, the number of true positive and false positive in the
ith k-fold cross validation iteration, and Total_pos, Total_neg, respectively, the total
number of positive and negative instances.

Finally, since EA, MLP, RF, and BFT are stochastic methods, the results pre-
sented for them are averaged on 50 k-fold cross experiments. Standard deviation
values on each rate are given in this case. Table 3 shows the performances obtained
on the Gurabo case by standard data-driven techniques and AV2D. The first column
shows the technique used, the second column gives the minimal precocity, while

Table 3 Performances of data-driven techniques for Gurabo River

Algorithm Prec min TN TP W. Avg

Avg Std Dev Avg Std Dev Avg Std Dev

C4.5 60 73.80 – 57.10 – 67.10 –

120 73.80 – 50.00 – 64.30 –

180 66.7 – 42.90 – 57.10 –

240 78.60 – 28.60 – 58.60 –

RF 60 72.28 4.46 61.06 7.60 67.80 3.77

120 69.95 6.27 47.71 6.87 61.06 4.27

180 67.57 5.83 43.15 5.71 57.80 4.33

240 62.47 6.01 31.36 7.25 50.03 4.34

NB 60 76.2 – 82.10 – 78.60 –

120 61.90 – 71.40 – 65.70 –

180 81.00 – 32.10 – 61.40 –

240 92.90 – 25.00 – 65.70 –

BFT 60 76.9 5.48 55.14 8.42 67.71 4.14

120 74.10 4.69 45.79 7.85 62.77 3.66

180 70.09 5.09 36.50 7.23 56.65 4.24

240 81.34 7.22 18.00 7.28 56.00 3.74

MLP 60 80.49 2.77 65.35 5.32 74.42 3.01

120 68.08 4.66 64.64 6.29 66.70 4.14

180 68.56 5.31 46.44 5.30 59.71 3.31

240 69.05 3.17 25.35 4.37 51.58 1.96

AV2D (IV) 60 77.81 5.43 84.28 5.97 80.40 3.91

120 67.29 4.95 75.70 7.07 70.66 4..31

180 59.90 4.50 54.71 13.20 57.83 5.03

240 74.85 3.63 27.00 5.63 55.71 3.20
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the remaining columns give TN, TP, and W.Avg rates and their standard deviation
when necessary. The Best results are bolded. As we could expect, best perfor-
mances for each technique are obtained for lower values of prec min. AV2D obtain
the bests W.Avg (80.40 %) and TP rates (84.28 %) for 60 min of minimal precocity.

Figure 5 summarizes graphically the results presented in Table 3.

6 Conclusion

In this paper, we presented AV2D, a data-driven hydrological classification
approach based on combinations of aggregate variables acting as simple classifiers.
We designed an EA to address the combinatorial optimization problem of searching
such optimal combinations. We showed, through a comparison with standard
data-driven techniques (ANN, decision trees) on a typical Caribbean watershed, that
this new approach was able to provide very good performances in terms of clas-
sification accuracy, particularly for short term prediction.

Perspectives for future work include fitness landscape analysis in order to
improve the evolutionary process, the use of other metaheuristics to find optimal
juries of aggregate variables, the use of other kind of data such as radar rainfall, soil
type, or tides data.

Fig. 5 Evolution of performances with minimal precocity values
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Numerical Scheme for a Viscous Shallow
Water System Including New Friction
Laws of Second Order: Validation
and Application

Olivier Delestre and Ulrich Razafison

1 Introduction

Free surface flows are described by the Navier-Stokes equations. It is well-known
that the numerical resolution of these equations can be expensive. For this reason
the shallow water equations (or Saint-Venant system [1]) are widely used in
hydraulics and hydrology to simulate free surface flows. We can refer, for instance,
to rain-water overland flows [2–5], river flows [6], flooding [7], dam breaks [8, 9],
and also oceanography [10]. These equations are derived from the Navier-Stokes
equations under the assumption that the ratio between the vertical and the horizontal
scales is small. However, the friction laws that are obtained from this derivation, are
not used in hydraulics and hydrology. In this context, the main friction laws used
are the ones of Manning and Darcy-Weisbach types.

In this paper, we propose to derive the shallow-water equations with Manning or
Darcy-Weisbach friction terms, starting from the Navier-Stokes equations with
suitable wall-laws at the bottom boundary. Details of the derivation, which follows
the ideas of [11, 12], will be presented in a forthcoming work. As an approximation
of first order, we obtain the classical Shallow water model (without diffusion source
term) with the classical Manning or Darcy-Weisbach laws. We next perform a
second order approximation and we obtain a viscous Shallow water model with
new friction laws of Manning or Darcy-Weisbach type. We then propose a
numerical scheme for the new model which is mainly based on a well-balanced
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finite volume method. Then we present analytical validation of the scheme on
steady state reference solutions obtained following the main lines of [13]. Finally,
this model is applied on real data.

2 Derivation of the Model

We give here the key points of the derivation of the model. Details will be given in
a forthcoming work. First, we consider the 2D free surface Navier-Stokes equations
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where u and w are respectively the horizontal and the vertical components of the
velocity, p is the pressure, σ is the viscosity tensor, Z is the topography variation
and g = 9.81 m/s2 is the gravity acceleration.

System (1) needs to be completed with conditions on the free surface and at the
bottom. At the bottom z = Z(x), a Manning or a Darcy-Weisbach formula is pre-
scribed as follows

rxz ¼ k
juju
ha

; ð2Þ

where a 2 ð0; 1=3Þ.
If α = 0 (respectively α = 1/3), then a Darcy-Weisbach type formula is obtained

with k = f/8 (resp. k = n2g), where f (resp. n) is the Darcy-Weisbach (resp. Manning)
roughness coefficient. This roughness coefficient depends mainly on the roughness
of the soil, some values are tabulated in literature depending on the kind of ground
considered [14]. Following the same lines as in [11, 12], the derivation of the
Shallow Water system of first order is first obtained
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Then keeping smaller terms, and proceeding again as in [11, 12], a viscous
Shallow Water system with new friction term of Darcy-Weisbach (resp. Manning)
type is obtained
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3 Numerical Scheme

In order to solve systems (3) and (4), we use FullSWOF_1D software which stands
for Full Shallow Water equations for Overland Flow in 1 space Dimension [3, 15].
It is an open source C++ codes, freely available from https://sourcesup.renater.fr/
projects/fullswof-1d/. It is distributed under CeCILL-V2 free software license. The
structure of the code is made to facilitate the development of new evolutions. This
software solves the shallow water Eq. (3) thanks to a well-balanced finite volume
method based on the hydrostatic reconstruction [16, 17]. This numerical method has
good properties: water mass conservation, well-balanced property (at least preser-
vation of lake at rest equilibrium) and positivity water height preservation. We have
made some modifications in the sources to deal with system (4) as well. We will
first give the main lines of the numerical method implemented in FullSWOF to
solve system (3). Then we will explain the modification integrated in FullSWOF_
1D to solve (4). In FullSWOF, the shallow water equations are solved thanks to a
well-balanced finite volume scheme. The well-balanced property is achieved with
the hydrostatic reconstruction, which is based on a general principle of recon-
struction. We begin with a first order finite volume scheme for the homogeneous
shallow water equations: choosing a positive and consistent numerical flux
F UL; URð Þ (e.g. Rusanov, HLL, kinetic,… [2, 17]), it writes under the general form

Ustar
i � Un

i

Dt
þ FðUn

i ;U
n
iþ1Þ � FðUn

i�1;U
n
i Þ

Dx
¼ 0; ð5Þ

where Δt is the time step and Δx is the space step. The idea is to modify this scheme
by applying the numerical flux to the reconstructed variables. Reconstruction can be
used to get higher order schemes (MUSCL, ENO, …), and the higher order in time
is obtained thanks to TVD-Runge-Kutta methods. The purpose of the hydrostatic
reconstruction is to get a well-balanced scheme. It is designed to preserve at least
steady states at rest (u = 0 and h + Z = Cst). When it is directly applied on the initial
scheme, it gives a first order scheme, while coupling it with high order recon-
struction increases the order of the scheme and thus its accuracy.

We now give the implementation of this method to get high order accuracy. The
first step consists in performing a high order reconstruction (MUSCL, ENO,…). To
deal properly with the topography source term ∂xz, this reconstruction is applied on
u, h and h + z. Thus we get the set of reconstructed variables (Um, zm) and (Up, zp),
on which the hydrostatic reconstruction is applied
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hiþ1=2L ¼ max hiþ1=2m þ ziþ1=2m �max ziþ1=2m; ziþ1=2p
� �

; 0
� �

;

Uiþ1=2L ¼ hiþ1=2L; hiþ1=2Luiþ1=2m
� �

;

hiþ1=2R ¼ max hiþ1=2p þ ziþ1=2p �max ziþ1=2m; ziþ1=2p
� �

; 0
� �

;

Uiþ1=2R ¼ ðhiþ1=2R; hiþ1=2Ruiþ1=2pÞ

: ð6Þ

The finite volume scheme (9) needs to be modified as follows

Ustar
i � Un

i

Dt
þ
Fn
iþ1=2L � Fn

i�1=2R � Fcni
Dx

¼ 0; ð7Þ

where

Fn
iþ1=2L ¼ Fn

iþ1=2 þ Sniþ1=2L;

Fn
i�1=2R ¼ Fn

i�1=2 þ Sniþ1=2R;
ð8Þ

are left (resp. right) modifications of the numerical flux for the homogeneous
system. In this formula, the numerical flux is now applied on the reconstructed

variables Fn
iþ1=2 ¼ F Un

iþ1=2L;U
n
iþ1=2R

� �
and we take

Sniþ1=2L ¼ 0
gh2iþ1=2m�gh2iþ1=2L

2

� �
; Sniþ1=2R ¼ 0

gh2i�1=2p�gh2i�1=2R

2

� �
: ð9Þ

Finally, for consistency and well-balancing properties, a centered source term is
added to the scheme

Fcni ¼
0

�g
hi�1=2pþhi�1=2m

2 ðziþ1=2m � zi�1=2pÞ
� �

: ð10Þ

The chosen numerical strategy consists in the HLL flux (see [2, 17]) combined
with a modified MUSCL reconstruction. It has shown to be the best compromise
between accuracy, stability and CPU time cost [2]. The MUSCL reconstruction of a
real variable s writes

si�1=2p ¼ si � Dx :
Dsi
2

; siþ1=2m ¼ si þ Dx :
Dsi
2

; ð11Þ

with the minmod slope limiter

Dsi ¼ min mod
si � si�1

Dx
;
siþ1 � si

Dx

� �
; min mod ðx; yÞ ¼

min ðx; yÞ if x; y� 0;
max ðx; yÞ if x; y� 0;
0 else:

ð12Þ
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In order to keep the discharge conservation, the reconstruction of the velocity
has to be modified as follows

ui�1=2p ¼ ui �
hiþ1=2m

hi

Dx
2
Dui; uiþ1=2m ¼ ui �

hi�1=2p

hi

Dx
2
Dui: ð13Þ

We can notice that if we take Dsi = 0, we recover the first order scheme in space.
The friction term is treated numerically by a fractional step, with the following
system

@tU¼ 0
�g h Sf

� �
; ð14Þ

where Sf is the friction source term. This system is solved thanks to a semi-implicit
treatment [18, 19]. As an example, for the Manning friction law, it writes

hnþ1 ¼ hstar;

qnþ1 � qstar

Dt
¼ �n2

qnþ1jqnj
hnðhnþ1Þ4=3

:
ð15Þ

This method allows to preserve stability (under a classical CFL condition) and
steady states at rest. Finally a TVD-Runge Kutta (Heun) method is applied to get
second order in time. This is what has been currently developed in FullSWOF to
solve system (3). To solve our new system (4), we have integrated the new friction
laws treated with a semi-implicit treatment such as (15). A Crank-Nicolson method
is used to deal with the diffusion source term. The obtained tridiagonal linear
system is solved thanks to the LAPACK library (Linear Algebra PACKage [20]).
We have to mention that these modifications of the code are not currently available
on FullSWOF website.

4 Numerical Validations

4.1 Analytical Solutions

FullSWOF has been widely validated on analytical solutions implemented in
SWASHES library [21, 22]. Keeping this philosophy in mind, we have developed
some analytical solutions to validate our approach following the main lines of [13].
From (4), steady state solutions are constructed. At stationary equilibrium this
system reduces into
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q ¼ C s t

@Z
@x

¼ 1
gh

q2

h2
� gh

� �
@h
@x

� kjqjq
haþ2 1þ k

3m jqjh�a
� �2 þ 4m

q
h

1
h

@h
@x

� �2

� @2 h
@x2

 ! !

ð20Þ

The above relation allows to compute topography corresponding to sufficiently
smooth function for the free surface. For all the following tests, we will consider
dry initial conditions (h(t = 0, x) = 0 m and u(t = 0, x) = 0 m/s), this allows to test the
ability of the numerical to deal properly with wet/dry transitions and to catch steady
state solutions. We will consider successively three kinds of regimes: subcritical (or
fluvial), supercritical (or torrential) and transcritical, for both the new Manning and
Darcy-Weisbach friction laws.

For each numerical result, we also compute the relative L2- error at the final time
between the reference and the computed water height.

4.2 Numerical Results

4.2.1 Subcritical Flow for Manning Friction Law

A 1000 m long channel is considered. The following water height is chosen and
plotted on Fig. 1:

hexðxÞ ¼ 4
g

� �1=3

1þ 1
2
exp �16

x
1000

� 1
2

� �2
 ! !

: ð21Þ

Fig. 1 Comparison between
the numerical result
Z + h (plotted every 50 points)
and the reference solution
Z + hex for subcritical flow
and Manning friction law
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At the inflow boundary x = 0, we impose a constant discharge q = 1.5 m2/s. At
the outflow x = 1000 m, we use the reference solution to impose the water height
hex(1000).

Parameters : n ¼ 0:33; m ¼ 10�6; Dx ¼ 0:5m, Dt ¼ 0:02 s:

We have represented the critical free surface Z + hc in red, where hc = (q2/g)1/3 is
the critical water height. This height allows to visualize the flow regime. We can
notice that the subcritical stationary flow is perfectly catched by the numerical
method (Fig. 1). The relative L2- error is approximately 5.6384 × 10−5.

4.2.2 Subcritical Flow for Darcy-Weisbach Friction Law

A 1000 m long channel is considered. We consider the water height defined by
(21). At the inflow boundary x = 0, we impose a constant discharge q = 1.5 m2/s. At
the outflow x = 1000 m, we use the reference solution to impose the water height hex
(1000) (Fig. 2).

Parameters : f ¼ 0:25; m ¼ 10�6; Dx ¼ 0:5m, Dt ¼ 0:02 s:

As for the Manning friction law (Sect. 4.2.1), we get a perfect agreement
between the reference solution and the numerical solution. Moreover the relative
L2- error is also approximately 5.6384 × 10−5.

4.2.3 Supercritical Flow for Manning Friction Law

A 1000 m long channel is considered. The following water height is chosen and
plotted on Fig. 3:

Fig. 2 Comparison between
the numerical result
Z + h (plotted every 50 points)
and the reference solution
Z + hex for subcritical flow
and Darcy-Weisbach friction
law
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hexðxÞ ¼ 4
g

� �1=3

1� 1
5
exp �36

x
1000

� 1
2

� �2
 ! !

: ð22Þ

At the inflow boundary, we impose a constant discharge q¼ 2:25 m2=s and a
constant water height equal to the steady state reference solution at inflow hex(0).
The outflow boundary at x = 1000 m is let free (Neumann condition).

Parameters : n ¼ 0:33; m ¼ 10�6; Dx ¼ 0:25 m, Dt ¼ 0:02 s:

On Fig. 3, we can notice that the numerical method allows to catch perfectly the
torrential equilibrium for the Manning friction law. For this case, the relative L2-
error is approximately 1.4876 × 10−5.

4.2.4 Supercritical Flow for Darcy-Weisbach Friction Law

A 1000 m long channel is considered. We consider the water height defined by
formula (22). At the inflow boundary x = 0, we impose a constant discharge
q¼ 2:25 m2=s and a constant water height equal to the steady state reference
solution at the income hex (0). The outflow boundary at x = 1000 m is let free
(Neumann condition).

Parameters : f ¼ 0:25; m ¼ 10�6; Dx ¼ 0:25 m, Dt ¼ 0:02 s:

Perfect agreement is observed between the reference solution and the numerical
solution (Fig. 4) and the relative L2-error is approximately 1.5.27 × 10−5.

Fig. 3 Comparison between
the numerical result
Z + h (plotted every 50 points)
and the reference solution
Z + hex for supercritical flow
and Manning friction law
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4.2.5 Transcritical Flow for Manning Friction Law

A 100 m long channel is considered. The following water height is chosen and
plotted on Fig. 5:

hexðxÞ ¼ 1
2
cos

p
100

x
� �

þ 1 ð23Þ

At the inflow boundary x = 0, we impose a constant discharge q¼ 2:2 m2=s. The
outflow boundary at x = 100 m is let free (Neumann condition).

Parameters : n ¼ 0:33; m ¼ 10�6; Dx ¼ 0:5 m, Dt ¼ 0:01 s:

Transcritical solutions might be difficult to catch numerically. We can see on
Fig. 5, that this numerical difficulty is overcome by the scheme we have considered.

Fig. 4 Comparison between
the numerical result
Z + h (plotted every 50 points)
and the reference solution
Z + hex for supercritical flow
and Darcy-Weisbach friction
law

Fig. 5 Comparison between
the numerical result
Z + h (plotted every 5 points)
and the reference solution
Z + hex for transcritical flow
and Manning friction law
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The equilibrium is perfectly obtained by the numerical method. The relative L2-
error is approximately 1.208 × 10−3.

4.2.6 Transcritical Flow for Darcy-Weisbach Friction Law

A 80 m long channel is considered. We consider the water height defined by (23).
At the inflow boundary x = 0, we impose a constant discharge q¼ 3 m2=s. The
outflow boundary at x = 80 m is let free (Neumann condition).

Parameters : f ¼ 0:25; m ¼ 10�6; Dx ¼ 0:5m, Dt ¼ 0:01 s:

As for the Manning friction law (see Sect. 4.2.5), the transcritical steady state is
perfectly reached by the numerical (as observed on Fig. 6) and the relative L2- error
is approximately 1.2885 × 10−3.

We have validated our numerical method on various flow regimes. To complete
this work, some convergence analysis and accuracy study need to be done. This will
be considered in forthcoming work. We have to validate our model, this will be
done in next section on real data.

5 First Attempt on Real Data

In this section, we aim at validating our model (4) on real data. For this case, an
experimental flow over an inclined corrugated bottom (Fig. 7) is considered with an
inflow discharge of q¼ 3:9� 10�4 m2=s. Free surface profile is measured at steady
state along a 55 cm long profile with a 0.5 mm resolution using the device described
in [23]. A succession of transcritical transitions and hydraulic jumps is obtained.

Fig. 6 Comparison between
the numerical result
Z + h (plotted every 5 points)
and the reference solution
Z + hex for transcritical flow
and Darcy-Weisbach friction
law
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FullSWOF_1D has already been run on this data set [15]. It has been able to locate
the hydraulic jumps correctly but the simulated solution has exhibited shocks
steeper than the measured ones. In this work, we have considered successively
system (3) and system (4) with Manning friction law. The length of the domain is
L = 0.557 m, the space step length is Dx ¼ 5 � 10�4 m. For system (4), the
viscosity is m ¼ 2� 10�5.

On Fig. 7, we can notice that the hydraulic jumps are less steep with the new
model (4) than with the classical model. The relative L2- error on the water height
between the experimental and the classical shallow water model is approximately
9.5872 × 10−2 and is closed to the one between the experimental and the new model
which is approximately 9.4747 × 10−2. More comparisons on real data will be
necessary to completely validate this new model.

6 Conclusion and Perspectives

In this work, we have developed a new shallow-water system with diffusion source
term and new Manning and Darcy-Weisbach friction laws. We have validated a
numerical method adapted to this system on new various analytical solutions. This
numerical method showed good agreement with the reference solutions. In forth-
coming work, we will have to do convergence analysis. Then we have applied this

Fig. 7 Comparison between the two models against experimental data over a corrugated bottom
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model on real data. This model seems to be more adapted than the classical
shallow-water model. We will have to try other flow regimes to validate completely
this new model.

Acknowledgements The authors whish to thanks the ANR-11-JS01-006-01 project CoToCoLa
(Contemporary Topics on Conservation Laws), Carine Lucas for her advices and Frédéric Darboux
for the data used in Sect. 4.2.
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A Modular Approach Dedicated
to Dam-Break and Dam-Breaching
Modelling

Frédéric Stilmant, Benjamin Dewals, Sébastien Erpicum,
Michel Pirotton and Pierre Archambeau

1 Introduction

Dam-break flood waves often propagate on large areas and their interaction with
hydraulic and non-hydraulic structures is often complex (overtopping, erosion,
destruction, etc.). Dam-break hazard modelling is thus a task that is computationally
demanding and affected with many uncertainties. As such, it requires an integrated
tool that can handle both digital elevation models (DEMs) and hydraulic models,
and that is versatile enough to enable the analysis of different scenarios. This tool
must also be able to make the necessary post-processing of the results in order to
provide decision-makers with relevant and objective information on dam-break
flood risks.

This paper presents such an integrated tool, starting with the input data (Sect. 2)
and goes through the hydraulic models (Sect. 3), the definition of scenarios
(Sect. 4), the sensitivity and uncertainty analyses (Sect. 5) and the post-processing
of the results (Sect. 6).

2 Input Data

2.1 Digital Elevation Model

DEMs are created from high-resolution laser altimetry data, distributed on a regular
1 × 1 m grid. These data require detailed processing, including field verification,
before being used in hydrodynamic modelling. Raw altimetry data may not give a
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correct description of features such as flood protection walls. They also do not
contain information on some paths through which water is able to flow, like pas-
sages, under bridges, or conduits (Fig. 2). All these information must be included in
the DEM as precisely as possible, given the resolution of the spatial discretisation.
If the area under the threat of a dam-break is large, the resolution is lowered in order
to limit the computational time to a reasonable value. However, different zones can
be modelled with different grid sizes. Thus, the aggregation of the altimetry data can
be made with limited impact on the most critical zones.

In the hydraulic modelling, the DEM is either fixed or evolving. In case of the
instantaneous collapse of a dam, the structure is removed from the DEM at the
beginning of the simulation and the DEM remains fixed. In case of a progressive
collapse, a breach is initiated in the DEM and this breach is then increased during
the simulation (Fig. 1). A breach model is defined by a set of points that define the
three planes. The evolutions of the downstream points are fixed by a vertical and a
lateral speed, while the evolutions of the upstream points are constrained by the
critical slopes of the three planes. The breach model is used to erode the DEM until
the non erodible bottom is reached. In the downstream valley, the DEM can also
evolve due to the impacts of the dam-break wave on buildings. Buildings are
identified by vector data and each of them can be removed from the DEM, if the
action of the flow is sufficiently high to lead to their destruction. Finally, the DEM
can also evolve due to erosion and deposition processes that are modelled with an
optional sediment transport model fully coupled with the hydraulic model.

2.2 Roughness

The flow resistance induced by the interaction of the water with the ground is
modelled with Manning’s empirical formula. As mentioned hereafter, dam-break
simulations generally use this formula to embed all diffusive effects, including
turbulence. Thanks to the resolution of the DEM, the roughness formula however,

(b)(a)

dam 

breach model 

Fig. 1 Breach model applied to the DEM of a dam; a breach in the initial state, b breach during
the opening process
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does not need to account for macro-roughness such as buildings. Manning’s
roughness coefficients are distributed throughout the area of interest according to
land use. However, the extreme flows induced by a dam-break can significantly
differ from the flow conditions for which the roughness coefficients have been
validated. This questions the validity of the results given by the numerical model.
Roughness coefficients are thus a source of uncertainty in the hydraulic modelling
of dam-break hazard and the sensitivity analysis of the results to the roughness
coefficients that should be part of the risk analysis [1].

3 Hydraulic Models

The purpose of the numerical model is to simulate highly transient flows that
propagate on large areas and complex topographies. The challenge of providing the
most precise flow modelling with a reasonable computational effort has led to the
implementation of the modelling strategies described hereafter.

3.1 2D Depth-Averaged Model

3.1.1 Mathematical Model

The propagation of a dam-break-induced flood wave is mainly a two-dimensional
phenomenon at the scale of the flooded area. As such, its modelling can be based on
the depth-averaged equations of mass and momentum conservation, which ensures
a good compromise between physical accuracy and computational effort. Moreover,
as advective effects govern the flow, turbulence modelling can be avoided and all
diffusive effects are integrated in the friction formula.

The depth-averaged equations assume that the flow propagates under atmo-
spheric pressure, which is the most common situation. However, when the flood
wave enters a tunnel or passes a bridge, the set of equations takes into account the
fact that the flow can become pressurised (Fig. 2). A simulation of such mixed
flows is performed within a unified framework [2, 3].

The depth-averaged model is able to take sediment transport into account, as
well as erosion and deposition [4]. The interaction between the flow and hydraulic
structures like dykes can thus be modelled in a coupled way. Nevertheless, evolving
topography can also be prescribed as priori, e.g. in the case of a breaching process.

The model can be adapted to fluids other than water, which makes it possible to
model the hazard, due to the failure of heaps of solid particles, e.g. fly-ash heaps [5].
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3.1.2 Numerical Model

The set of equations is solved with the WOLF 2D model [6]. The spatial discret-
isation is based on a finite volume scheme, with mass and momentum flux com-
puted, thanks to a Froude-independent flux-vector splitting method. Time
integration is achieved thanks to an explicit Runge-Kutta algorithm constrained by
a Courant–Friedrichs–Lewy stability criterion. The numerical model ensures mass
and momentum conservation, even in case of multiple cell dryings, and is able to
capture shock waves adequately. It has been extensively validated over the past
decade.

A dam-break-induced flood wave typically propagates for several kilometres
along inhabited areas. This lays down the challenge of a sufficiently fine description
of buildings, dykes, roads, bridges, etc., despite the large area of the zone affected
by the flood. For this purpose, the spatial discretisation of the model follows a
Cartesian grid in which the most critical zones can be described with a finer mesh
size. Moreover, at each time step, the computation domain is limited to the flooded
area in order to avoid unnecessary computations. Table 1 gives examples of
computational domains for Belgian dams.

Embankment

Conduit inlet 

Conduit outlet

~ 40 m 

Fig. 2 Portion of a digital elevation model showing a road embankment placed across a valley,
downstream of a dam (the arrow gives the streamwise direction). The digital elevation model has
been modified in order to take into account the conduit through which the river flows. In this
conduit, the flow becomes pressurised when the dam-break wave reaches the embankment. This
structure has a considerable impact on the propagation of the flood wave

Table 1 Examples of
computational domains for
Belgian dams

Dam Length of the DEM (km) Grid size (m)

Plate-Taille *90 8

Vesdre *50 5

Ry de Rome *45 4
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3.2 Lumped Model

Reservoirs can be modelled thanks to an overall continuity equation and a stage–
storage curve that link the water stage evolution to the inflow and outflow dis-
charges. This lumped model, which neglects momentum effects, is valid provided
that the inflow volume remains low enough in comparison to the storage volume
and that the wave propagation time in the reservoir remains low enough in com-
parison to the characteristic time of the inflow hydrograph [7]. The lumped model
can be coupled with the depth-averaged model. This is of prominent interest in case
of a complex of dams or in case of progressive breaching processes; the compu-
tational effort is thus reduced in zones where a 2D model is not necessary according
to the focus of the study.

4 Scenarios

Owing to the probabilistic nature of dam-breaks, the definition of failure scenarios
is a central issue for the modelling of dam-break hazard. A ‘worst-case’ scenario is
often not unique and is moreover unable to give a comprehensive picture of the risk
associated with a dam-break. As a complete probabilistic approach, it is far from
being feasible, and sensitivity analyses must be carried out to handle the uncer-
tainties that affect these phenomena.

4.1 Single-Structure Failure Scenarios

The total collapse of concrete dams is almost instantaneous; its numerical simu-
lation is thus straightforward. On the other hand, the collapse of rockfill dams is
progressive and the assumption of an instantaneous collapse is conservative, but far
from realistic. The simulation of a progressive collapse is, however, affected by
many uncertainties on the initiation and progression of the breaching process. The
initiation may be induced by an overtopping of the dam or a structural failure such
as piping [8]. The progression of the breaching process is caused by the erosive
effect of the water rushing through the breach. Such a phenomenon can be simu-
lated thanks to a hydraulic model coupled with a sediment transport model. An
empirical model can also be used (Fig. 1) that prescribes the evolution of the shape
of the breach based on the characteristics of the structure (mainly the volume of the
reservoir), regardless of the flow conditions within the breach. Though simpler, this
last approach still ensures a strong connection between the flow and the evolving
topography.

The uncertainties affecting the failure scenario require sensitivity analyses
because the worst-case scenario is not unique. For instance, a modification in the
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location of the initial breach (Fig. 3) can result in worse downstream maximum
water depths in some zones and, at the same time, reduced maximum water depths
in other zones. Moreover, in the example given in Fig. 3, the first scenario
(breaching initiated in the centre of the dam) leads to the shorter wave-arrival time
(–2 min), while the second scenario (breaching initiated on the right side of the
dam) leads to the larger peak discharge (+20 %). Thus, the results of all scenarios
have to be combined when generating the risk maps.

The worst-case scenarios are not enough to comprehensively assess the threat
induced by a dam in the downstream valley because of less damageable but more
failures can also occur, e.g. failures affecting penstocks, valves or gates. The def-
inition of the risk involves all these failures. Their numerical simulations are per-
formed with the help of physically-based lumped models that generate the

Scenario : breach initiated on the right side of the dam 

Scenario : breach initiated in the centre of the dam 

Initial breach 

Reservoir

Initial breach 

Reservoir 

Situation after 10 minutes 

Situation after 10 minutes 

Initial situation 

Initial situation 

Fig. 3 Dam-breaching scenarios with breaching process initiated at two different locations.
Colours give the elevation of the free surface (in metres); dry cells are hatched
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necessary hydrographs. For instance, the hydrograph induced by the failure of a
valve is deduced from the continuity equation applied to the reservoir together with
Bernoulli’s equation applied along the conduit affected by the failure.

4.2 Domino Effects

4.2.1 Collapse of Several Hydraulic Structures

The wave induced by a dam failure is likely to damage other hydraulic structures
located downstream, may be dams, mobile dams, or dykes (Figs. 2 and 4—where
the embankment is, in this case, not a ‘hydraulic’ structure). As this possibility
makes the analysis much more complex, a specific methodology is then applied [7].
When a dam-break wave reaches a structure, the hydrodynamic impact of the wave
is assessed in order to determine whether the structure is likely to fail or not. The
simulation is then continued with the corresponding assumption on the structural
behaviour. The simulation can then take advantage of the possible creation of a new

Upper reservoir

Lower reservoir

Concrete dam

Rockfill dam

Fig. 4 Eau d’Heure dam complex (Belgium). The contours of the two main reservoirs are
displayed in yellow
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control section which uncouples the upstream and downstream flows. If present,
backwater effects are however handled properly.

When assumptions are made on the structural behaviour of several structures, the
question regarding the definition of a worst-case scenario becomes even more
complex. For instance, in case of a series of successive mobile dams hit by a
dam-break wave, the higher water depths are reached within the scenario in which
all mobile dams successfully sustain the wave impact, while the shorter
wave-front-arrival times are reached within the scenario in which successive mobile
dams fail at the time when they are hit.

The interaction between different hydraulic structures, make sensitivity analyses
even more important to perform. For the same reason, they are also more complex
and require more computational time. The consequence, the methodology makes
the best of a lumped model, which is used as a complement to the distributed
numerical model presented above or even as a substitute for it when the dynamics
of the wave are slow enough. The lumped model is based on the continuity equation
applied to the whole reservoir of a downstream dam and gives the hydrograph at the
corresponding structure. It can be used to efficiently analyse the influence of the
parameters which describe a breaching process.

4.2.2 Collapse of Buildings

Non-hydraulic structures such as buildings have an influence on the propagation of
dam-break-induced flood waves. Their obstructive effect tends to slow down the
wave propagation and to increase the water depth. However, the impact of the wave
is likely to destroy these obstacles, which has an influence on the subsequent flow,
as the destruction of hydraulic structures has. Thus, it is necessary to take this
possibility into account when modelling dam-break waves propagating over dense
urban areas.

In the numerical simulations, the destruction of buildings is determined on the
basis of threshold values for water depth, flow velocity and unit discharge. At each
time step, the characteristics of the flow-field in the surroundings of each building
are compared to the threshold values. When the failure threshold is reached for a
given building, the digital elevation model is modified so as to take into account an
instantaneous collapse of the structure. Buildings larger than the grid size are
supposed to be destroyed cell by cell.

5 Sensitivity and Uncertainty Analyses

There are many sources of uncertainty in a risk analysis. Some of them are due to
the inherent variability of physical phenomena and must be handled with a prob-
abilistic approach, while others are due to a lack in knowledge [1]. In the last case,
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uncertainty analyses are necessary to give an objective insight in confidence that
can be granted to the results.

Uncertainty analysis goes beyond sensitivity analysis in so far as it considers the
uncertain parameters as random variables that are described through a probability
density. The results given by an uncertainty analysis are probability densities of the
characteristics of the flow fields.

The Monte-Carlo method is often seen as the reference method to take the
random nature of model parameters into account. This method is applied in three
steps: a set of values that follow the probability density of the random variable is
first generated; the model is then run for each value of this random sample; the
probability densities of the model results are finally deduced. The main constraint to
this method is the computational time because a larger number of model runs is
required to properly describe the input and output probability densities with random
samples.

The stochastic response surface method gets around the constraint of compu-
tational time by reducing the time required for one model run. To this aim, the
distributed numerical model is replaced with a response surface, i.e. an analytical
function that links a given result (local flow-field parameter, wave-front position,
etc.) to the model parameters. The response surface is created thanks to a limited
number of model runs and can be seen as an interpolation of the model results. As
such, it cannot handle discontinuous phenomena properly [9].

The stochastic response surface method is able to give percentiles and confi-
dence intervals on results that have been identified as very sensitive to uncertain
model parameters. Figure 5 gives an example, in which the stochastic response
surface method gives an interesting insight in the respective influence of two
uncertainty sources (the digital elevation model and the roughness coefficient) on
the maximum water depth reached in a locality downstream of a dam.

Fig. 5 Results generated thanks to the stochastic response surface method, with a roughness
coefficient considered as a random variable. The probability density of the maximum water depth
in a dam-break-induced flood wave is plotted for two available digital elevation models
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6 Post-processing

The aim of the post-processing phase is to provide the decision-makers with rele-
vant information for setting up appropriate crisis management (warning systems,
rescue planning) and town-planning policies. The ultimate aim is to save lives and
to mitigate the consequences of a dam-break. The relevant information consists of
danger maps and risk analyses.

6.1 Graphical User Interface

The graphical user interface is a key tool for the analysis and the communication of
the numerical results. One-, two- and three-dimensional views and animations of
the unsteady flow fields helps in understanding the phenomena, verifying the
numerical results, identifying the sensitive zones, comparing the scenarios, locating
the results on aerial photographs, etc. These tasks are of prominent importance but
are made difficult by the amount of data to process. Hence there is a need for an
efficient and integrated tool.

6.2 Danger Maps

The flow model generates a series of danger maps including maximum water
depths, maximum unit discharges, maximum velocities and wave-front-arrival
times. These maps are created during the simulation and updated at each time step
for best precision. However, they can also be created by post-processing the
flow-field results. In both the cases, these maps are raw data that have to be treated
in order to take uncertainty into account.

The uncertainty that affects the results is not restricted to the uncertainty on
model parameters presented in previous section, but it also includes the uncertainty
on the topographic data and the uncertainty on the flow model in itself. At present,
computing power as well as methodological issues makes a probabilistic approach
of the problem unrealistic. Uncertainty is thus taken into account through a safety
coefficient.

The application of a safety coefficient to danger map is not a trivial procedure,
when considering the problem of the spatial extent of the zone affected by the
dam-break-induced flood wave. An increase in water depths must logically be
coupled with an increase in the spatial extent of the inundated area. If the appli-
cation of the safety coefficient lead water depths to overpass a protection structure
like a dyke, then the flooded area is likely to increase disproportionately.
Nevertheless, the increase in the flood extent can be based on a purely geometrical
method, e.g. a fast marching method [10].
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6.3 Risk Analysis

The aim of risk analysis is to assess the potential social and economic impacts of a
dam-break. This is achieved by combining hydrodynamic modelling with land use
data and vulnerability indicators. This kind of risk analysis is similar to flood risk
analyses [11], with the difference that potential loss of lives are a much more
important concern.

7 Conclusions

Over the past decades, dam-break modelling has taken advantage of increasing
computational power and new model developments which have improved the
accuracy of the numerical simulations. As more details are accounted for in the
numerical simulations, the processing and verification of the input data and the
results have become more dependent on efficient interfaces. Nevertheless, com-
putational time is still felt as a limiting constraint, especially when facing the
problem of sensitivity and uncertainty analyses. These analyses should, however,
not be neglected. They are of prominent importance because of the unavoidable
uncertainties that affect the flow model, the input data and the scenarios. The
approach that has been presented here makes the best of several models (distributed
numerical model, lumped models, surface response) integrated within a single
interface to provide decision-makers with relevant and objective information.
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2D Modelling of the Rhone River Between
Arles and the Sea in the Frame
of the Flood Prevention Plan

Fabienne Scerri, Christophe Lescoulier, Camille Boudong
and Caroline Hémain

1 Introduction

After the flooding on the Rhône on 3–4 December 2003 that affected more than
12,000 people over the entire river delta and caused more than €700 million of
damage, the public authorities in France undertook a far-reaching flood prevention
programme known as the “Rhône Plan”.

The SYMADREM (interregional management authority for embankments in the
Rhône delta) has been engaged in hydraulic modelling enabling sizing design for
embankment projects on the Rhône and Petit Rhône rivers since 2007. The initial
studies entrusted to the Compagnie National de Rhône (CNR) enabled accurate
adjustment of design of the embankments between the Rhône from Beaucaire to the
sea. In 2009, SYMADREM entrusted EGIS-EAU with the hydraulic studies for
embankment engineering on the Petit Rhône, and for improved drainage on the left
bank of the Grand Rhône between Tarascon and Arles [1, 2].

Hydraulic studies on the Petit Rhône allowed sizing design of embankments, so
as to avoid breach, and management of the system for high water levels between the
protection design discharge and exceptional flood levels, i.e. to organise the
management of excess flows without the risk of embankment breach and ensure
rapid drainage of flooded areas. For the left bank of the Grand Rhône, the aim is to
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support the project for safetying of the embankments by engineering an overflow
zone upstream of Arles and introducing measures to improve drainage in the
downstream plain.

Several two-dimensional models were built for the purposes of these studies with
the Télémac-2D and Infoworks RS 2D two-dimensional flow softwares, suited for
the purposes and for the specific aspects of the areas were studied.

2 Hydraulic Modelling of the Petit Rhône

The hydraulic models of the Petit Rhône cover the perimeters of the embanked bed
of the Petit Rhône from defluent to the sea (a length of 55 km), of the Camargue
Gardoise protected riverbed (area 430 km2) and of the Camargue Insulaire protected
riverbed (area 730 km2) (Figs. 1 and 2).

2.1 Aim of Modelling

The aim of the hydraulic study was to model the initial state, prior to works, and the
final state after completion of works. More specifically, the aims were to:

• Model flows and determines the hazard in the embanked bed of the Petit Rhône
and in the protected beds of the Camargue Gardoise and Camargue Insulaire,
respectively, in initial state, for hydrological scenarios for the Rhône;

• Simulate the effect of a breach in the embankments on the Petit Rhône in the
initial state and propagate into the protected plain and evaluate the behaviour of
areas close to the embankment breaches (velocity, propagation time and depth);
these results will be used for hazard studies;

• Determine the positioning in terms of height and layout of embankments on the
right and left banks of the Petit Rhône, in line with the protection objectives
established by the contracting authority;

• Model the final state for the hydrological scenarios and estimate the hydraulic
impact of structures in the embanked and protected beds.

2.2 Choice of Software

Modelling of flows in embanked and protected beds was performed using the
TELEMAC 2D bi-dimensional simulation software.

EGIS-EAU has been using the TELEMAC-2D bi-dimensional model developed
by LNHE (Laboratoire National d’Hydraulique Environnement) of EDF (Electricité
de France) since 1998.
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Fig. 1 Flood prevention structures on the Rhône
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This tool solves the Saint-Venant equations and is appropriate when it is nec-
essary to model the effects of so-called turbulent friction, i.e. exchanges of quantity
of movement between masses of water. It is useful whenever fine knowledge of
current fields (e.g. embankment breach) is sought. Applied to rivers, this model
enables local and very fine calculation of current fields in localised sectors of
channels. The Telemac-2D model allows clear distinction between flows in the
channel and in the plain between the river and its embankment. Flood levels can
therefore be different in the channel and floodplain at a same kilometric reference
point. Telemac-2D uses finite element numerical methods based on triangular
elements, for which the mesh size can vary and be suited to topographical
constraints.

2.3 Topographical and Bathymetric Data

Bathymetric and topographical data are essential for correct modelling and must be
suited to the requirements of 2D modelling. The difficulty lies in obtaining suffi-
ciently accurate altimetric data and sufficiently dense data in X, Y.

For example, for construction of the channel of the Petit Rhône, cross-sections
are not sufficient, as would be the case for linear models. Therefore, for modelling
of the channel, clusters of bathymetric points in the navigable channel were

Fig. 2 Perimeter of protected riverbed (Source Symadrem)
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supplemented by four long profiles between the navigable channel and the banks
over the 55 km modelled.

For floodplain topography, the aim is to obtain a cluster of regular points but also
of “break lines” that structure flows (embankments, roads, dikes, ditches, etc.). The
topography of embankments and of natural terrain behind them is from specific
LIDAR surveys (set of points on a mesh and dimensioned break lines for
embankment feet and crests).

Similarly, for modelling of the protected beds of the Camargue Gardoise and
Camargue Insulaire, LIDAR topographical data were used from the BDT (topo-
graphical database) of the IGN (National Geographical Institute), supplemented for
the water bodies part (canals and ponds) by sets of bathymetric points. The
IGN-BDT provides points on a regular mesh with a density of points every 2 m,
altimetric accuracy of ±20 cm and break lines for singularities (embankments,
dikes, ditches, etc.). These data were used in the form of a numerical model of the
terrain for building of the mathematical model (Figs. 3 and 4).

2.4 Building of the Models

Three 2D models were built: embanked river, protected bed right bank (Camargue
gardoise) and protected bed left bank (Camargue Insulaire). The model mesh was
suited to the study area. Mesh density results from the constraints for representation
of flows and bathymetry.

The modelled areas are represented by a mesh of triangular elements for which
the extremities are both calculation points and topographical data points. The aim is

Fig. 3 Example of topographic and bathymetric data
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to take account of the topography with a sufficient degree of accuracy whilst
ensuring “reasonable” computation times.

2.4.1 The Embanked Bed Model

The embanked bed model includes the entire embanked bed and a strip of around
200 m behind the embankment. The mesh is therefore based on the following
principles:

• Use of “lines of constraint”, i.e. topographical lines used in the mesh:
embankments, banks of channel, embankments in floodplain (roads, etc.).
Embankment overflows are represented by the topography of embankments,
using lines for top of embankments, aligned embankment crests and embank-
ment feet.

• Use of “regular mesh” for channel, i.e. lengthwise distorted mesh (the channel is
represented by a minimum of 10 points over the width, that is to say element
sizes may be less than 10 m in width and 50 m lengthwise).

The mesh used comprises 140,000 elements of between a few metres (at the
embankments) and 50 m in the floodplain, without constraints.

2.4.2 The Camargue Gardoise and Camargue Insulaire Protected Bed
Models

These models cover the protected bed of the right bank of the Petit Rhône, from St
Gilles to the sea, for the Camargue Gardoise (area 430 km2), and the protected bed
on the left bank between the embankments of the Petit Rhône and Grand Rhône to
the sea for the Camargue Insulaire (area 730 km2).

Fig. 4 Example of numerical terrain model

258 F. Scerri et al.



The mesh, as previously, is based on the principles of use of “lines of constraint”
(embankments, roads, canal banks, etc.) and use of the “regular mesh” for canal
channels. Excluding the singularities, a mesh size criterion is given in accordance
with the desired degree of accuracy (refined with elements of 10 m at embankment
edges up to around 100 m for the rest of the territory).

Ultimately, the mesh adopted for the Camargue Gardoise has 300,000 elements,
that for the Camargue Insulaire 200,000 elements, with sizes of between a few metres
(at canals and dikes) and 100 m, in floodplain without constraint (Figs. 5 and 6).

2.5 Boundary Conditions

The boundary conditions for the embanked model are made up of hydrographs for
the upstream Petit Rhône and representative maregraphe sea water level records
downstream. They are obtained from the previous hydraulic study for adjustment of
works on the Rhône conducted by SYMADREM and CNR with the same Télémac
software. This study modelled the Rhône and Petit Rhône and included all of the
engineering works in the Rhône Plan, as works on the Rhône affecting the distri-
bution of defluent flows.

The embanked bed model includes an area behind the embankment allowing
simulation of embankment overflow in free-flow regime, i.e. without influence of
the level behind the dike. A lateral boundary is imposed on the model allowing
drainage of overflows outside of the modelled area (of “free outflow” type for the
upstream part, or of imposed level type for downstream part influenced by sea water
level).

Fig. 5 Zoom on embanked bed mesh
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The boundary conditions in the protected beds are made up of the breach and/or
overflow hydrographs calculated by the embanked bed model, the overflow
hydrographs for the Rhône embankments calculated by the adjustment study model
and maregraphe records representative of sea water level downstream (Fig. 7).

Fig. 6 Camargue Gardoise mesh

Fig. 7 Boundary conditions for floods of December 2003
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2.6 Calibration and Sensitivity Testing

Calibration consists in adjusting the roughness (Strickler) coefficients so that the
water levels calculated by the model coincide with levels observed for actual floods.
These coefficients are established initially on the basis of size distribution of bed
materials and of land use (vegetation, etc.). They are generally higher for 2D
models than those normally used in linear models, because 2D modelling calculates
local velocities better and represents individual head losses resulting from varia-
tions in velocity (bend, varying topography, etc.). They are then refined by
adjusting the model to available flood observations.

2.6.1 Calibration of the Embanked Bed

The model is calibrated in relation to the flood of 3 December 2003, the highest
flood in recent history for which calibration data are available (boundary conditions
and limnigraph at measuring stations and highwater marks).

However, calibration on this flood is a delicate operation as two large breaches
of widths of over 100 m occurred (at Argence and Claire Farine) and are greatly
affected water lines. These breaches had a fundamental influence on the flooding
downstream. Calibration of the Strickler coefficients was performed initially with
the water line prior to breach. The values retained varied from 35 to 48 in the
channel and 15–20 on the banks. The breaches were then reproduced iteratively in
the model so as to return to the depth graphs observed at the measuring stations
(Fig. 8).

2.6.2 Sensitivity Tests for the Embanked Bed

Given the difficulties of calibration to the 2003 flood, greatly influenced by brea-
ches, sensitivity tests were performed on the Strickler coefficient and boundary
conditions.

A relatively large change in the Strickler coefficients (±5 points in relation to
values adopted) in the channel and floodway (between embankments) has an impact
of ±40 cm on the water level upstream of the model, reducing in the direction of
flow to less than 10 cm downstream. This effect decreases downstream as a result of
overflowing of the embankment and of the influence of the sea water level.

Similarly, sensitivity to sea level tests was performed varying the sea water
levels between 0 m NGF and 1.5 m NGF. The effect of sea water level, sensitive
over a stretch of 15 km, is limited by the effects of overflows in the downstream
part.

In addition, the study conducted on the Rhône and Petit Rhône also considered
the effect of variations in discharge at the inlet to the Petit Rhône. The effect is
relatively pronounced upstream of the model with a variation of ±5 % in the
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discharge of the Petit Rhône before the breach of 3 December 2003 leading to a
variation of ±60 cm in water levels in the Petit Rhône upstream and of ±10 cm
downstream (Fig. 9).

2.6.3 Calibration and Sensitivity Tests for Protected Beds

Calibration of the Camargue Gardoise was based on the December 2003 flood for
which the hydrographs of the two breaches could be reconstituted from modelling
of the embanked beds and 15 highwater marks taken from the study conducted by
the Syndicat Mixte pour la Gestion et la Protection de la Camargue Gardoise
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(Camargue Gardoise management and flood protection authority; study conducted
by BCEOM consultants in 2006). For the Camargue Insulaire, the most recent
floods were in 1993 and 1994; these occasioned breaches on the left bank but the
hydrographs for the flows across the breaches are not known as there is no accurate
flood marker to allow calibration of the model.

The Strickler coefficients adopted after calibration are 30 for canals and ponds
and 10 for the floodplain. Sensitivity tests were conducted on the Strickler coeffi-
cients and on the model’s boundary conditions.

Given the types of protected beds (gentle topographic slope and low velocity),
the model exhibits low overall sensitivity to roughness coefficients since a variation
of 10–15 in the coefficient induces a drop in water level of less than 10 cm over the
entire area. Greater differences can be calculated at isolated points for particular
hydraulic phenomena, for instance in the area behind a breach (Fig. 10).

2.7 The Scenarios Simulated

Several scenarios for flooding of the Rhône at Beaucaire were simulated:
10,500 m3/s Rhône flood (January 1994, return period 50 years), December 2003
type (11,500 m3/s, return period 100 years), reference flood of May 1856
(12,500 m3/s, return period 250 years), exceptional 1,000 year flood (14,160 m3/s,
return period 1,000 years). These scenarios are combined with different hypotheses
for the water level (variable or constant level limnigraph). For these scenarios, the
Petit Rhône hydrographs were estimated in the overall modelling of the Rhône
calibration study, in initial and final state of works on the Rhône (Table 1).

To limit computation time, the model was initialised over 24 h with a low
discharge at the start of the flood hydrograph and for the initial sea water level from
sea limnigraphs. The complete flood hydrographs, over 3–5 days, were simulated
on the embanked bed model. For the protected bed models, duration of simulations

Fig. 10 Map of maximum water velocities (m/s) and water level (mNGF) for the 2003 December
flood at the Claire Farine breach—Zoom on the Claire Farine sector
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was about 20 days longer, so as to represent full propagation in the modelled area.
The simulations require about 24 h, running on machines using 10 processors,
thanks to the software’s parallel processing capacity.

For the initial state, the hydrological scenarios were first simulated without a
breach, to establish current functioning of overflows on the banks of the Petit
Rhône. However, as the initial state corresponded to the condition of the unrein-
forced embankments, the risk of a breach is present and several scenarios for
breaches in the Petit Rhône’s embankments were simulated for the embanked bed,
in order to calculate the hydrograph for failure and propagation of the embankment
failure wave in the protected beds.

The breach scenarios in initial state were established from diagnostic studies of
embankments that provided the location and characteristics of breaches. The widths
of breaches modelled for the Petit Rhône vary between 60 and 130 m. The
beginning of opening of the breach is concomitant with the flood peak at the breach
point. This configuration is the one that gives the highest discharges in the breach
and therefore the maximum depths and velocities immediately behind the breach.
The breach opens in two stages: first, progressive opening of the embankment over
2–5 h over the width of the breach down to the level of the natural terrain, then
creation of 5–10 m ditch, behind the breach, over 2 h. This operation is represented
by FORTRAN programming of modification of the mesh points.

For the final state, which corresponds to the engineered state of the embank-
ments on the Rhône and Petit Rhône, simulations were run without breach to allow
adjustment of the embankment works on the Petit Rhône (pulled back position of
embankments and adjustment of sections resisting overflow). The works were
optimised by modelling so as to limit the hydraulic impact on both the embanked
bed and, subsequently, on the protected beds (Figs. 11 and 12).

2.8 Simulation Results

Embanked bed model simulations enabled, initially, optimising of the works con-
tained in the Rhône Plan in accordance with the sizing design principles adopted:
reinforcement of embankments with increased height and pulling back if necessary,
as well as sizing of sections resisting overflow calibrated in relation to the pro-
tection design flood ensuring, for higher flood levels, overflow without failure and

Table 1 discharges for
modelled scenarios

Rhône flood scenario Peak discharge on Petit Rhône
(m3/s)

Initial state Future state

10,500 m3/s 1,177 1,191

Dec 2003 1,378 1,384

May 1856 1,520 1,493

1,000 yrs 1,606 1,554
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slow and controlled filling of the space protected by the embankments, with equal
distribution of the overflowing volumes between the right and left banks.

Modelling for adjustment of the structures required incorporation in the model of
the alignment of the pulled back embankments and of sections resisting overflow. It
is to be noted that the criteria for the mesh within the current position of the
embankments are the same in the initial and engineered states (same lines of
constraint, same element size criteria). The meshes in the areas common to the two
models (initial and engineered states) are therefore the same, allowing accurate
quantifying of the impacts of the project.

Fig. 11 Formation of a breach (topography)

Fig. 12 Results of velocity in a breach
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Sizing of the overflow areas for levels above the protection level was conducted
iteratively so that the rates of overflow at the resistant sections compensate for
overspills in the initial state, so that there is no aggravation of discharge down-
stream in relation to the current state and that discharges and volumes are dis-
tributed equally between the left and right banks.

Embankment overflows are modelled in 2D, with the Strickler coefficient as the
sole calibration parameter. Roughness coefficient sensitivity tests were performed
(variation of 1–2 % in maximum overflow rate for change in Strickler coefficient
from 40 to 50), and coherence with the free-flow weir formulas used conventionally
for this type of overspill was verified. It was thus possible to verify the value of the
lateral weir coefficient (Hager, Dominguez laws) of around 0.2–0.25 for low
hydraulic heads (depth 0.2 m).

The results for water levels, depths and speeds in each of the protected bed
elements were mapped with a GIS, together with time of propagation and duration
of submersion. These maps are used for risk and hazard studies (for breach sce-
narios) and are then cross-referenced with vulnerability; they allow conducting of
the Cost-Benefit Analysis of the embankment safetying programme (Fig. 13).

3 Modelling of the Left Bank of the Rhone

3.1 Aim of Modelling

This modelling exercise was carried out for a study of drainage and management of
overflowing water on the left bank of the Rhône, a measure accompanying an
operation entitled: creation of an embankment to the west of the Tarascon/Arles
railway line and hydraulic transparency of the railway embankment.

The perimeter of modelling is the entire left bank of the Rhône between the city
of Tarascon and the sea (area 370 km2).

Fig. 13 Example of water level and propagation time map Camargue Gardoise (breach)
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The hydraulic modelling tool was proposed to meet the following aims: mod-
elling of hydraulic functioning prior to engineering work (initial state and
with-project state without drainage measures) and hydraulic impact of drainage
works.

The results of modelling enabled, in addition to designing of measures to
improve drainage in the plain, simulation of breaches in the railway embankment,
as part of the hazard study by RFF (Réseau Ferré de France) (Fig. 14).

3.2 Choice of Mathematical Model

The software chosen was INFOWORK RS 2D. This appears to be the most suitable
software for modelling of the left bank of the Rhône with inclusion of the singu-
larities of the terrain (numerous canals, embankments, etc.) and of structures and
plant to be modelled (siphons, closed conduit flow systems, etc.). The software
benefits from the latest developments in cartography, (integration of GIS tools), is
easier to use for building of a model and provides graphic results. Its characteristics,
therefore, allow better consideration of singular structures such as siphons and of
hydraulic transparency of the RFF embankment and optimisation of computation
time for long-duration simulations, such as those necessary for analysis of drainage
phenomena.

The 2D module uses the principle of discretisation of the floodable area in the
form of a mesh of triangular elements and solves the Saint-Venant equations for
depth and velocity in two dimensions. The software is developed by INNOVYZE
and is commercially available in France from the GEOMOD company.

A 2D module has been developed to enable modelling of complex surface flows
in flood prone areas using a bi-dimensional mesh. The floodable area is represented
by triangular elements. Water levels and velocities are calculated locally at the
centre of each triangular element. Solving uses the finite element method, based on
the Gudunov programme and Riemann solver. The solving model is semi-implicit.
The area to be modelled is discretised by a mesh of triangular elements. The
Numerical Terrain Model must be used to create the mesh. Voids, lines of con-
straint and walls can be included in the mesh. Discharges can be calculated from a
2D line and from the limits of the polygon.

1D/2D coupling allows conventional 1D representation of the channel (enabling
good bathymetric representation of hydraulic sections of small canals and in-river
structures) and 2D representation of floodable areas to enable accurate modelling of
obstacles to flow (dikes, embankments, buildings, etc.) from a numerical terrain
model. The flood plain is represented by a mesh of triangular elements with sizes
suited to the natural terrain and land use.
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Fig. 14 Area modelled
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3.3 Building the Mathematical Model

The model was applied to the left bank of the Rhône between the Boulbon plain and
Fos sur Mer; the area to be modelled is extensive (370 km2).

The model was built initially to be calibrated in relation to the flood of December
2003. Once calibrated, the works carried out north of the city of Arles and the
projected embankment between Tarascon and Arles, as well as hydraulic trans-
parency of the RFF embankment, were incorporated into the model.

The model mesh is suited to the configuration of the study area. The mesh
density results from the constraints on representation of flows and the bathymetry
while maintaining reasonable computation times for future simulations. A specific
aspect of the study area is the large number of canals to be modelled, mostly with
embankments and running above the natural terrain level, as well as a large number
of structures: bridges but also siphons running under the embanked canals.

The channels are modelled with a one-dimensional simulation, avoiding deg-
radation of the channel bathymetric information (the bathymetric description of the
water course is not limited by the number of calculation points as in 2D models)
and allowing modelling of the numerous closed conduit systems.

All of the structures on the canals are modelled with the conventional laws for
structures (BRADLEY laws, to represent head losses at bridges, “orifice” type for
closed conduit structures or “weir” and “valve” for fixed and moving weirs, or
“siphon” type). Beyond the water courses described above, the 2D modelling areas
are represented as meshes of triangles of which the apexes are topographical points
(unlike Telemac, the calculation point is at the centre of the element with an average
topographical level at triangle apex).

The intention is to obtain sufficiently accurate representation of the topography
while maintaining “reasonable” computation times. The mesh is therefore based on
use of “lines of constraint”, that is to say topographical lines that must be used in
making the mesh: this is the case for ditches, dikes and embankments in floodplains
(roads, etc.). The “constraint” lines are lines that force the mesh so that required
topographical data (in the case of embankment or ditch) are used in the mesh. It
should be borne in mind that a 2D model only uses topographical data at mesh
calculation points (unlike one-dimensional models for which the density of topo-
graphical points entered is far greater than the number of calculation points). Lastly,
an element size criterion is given per area: between 10 and 200 m (Fig. 15).

3.4 Bathymetric and Topographical Data

The data required are of the same type as those for the preceding model, i.e. a
topographical cluster in the floodplain (from the IGN database, altimetric accuracy
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of 20 cm; NTM pitch 2 m) completed by break lines (banks, canals, dike crests,
embankments, walls, ditches, etc.) and bathymetric data in the form of
cross-sections of canals and structures (from topographic ground surveys).

3.5 Boundary Conditions

The boundary conditions are constituted by the hydrographs and limnigraphs
imposed at model boundaries: hydrographs of Rhône inflows in breaches and
embankment overflows (source SYMADREM, CNR), the hydrographs of all of the
drainage basins flowing into the canals in the study area, limnigraph measured
downstream in the docks at Fos sur mer.

3.6 Calibration and Sensitivity Tests

The calibration information (boundary conditions and highwater marks) is available
for the December 2003 flood. However, calibration in relation to the flood is
delicate since it gave rise to several breaches that greatly influenced the water
levels. The Rhône inflow hydrographs also come from formation of breaches in the
railway embankment underpasses. The comparison of twenty flood markers and the
areas inundated in 2003 allowed adoption of Strickler coefficients (20–30 for linear
modelled canals, 15 for 2D modelled plain). Tests were performed using coeffi-
cients of 10 (instead of 15) in the 2D area, and of 25 (instead of 30 in the main
canals), inducing a slight rise in water levels (5–10 cm).

Fig. 15 Example of mesh
(1D/2D)
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3.7 Modelling of Engineering Projects

Since the flood of December 2003, which caused severe damage in the city of
Arles, Protection work has been carried out to the north of the city. The initial state
corresponds to inclusion of these works in the model. The works consist of a
protection embankment to the north of Arles, a regulating structure (control
structure in the bed and lateral weir) on the Vigueirat, limiting flows in the canal as
it runs through Arles, and transfer siphon under the Vigueirat, allowing draining
away of the Rhône waters impounded by the embankments of the Vigueirat.

The Project State without drainage measures comprises, in addition, safetying of
the embankments of the Rhône between Beaucaire and Arles, which consists in
building an overflowing embankment over 5 km at around 20 m west of the
Tarascon-Arles railway embankment and structures ensuring hydraulic transpar-
ency of the railway embankment.

Building of the model for the project state required an accurate representation of
the new Rhône embankment, of the inter-embankment space, of the railway
embankment and of the structures under the railway embankment. The mesh was
based on embankment foot and crest lines and on a fine mesh size. The structures
under the railway embankment (10 structures for future hydraulic transparency and
the 3 existing underpasses) are modelled by 1D/2D connections representing the
conventional laws of hydraulics (for free-flow and submerged weirs and orifices,
depending on the upstream and downstream levels). The full mesh has more than
150,000 triangular elements and 2,000 linear elements (profiles, bridges, other
structures, siphons, weirs, etc.) (Fig. 16).

Fig. 16 Modelling of projects (RFF embankment, northern dike)
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3.8 Scenarios Modelled

The simulations in initial state concern 10 scenarios for breaches in the railway
embankment, for which the hydrographs were provided by SNCF (service provider
to RFF for the hazard study). Propagation of flow from breaches was simulated in
the study area and the results in terms of depth, velocity and propagation time were
used for the railway embankment hazard study.

In the project state, with the Rhône embankments made safe, the inflows into the
plain are from the Rhône overflowing the embankment for floods higher than the
100-year flood and flows from the drainage basins flowing into the study area
(Vigueirat, Vallée des Baux).

Numerous tests allowed optimisation by modelling of the measures to improve
drainage in the plain; these measures concern lowering of the embankment in the
plain, passage through a siphon of an embanked irrigation channel, digging of new
ditches, creation of new siphons under super-structure canals, etc. The results of the
drainage improvement works are compared with the project state without
improvement measures, in terms of gains in water levels and duration of
submersion.

As the duration of floods to be simulated is long (around 20 days), in order to be
able to calculate the time for drainage over the entire area, and the optimisation of
works having required numerous tests, the issue of machine time for simulation was
crucial and required the use of powerful computers. Simulation time nonetheless
remains very long as the software does not allow parallel processing although,
henceforward, this is a possible option after recent development of the
Infoworks ICM software (Fig. 17).

Fig. 17 Water level map, 3D view of free surface
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4 Conclusions

Although 2D models are frequently used today, since some software packages are
freely available and computers have become more powerful, the problem remains
of maintaining reasonable computation times when accurately modelling large
areas, such as those of the Petit Rhône and Grand Rhône, for enduring floods. As
topographical data is only present in exclusively 2D models at the calculation points
of triangular elements, it is necessary, in order to model topographical singularities
accurately, to build fine meshes (sometimes of 1 m), which induce very long
simulation times. It is therefore detrimental to degrade the topographical data
which, today, is accurate thanks to LIDAR data (1 m space) by making a 2D mesh
with elements of several tens of metres. A way round this is to use software
enabling simultaneous modelling of one-dimensional elements and areas with a 2D
mesh. This technique enables optimum use of topographical data correctly repre-
senting cross-sections of small streams (conventionally represented by linear
models) or of topographical singularities, such as embankments or walls by linear
elements of the weir type, that can be described by as many topographical points as
are necessary. This type of 1D/2D coupling also allows representation of all specific
types of closed conduit flow structures (bridges, siphons, valves, non-return valves,
etc.). Modelling of the left bank of the Rhône would not have been possible with
exclusively 2D modelling. Conversely, 1D/2D coupling requires, as for 2D models
with small elements, very small time steps to limit instability of calculations.
Parallelisation of calculation, possible after recent developments of Infoworks RS in
ICM, allows significant reductions in simulation time. For instance, for 2D model
with 800,000 elements, a one day flood is modelled in 3 h on a machine with ten
processors and GPU card.
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The Beijing Case Study of Risk-Based
Resilience Planning for Urban Local
Flooding Management

Yuwen Zhou, Zilong Liu, ShanShan Liu, Chan Liu, Ying Tang
and Hongli Wang

1 Introduction

The term resilience was introduced by the science and environmental communities
in the 1970s with the explanation of the ability of an organism or area to recover
from (or to resist being affected by) some shock, insult, or disturbance. However,
today, the application of the term resilience expands to relevant broader domains,
such as engineering, physics, networks systems, ecology, and so on. For urban local
flooding management, the resilience is defined as the ability of systems to antici-
pate, absorb, adapt to, and/or rapidly recover from a disruptive event. It comprises
four principal strategic components which are named as resistance, reliability,
redundancy, and response and recovery [1].

The resistance element of resilience emphasizes providing protection, and the
reliability component is concerned with ensuring that the infrastructure components
are inherently designed to operate under a range of conditions and hence mitigate
damage or loss from an event. As for redundancy, it underlines the design and
capacity of the network or system, whereas the response and recovery element aims
to enable instant and effective response to and recovery from disruptive events.

Service Risk Framework (SRF) is a summary of current water industry practice
of UK for evaluating system resilience to flooding hazards and proposes an
approach that encourages best practice risk management strategies and addresses
issues such as investment risks, hazard assessment, and climate change. Guidance is
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given on assessment of flood hazards, asset vulnerability, and consequences of
project failure analysis. Ultimately, flood hazard-specific methodologies for the
application of cost benefit analysis for justifying potential intervention investments
is provided.

2 Methodology

The methodologies of SRF are composed of three main implementation stages
which are Risk screening, Risk assessment, and Risk management. For the urban
local flooding management, the three stages can be demonstrated as follows: [1] the
screening of risk areas; [2] risk assessment based on smart modeling; and [3]
intervention approaches to enhance the resilience of the urban local flooding
management and the cost benefit analysis.

(1) Sometimes, it is possible for all the areas of the city to have a quantitative risk
analysis, but it will take a long time and spend high costs. The risk screening
enables prioritization of areas exposed to flood hazards that present a potential
risk to service. Available knowledge of the historical flood hazards and
topographic features are initially used to identify the most vulnerable areas
exposed to potential flood disasters.

(2) The process of risk screening prioritizes a number of areas, where more
detailed risk analysis will be implemented, aimed at providing a more quan-
titative and qualitative understanding of the specific risk exposed at the
selected priority sites. In the process of risk analysis, the application of smart
model is essential.

(3) Risk management involves selection of interventions and appraisal of inter-
vention implementation where it is cost beneficial to do so. Typical inter-
ventions include two categories which are disaster recovery and
disaster-resistant measures. The recovery measures, which are aimed to
reduce the impact of flooding and restore normal function from disasters,
include improving the system reliability, enhancing the operational manage-
ment, and emergency response. The resistant measures which are used to
prevent or minimize the impact of flooding before the arrival of the disaster or
ongoing typically include the engineering and non-engineering approaches,
such as raising standards of engineering structures, construction of new pro-
jects, pre-disaster warning response, and so on.

The process of Service Risk Framework (SRF) can be described in the following
Fig. 1.
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3 Case Study of Beijing

3.1 Risk Screening

The initial risk screening enables prioritization of drainage systems exposed to
flood hazards that present a potential risk to service. Risk map of urban local
flooding and historical affected areas are initially used to identify the most vul-
nerable ones exposed to potential flood disasters. On the one hand, flooding risk
maps provided by Environmental Agency are a critical and valuable source for
probability analysis.

Based on the local conditions and combined with the corresponding character-
istics of geographic information and climate change, risk maps have provided
prediction of potential hazards and showed clear boundaries of affected areas. As a
result, a single separate drainage system is mapped to a potential disaster-risk areas
have provided the best way to risk visualization. Additionally, it is noted that this
process may overestimate the degree of risk and strongly affected by the specific
terrain, but at this stage, it is more important that no high-risk ones have been
omitted (Fig. 2).

On the other hand, a more straightforward screening approach is possible to
identify the most consequentially significant areas by historical hazard information.
Taking the statistics of flooding event on July 21, 2012 for instance, a total of 91
locations have been affected in the center city of Beijing, and among this, 20 areas
have the maximum water depth of more than 2 m and affected time more than 6 h,

Fig. 1 SRF operation
procedure
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resulting in great economic losses and even casualties. Therefore, the statistics of
historic disasters can be taken as a typical factor of intuitive judgement for drainage
system importance (Fig 3).

3.2 Risk Analysis

Flood risk is defined as the potential loss resulted from hazard analysis, exposure
analysis, and vulnerability analysis. More specifically, the extent of loss depends on
the intensity and probability of hazard occurrence, exposure spatial distribution of
bearing body, and fragility expression, which is termed as the integration outcomes
of these three factors.

Hazard and bearing body are two primary elements taken into account for loss
quantification process. Typically, hydraulic model is adopted to capture hazard
properties, which possibly contains submerged depth, scope, duration, and dis-
charge, together with bearing body, raster file, and vulnerability information to
realize flood loss evaluation under various hazard conditions. This paper introduces
the approach of deriving building content damage in urban local flooding events
and demonstrates its feasibility through GIS spatial-based analysis tool to carry out
Beijing Zuoan case study.

Flood damage is commonly classified as tangible and intangible [5]. The former
could be quantified as specific numerical values which mainly involve the loss of
infrastructure, building, and engineering structures, while the latter one focuses the

Fig. 2 Risk map of urban local flooding of Beijing
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impacts on residence health, environment, and public psychology without regular
indicators for analysis. According to the contacting pattern between bearing body
and flood, the tangible damage is further categorized as direct and indirect losses.
Direct loss, which is caused by physical contact between these two elements, is
expressed as the loss of residential building, indoor properties, and commercial and
industrial stock, while indirect loss refers to influence due to delay of production,
delivery of industry, commerce, and tertiary industry owning to economic activity
termination [4]. The core content of this research emphasizes the direct loss from
tangible classification.

Flood damage evaluation typically encompasses four steps: hazard analysis,
bearing body exposure assessment, vulnerability analysis, and loss quantification.
Firstly, hazard analysis that acquires information such as indictor intensity, fre-
quency, and scope for hydraulic modeling of scenarios has become the mainstream
approach [2]. Secondly, through socio-economic survey and statistics and geo-
spatial information database, the exposure assessment takes advantage of
area-weighting method to derive spatial attributes of socio-economic condition,
thereby reflecting spatial distribution difference in the economic indicator of bearing
body. Lastly, vulnerability analysis, usually represented by depth–damage curve,
relies on the typical sampling survey to establish statistical relationship between
hazard and economic loss factors [7]. In view of above statement, the flood damage
assessment procedure is demonstrated in Fig. 4.

The vulnerability expression could be identified as relationships between hazard
and loss rate or absolute loss value. The depth–absolute loss vulnerability curves of

Fig. 3 Flooding location of central city on July 21, 2012
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various types of assets have been setup in large amount of developed countries [6],
but the loss rate is more preferred in China. In fact, these two approaches just differ
slightly in expression manner but with same essence. Due to the association
between the building land use type and loss rate, the following formula is generated
to calculate flood damage:

L ¼
X
i

X
j

Lijr i; jð Þ; ð1Þ

where L is the total flood loss, Lij is the loss value of property category i at depth
j, and σ(i,j) is the loss rate of property category i at depth j.

Flooding risk is the possible losses, which means that risk is not only the value
of flood damage, but also related with the probability of hazards occurrence. Kaplan
and Garrick [3] proposed a risk calculation expression which is shown as follows:

R ¼ S eið Þ; p eið Þ; L eið Þf gi 2 N: ð2Þ

In the above formulation, R is the flood risk, S(ei) represents the disaster sce-
narios, p(ei) is the probability, and L(ei) means the flood damage. Based on their
research, risk is quantified by an expected value in this paper, and the modified
calculation expression is as follows:

EAD ¼
Z 1

0
DPdp �

XN
i¼1

Diþ1 þ Dið Þ � piþ1 � pi
� �

=2; ð3Þ

Fig. 4 Flood damage assessment procedure
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where EAD is the expected annual damage, DP is the damage of probability, and
p is the probability of scenario occurrence. In practical application, p is desirable for
0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, and 1.

We developed a flood damage assessment tool using Python scripts and the
Geo-processing functions within the ESRI ArcGIS software to evaluate the
damage directly from the hydraulic modeling results (Fig. 5a). This tool is capable
of exerting flood damage calculation and risk analysis with spatial properties at
single building scale (Fig. 5b). The flood damage statistics is summarized in
Table 1.

The relationship of flood damage versus design storm frequency is shown in
Fig. 6:

(a) (b)

Fig. 5 Hydraulic model results and damage distribution for 100-year return period rainfall

Table 1 Flood damage and rainfall statistics for different return periods (RMB means Chinese
currency)

Return period (year) 1 3 5 10 50 100 200

Rainfall (mm) 90 129 147 172 229 254 279

Total loss (million RMB) 5 44 67 103 209 242 251
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damage versus design storm
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The flooding risk can be calculated as described below:

EAD ¼
XN
i¼1

Diþ1 þ Dið Þ � piþ1 � pið Þ=2 ¼ 48:2 ðmillionRMBÞ: ð4Þ

3.3 Risk Management

Risk management involves selection of interventions and appraisal of intervention
implementation where it is cost beneficial to do so. What is emphasized in this
paper mainly refers to the engineering defense measures which can be used to
enhance the resilience of urban drainage system.

The choice of engineering solutions is largely depends on “how to deal with the
relationship of security and economy,” and the engineering benefits have been used
to reflect this relationship. Engineering benefit is defined as the ratio of disaster
mitigation to investment. TLR represents the value of disaster mitigation, ARC is
the sum of annual investment and annual operating costs, and the benefits of urban
local flooding defense engineering (BLR) can be calculated as follows:

BLR ¼ TLR
ARC

; ð5Þ

where TLR is the difference between the expected annual damagewith andwithout
corresponding engineering solutions. The value of disaster mitigation (TLR) is cal-
culated by risk analysis process which has been mentioned above. In addition, annual
investment and annual operating costs generally depend on the selection of engi-
neering design standard (return period). If we take the total investment of planning
projects as I, time limit for the normal operation as n (usually taken as 30–50 years in
China), interest rate is i (6–9 % in China), and the annual fee of operation and
management as 1–2 % of total investment (I), ARC can be expressed as follows:

ARC ¼ I � iþ i
1þ ið Þn�1

� �
þ 0:01� 0:02ð Þ � I: ð6Þ

Taking the Zuoan drainage system for instance, the values of TLR, ARC, and BLR
for different engineering design standards (return period) are shown in Table 2.

Table 2 TLR, ARC, and BLR for different design standards (return period)

Design standards (year) 1 3 5 10 50 80 100

TLR (million RMB) 12.91 25.35 32.51 39.81 45.97 46.67 47.22

ARC (million RMB) 2.39 2.84 3.83 4.15 4.79 6.13 7.43

BLR 5.39 8.91 8.48 9.58 9.61 7.61 6.36
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As can be seen from Table 2, when the design standards of engineering solutions
taken as 50-year return period, BLR will have its maximum value, which means
that in this case, the investment will have the greatest income returns.

4 Conclusion

This paper is aimed at supporting and tailoring the derivation of a common
framework of risk-based resilience planning for the urban local flooding manage-
ment in China, thereby promoting economic development, social progress, and
cultural prosperity.

This article, along with specific case study of flood resilience strategy—Service
Risk Framework of Beijing—demonstrates the main contents and methods for three
implementation stages, namely risk screening, risk analysis, and risk management,
which provide valuable reference for proposing the idea of resilience and formu-
lating relevant industry regulation standards.

Undoubtedly, considerable achievements have been realized; meanwhile, there
are still a lot of areas where improvement is needed. Firstly, there is still no
“one-suits-all” definition and assessment approaches for current resilience status.
Therefore, the concepts and the evaluation method are a critical premise for
deriving corresponding resilience adaptation guidelines and dominating the forward
directions.

Secondly, although the conventional process of risk-based resilience planning
has been finished through the Service Risk Framework (SRF), certain assumptions
and neglections have been made at various stages. For example, in the stage of risk
analysis, only the method of damage assessment for the buildings was proposed.
For some more important indirect losses, such as the loss of urban traffic systems,
the damage of water supply or electricity infrastructures, and follow-up continued
economic losses, we still experience a lack of appropriate evaluation methods for
quantification.

Lastly, it has been realized for a long time that the flooding management is not an
isolated field, especially with the development of cross-industry interdependencies.
Yet, the patterns or legislations for multi-industry operation have not been specified.
Thence, the issue of joining the effort of related industry, sharing the responsibility,
and enjoying benefits becomes extremely difficult for guaranteeing economic via-
bility and social advancement. Determination of the boundaries of the resilience
planning scope facilitates resources conservation, investment optimization, and
manpower allocation, thereby realizing achievement across whole industries.
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A Statistical Approach to Downscaling
of Daily Rainfall Process at
an Ungauged Site

Myeong-Ho Yeo and Van-Thanh-Van Nguyen

1 Introduction

Information on the variability of rainfalls in time and space is critical for the
planning, design, and management of a large number of water-resource projects.
However, in most practical applications, rainfall records at the location of interest
are often limited (a partially-gauged site) or unavailable (an ungauged site).
Regionalization methods are hence frequently used to estimate rainfall information
using the other locations where the data are available and sufficient or to improve
the accuracy of the rainfall estimates where available records are too short [3].
Nevertheless, traditional regionalization techniques are often criticized for the
obvious subjectivity, in the definition of hydrologically similar sites, and the lack of
physical justifications [8]. In addition, according to the IPCC Synthesis Report [5],
the annual precipitations in many different regions in the world, especially in
America, northern Europe, and northern and central Asia, show an increasing trend.
Global Climate Models (GCMs) have been extensively used in many studies for
assessing this impact. However, outputs from these models are usually at resolu-
tions that are too coarse (generally greater than 200 km) and not suitable for the
hydrological impact assessment at a regional or local scale. Hence, downscaling
methods have been proposed for linking GCM predictions of climate change to the
historical observations of the precipitation processes at a local site or over a given
watershed [9]. Moreover, the prediction of ungauged basin (PUB) under climate
change conditions remains still a crucial challenge in the research and engineering
practice [13].
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More specifically, in the context of regional impact study, regionalization
methods have been developed and employed according to two main objectives:
considering spatial dependency (homogeneity) and reducing uncertainty. Hence,
these techniques are frequently used to transfer hydrologic information from one
location to the other site where the data are needed but not available or to improve
the accuracy of the hydrologic variable estimates at locations where available
records are too short [3, 8]. Consequently, for rainfall estimation at an ungauged
site, the homogeneity of precipitation processes at different sites is a necessity
condition to obtain an accurate rainfall estimate with less uncertainty. Nevertheless,
traditional regionalization techniques are often criticized for the obvious subjec-
tivity, in particular in the definition of hydrologically similar sites (or hydrologi-
cally homogeneous regions), and the lack of physical justifications [1, 2, 4, 7, 12].
Hence, in the present study an improved regionalization technique will be proposed
based on the similarity of rainfall occurrences at different locations using the
Ordinal Factor Analysis (OFA) [6].

As mentioned above, with observations of climate change and its impacts on
water resources systems, a number of studies have been conducted to establish the
linkages between the large-scale climate variables given by GCMs and the observed
characteristics of the daily precipitation process at a local site using different
downscaling methods [9, 15]. These downscaling methods, however, are not
suitable for dealing with cases where precipitation data at the location of interest are
limited or not available. Hence, the estimation and prediction of hydrological
variables such as precipitation and flow with climate change conditions for these
ungauged or partially-gauged sites remains a crucial challenge for managing and
planning water resources [13]. Therefore, this study proposes a statistical down-
scaling (SD) procedure for describing accurately the linkages between the
large-scale climate variables given by GCM simulation outputs and the “estimated”
daily precipitation characteristics at a location of interest where the precipitation
data are limited or unavailable.

In brief, the suggested SD procedure is based on a combination of three com-
ponents: (i) first, a regionalization approach was proposed to identify the homo-
geneous groups of observed daily precipitation series available at different
raingauges based on the similarity of rainfall occurrences at different locations
determined by the Ordinal Factor Analysis (OFA); (ii) second, a stochastic model
was developed for constructing daily rainfall events at an ungauged site within a
homogeneous group based on the application of the eigen-decomposition technique
to data available at those raingauges within the same homogeneous group; and
(iii) third, a statistical downscaling model (SDRain) was developed to describe the
linkage between the constructed daily precipitation series and the large-scale cli-
matic predictors given by GCM simulation outputs. The feasibility of the proposed
stochastic approach has been assessed using the available daily precipitation data
for the period 1973–2001 from a network of 62 raingauge stations in South Korea
and the NCEP reanalysis climate predictors data over this study area. The jackknife
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method was used to simulate the ungauged condition. Results of the numerical
application have indicated that it is feasible to estimate the missing precipitation
data at an ungauged site based on the data available at other sites within the same
homogeneous region. Furthermore, it was found that the OFA could provide more
physically meaningful homogeneous rainfall groups than those given by the
commonly used Principal Component Analysis (PCA). Finally, the proposed
SDRain downscaling model was able to generate daily precipitation sequences for
an ungauged site with comparable statistical characteristics as those given by the
application of the statistical downscaling for a gauged site with available observed
precipitation data.

2 A Statistical Downscaling Approach for Ungauged Sites

As mentioned in the previous section, the proposed SD approach consists of three
components as described in the following:

2.1 A Regionalization Analysis of Rainfall Occurrences

Factor analysis (FA) is a well-known statistical method for describing the vari-
ability among correlated observed variables using a lower number of latent
(unobserved) variables called “factors”. Although the number of latent variables
(factors) is smaller than the number of original observed variables, they can account
for the same information as the original data set. In this study, to identify the
hydrologically homogeneous rainfall regions, the OFA was employed to describe
the similarity of rainfall occurrences at different raingauges. The use of the OFA is
appropriate in this case since the daily precipitation occurrence series are made up
of values 0 and 1 only (i.e., binary variables). Detailed description of the OFA can
be found in the publication by Jöreskog and Moustaki [6].

2.2 A Stochastic Rainfall Model for Estimating
Precipitation Series at an Ungauged Site

The stochastic modeling of the precipitation process is based on the combination of
two different components: the modeling of the rainfall occurrences and the mod-
eling of the precipitation amounts. As mentioned above, the modeling of the rainfall
occurrences is based on the homogeneous grouping given by the application of the
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OFA to rainfall occurrences. Let Fj be the factor score for a given day j as defined in
the following:

Fj ¼
Xs

i¼1

a0 xi;j � li
� �� �

if rj �Fj; thenwet at day j

if rj �Fj; then dry at day j

ð1Þ

where αi is the factor loading associated with the raingauge station i in a homo-
geneous region of s stations, xi,j is the precipitation occurrence at a station i for day
j, and μj is the average vector for day j. With the homogeneous region identified by
OFA, the factor score Fj represents hence at how many stations in a given region
rainfalls occur for the given day j. A uniform random number rj (0 ≤ rj ≤ 1) was
then used to determine the wet- or dry-day based on the value of Fj.

Regarding the modeling of rainfall amounts, since the distribution of precipi-
tations on wet days is strongly skewed, a log-transformation technique could be
used to reduce this strong skewness:

ln Pij ¼ Yij ð2Þ

where Pij denotes the precipitation amount at a station i for a given day j and Yij
represents the corresponding log-transformed precipitation amount. Thus,
Y becomes more closely to normally distributed variable. Hence, the relationship
between the mean (�P) of Pij and the mean (μY) and variance (r2Y ) of Yij can be
written as follows:

E Pð Þ ¼ �P ¼ exp lY þ r2Y
�
2

� �
ð3Þ

Thus, the regional expected value of the daily precipitation amount can be
estimated by the following equation:

E Pj
R

� � ¼ �Pj
R ¼ Wj � exp l j

RY

� � ð4Þ

in which �Pj
R is the regional mean of the daily precipitations for a given day j;

l j
RY is the regional mean of the log-transformed daily precipitations for the day j;

and Wj ¼ exp r2RY
�
2

� �
is the correction factor for matching the expected values

of the original and the log-transformed daily precipitations (r2RY is the regional
variance of the log-transformed daily precipitation). Equations (1) and (4) can
be used to generate missing rainfall series at a given site within a homogenous
region.
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Using Eqs. (1) and (4), a set of 100 daily precipitation occurrences and amounts
was generated for each site. Only one representative daily precipitation series at the
location of interest is necessary because the statistical downscaling model for a
single raingauge station requires only one data sequence. Hence, from the 100
ensembles of generated precipitation occurrences by Eq. (1), the daily percentages
of wet days are computed. Then, a representative wet/dry series for an ungauged
station are decided by a critical point 0.5 (to obtain a median value) as follows:

POj ¼ 1
m

Xm
j¼1

Occj ð5Þ

where POj is a daily percentage of wet day at a given day j, m is the number of
generated ensembles, and Occj is the generated precipitation occurrence series.
Moreover, the representative daily precipitation amount at an ungauged station can
be expressed as follows:

Amo j
R ¼ Wj � exp l j

Y

� � ð6Þ

where Amo j
R is the representative daily precipitation amount for a given day j, and

Wj is a daily weight, and l j
Y is the mean of log-transformed precipitation amount in

a homogeneous region delineated by the OFA regionalization method.

2.3 Statistical Downscaling Model for Estimated Ungauged
Daily Precipitation

The proposed Statistical Downscaling for Rainfall process (SDRain) was developed
to describe the linkage between the constructed daily precipitation series and the
large-scale climatic predictors given by GCM simulation outputs. The SDRain
models can be expressed as follows [10]:

Prob wet at j dayð Þ ¼ p̂j ¼ ea0þa1X1þa2X2þKþamXm

1þ ea0þa1X1þa2X2þKþamXm
ð7Þ

Rj ¼ f � expðb0 þ b1X1 þ b2X2 þ K þ bmXm þ njÞ ð8Þ

in which p̂j is the probability of wet day at day j, Xi′s are the large-scale atmo-
spheric predictors given by GCM simulations, a’s and b’s are regression parame-
ters, f is a bias correction coefficient, and Rj is the modeled daily precipitation
amount.
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3 Numerical Application

To test the feasibility of the proposed approach, the available daily precipitation data
for the period 1973–2001 from a network of 63 raingauges in South Korea were used
(see Fig. 1). South Korea is located in the lower portion of the Korean Peninsula and
lies between latitudes 33° and 39°N and longitude 124° and 130 °E. The total area of
South Korea is around 100,032 km2 and consists of mostly mountainous area (70 %
of the total area) as shown in Fig. 1. The two main mountainous systems are Taebaek
(length of about 500 km and the highest peak, Seorak mountain, of 1,708 m above
sea level) located in the eastern edge of the Korean Peninsula, and Sobaek (average
height of over 1000 m above sea level) stretched from Taebeak to the southwest
mountainous systems. These mountainous systems and the effect by the East Asian
Monsoon bring out very complex and diverse climatic characteristics of South
Korea. To indicate these diverse climatic conditions, Fig. 1 shows the distinct pat-
terns of monthly normal average temperatures (°C) and precipitations (mm/day) for
two representative stations that are located in two different regions separated by the
two mountainous systems (Seoul station in the northwest and Busan station in the
southeast). The topographic and East Asian Monsoon conditions play an important
role in the identification of homogeneous rainfall regimes.

Fig. 1 Topographic map of South Korea including raingauge stations (black points) and normal
average temperatures (°C) and precipitations (mm/day) for two representative stations divided by
two main mountainous systems. Seoul is located in the northwest region, and Busan is in the
southeast region
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As mentioned above, the proposed statistical downscaling approach consists of
three steps: (i) first, the OFA statistical regionalization was carried out for defining
the hydrologically homogenous regions of daily precipitations; (ii) second, the
stochastic precipitation model was used to generate the occurrences and amounts of
the daily precipitation time series for an ungauged station; and (iii) third, the pro-
posed SD for daily rainfall process based on SDRain was applied to the estimated
daily precipitation series for the ungauged condition, and the results were compared
to those obtained by the SDRain for the gauged condition at the same location.

For comparison purposes, Fig. 2 shows the hydrologically homogeneous rainfall
regions delineated by the common Principal Component Analysis (PCA) technique
and the proposed OFA. It can be seen that the OFA could provide more physically
meaningful homogeneous regions than those given by the PCA since the identified
regions correspond more closely to the particular topographic features of the study
area. Furthermore, a sensitivity test was carried out to assess the robustness of the
PCA and OFA in the regional analysis using the precipitation data for different time
scales from 1 to 4 days. Results of this test have indicated that the PCA was quite
sensitive to the time scale of the data used since the region of homogeneous
raingauges became larger with the increase of the time scale; while the OFA was
not sensitive to the time scales of the data [16]. Therefore, the homogeneous regions
determined by the OFA were found to be more robust and more suitable for
generating the rainfall series at an ungauged location.

In this application, to simulate the ungauged condition the jackknife method was
used; that is, one station is removed from a group of homogeneous stations and the

REGION 5

REGION 3

REGION 6

REGION 1

REGION 2

REGION 4

REGION 7

REGIONALIZATION BY 

PCA (KOREA)
REGIONALIZATION BY 

OFA (KOREA)

REGION 1

REGION 2

REGION 3

REGION 4

REGION 5

REGION 6

REGION 7

REGION 8

REGION 9

REGION 10

(a) (b)

Fig. 2 Homogeneous regions delineated by PCA. a and by OFA. b Using precipitation data
available from a network of 63 raingauge stations in South Korea
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daily precipitation series was estimated based on the data available at the remaining
raingauge stations in the group. This process was repeated until each station was
removed once and the rainfall series were generated at each removed location [11].
The produced rainfall series at ungauged sites were then statistically analyzed and
compared to the observed data for evaluating the performance of the proposed
approach using the Proportion Correct (PC) index and the Success of Critical Index
(SCI) as shown in the following equation [14]:

The computation procedure for estimating the daily precipitation series at an
ungauged site can be summarized as follows:

(a) Separate the daily precipitation process into two components (amount and
occurrence). Apply the OFA regionalization approach to the daily precipita-
tion occurrence series to identify the homogeneous groups of raingauges;

(b) Assume one raingauge station in a homogeneous group is an ungauged site.
Calculate the tetrachoric correlation coefficients matrix using the daily pre-
cipitation occurrence data from the remaining raingauge stations in the group;

(c) Generate 100 daily precipitation occurrence series for an ungauged station
based on the computed factor scores (Fi,j) (Eq. 1) and the generated uniform
random number rj;

(d) Generate 100 daily precipitation amount series using the regional average of
rainfall amount and the calculated weights (Eq. 4);

(e) Multiply the occurrence series and the amount series.

For remaining stations, repeat from (b) to (e) based on the jackknife procedure
for ungauged station.

For purposes of illustration, Fig. 3 shows the evaluation results for the annual
number of wet days (NWD), PC, and SCI indices for Seoul station (K1) located in
Region 1 and for Pusan station (K7) in Region 8 (see Fig. 2). It was found that the
suggested approach was able to provide an accurate description of the rainfall
occurrences for these two stations as indicated by the good agreement of the NWD
index and the high values of the PC and SCI. Figures 4 and 5 present the com-
parison between the observed and estimated annual means of precipitation amounts
and the annual number of wet days at four representative stations (K1-Seoul,
K7-Pusan, K10-Jeonju, and K32-Jecheon). The ranges shown in this figure denote
the maximum and minimum values of these two parameters, and the red and blue
circles represent the observed values. It can be seen that the proposed stochastic
rainfall generator can provide accurate annual and monthly statistics of the observed
daily rainfall series at these stations.
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Fig. 4 Observed and estimated annual means of precipitations for four selected stations: K1, K7,
K10 and K32. The range denotes the maximum and minimum values of these two parameters, and
the red and blue circles represent the observed values
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Fig. 5 Observed and estimated annual number of wet days for four selected stations: K1, K7,
K10, and K32. The range denotes the maximum and minimum values of these two parameters, and
the red and blue circles represent the observed values
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To assess the accuracy of the proposed OFA regionalization method on the
estimation of daily precipitation series at ungauged sites, a sensitivity study was
carried out using the representative Seoul station (K1) and the four different
homogeneous groups. The OFA procedure has assigned station K1 to region OR1
only. Hence, in this sensitivity analysis, the estimation of the daily precipitation
series at station K1 was carried out using the raingauges from four different
groupings of homogeneous regions: (i) OR1, (ii) OR1 and OR2, (iii) OR1, OR2,
and OR3, and (iii) OR3 only. Figures 6 shows the comparison between observed
and estimated NWDs at Seoul raingauge station (K1). It can be seen that the
estimation of the precipitation series at this station using the corresponding
homogeneous region OR1 as identified by the OFA procedure is the most accurate
as compared to those given by the other grouping of raingauges. Hence, it can be
concluded that the correct identification of homogeneous groups of raingauges is an
essential step to obtain an accurate estimation of daily precipitation series at a
location without data. Furthermore, it can be noted that the combination of regions
OR1 and OR2 into one homogeneous group as suggested by the PCA procedure
gave inaccurate results (see Fig. 2). The proposed OFA regional approach was
therefore more accurate than the PCA in this case.

Figures 7 and 8 present the range plots of annual and monthly downscaled
averages of precipitation amounts and number of wet days for the two selected
stations, respectively. The range indicates simulated maximum and minimum
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Fig. 6 Comparison of annual number of wet days (NWDs) at Seoul (K1) generated by the
proposed stochastic rainfall model using different homogeneous groups in order to identify the
effect due to the selection of a nonhomogeneous group
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Fig. 7 Observed and estimated annual means of precipitation and the number of wet days
(NWD) for Seoul (K1) and Busan (K7). Blue/green ranges denote maximum and minimum values
of estimated means and NWD, and red/blue circles represent the observed and summarized annual
values. Four representative stations (K1 and K7) in regions delineated by OFA were selected
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Fig. 8 Observed and estimated monthly means of precipitation and the number of wet days
(NWD) for Seoul (K1) and Busan (K7). Blue/green ranges denote maximum andminimum values of
estimated means and NWD, and red/blue circles denote the observed and summarized annual values
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values of the simulated precipitation sequences, and the red/blue circles represent
the statistics computed from observed data and from estimated precipitation series
for an ungauged station, respectively. These graphical results show that the pro-
posed SD procedure for ungauged sites was able to describe accurately the annual
and monthly statistics of observed precipitation events.

4 Summary and Conclusions

In this study, a statistical downscaling procedure was proposed for downscaling the
daily precipitation process at a location without data. More specifically, the sug-
gested approach consists of three basic steps: (i) identifying hydrologically
homogeneous regions based on the similarity of daily precipitation occurrences;
(ii) constructing the daily precipitation series at an ungauged site using a stochastic
precipitation model; and (iii) establishing the linkage between the large-scale cli-
mate predictors given by GCMs and the constructed precipitation series at the
ungauged location using the SDRain downscaling model.

Results of an illustrative application using data from a network of 63 raingauge
stations in South Korea have indicated the feasibility and accuracy of the proposed
method. In addition, it was found that the OFA could identify more physically
meaningful homogeneous rainfall regions than those given by the commonly used
PCA. Furthermore, the very good agreement between the observed and the esti-
mated statistical properties of the generated daily rainfall series using the jackknife
procedure has indicated the accuracy of the suggested approach.

In summary, the results of this illustrative application have indicated that the
proposed SD procedure for an ungauged site could provide comparable results as
those given by the downscaling method for a gauged location with the available
real-observed precipitation data.
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Part II
Uncertainties, 3D Modelling,

Models Coupling



Global Sensitivity Analysis with 2D
Hydraulic Codes: Application
on Uncertainties Related
to High-Resolution Topographic Data

Morgan Abily, Olivier Delestre, Philippe Gourbesville,
Nathalie Bertrand, Claire-Marie Duluc and Yann Richet

1 Introduction

To understand or predict surface flow properties during an extreme food event,
models based on 2D Shallow Water Equations (SWEs) using high-resolution
description of the environment are commonly used in practical engineering appli-
cations. In that case, the main role of hydraulic models is to finely describe overland
flow maximal water depth reaching at some specific points or area of interest. In
complex urban environment, above-ground surface features have a major influence
on overland flow path, their implementations (buildings, walls, sidewalks) in
hydraulic model are therefore required as shown in [1, 2]. The representation of
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detailed surface features within models can be achieved through the use of
high-resolution digital elevation models (HR DEMs).

Geomatics community intensively uses urban reconstruction relying on airborne
topographic data gathering technologies such as imagery and Light Detection and
Ranging (LiDAR) scans to produce HR DEM [3]. These technologies allow pro-
ducing DEM with a high accuracy level [4–6]. Moreover, modern technologies,
such as Unmanned Aerial Vehicle (UVA) use, make high-resolution LiDAR or
imagery born data easily affordable in terms of time and financial investments [7,
8]. Consequently, hydraulic numerical modeling community increasingly uses
HR DEM information from airborne technologies to model urban flood [9].
Among HR topographic data, photogrammetry technology allows the production of
3D classified topographic data [10]. This type of data is useful for surface hydraulic
modeling community as it provides classified information on complex environ-
ments. It gives the possibility to select useful information for a DEM creation
specifically adapted for flood modeling purposes [2].

Even though HR classified data have high horizontal and vertical accuracy levels
(in a range of few centimeters), this dataset is assorted of errors and uncertainties.
Moreover, in order to optimize model creation and numerical computation,
hydraulic modelers make choices regarding procedure for this type of dataset use.
These sources of uncertainties might produce variability in hydraulic flood models
outputs. Addressing models output variability related to model input parameters
uncertainty is an active topic, which is one of the main concern for practitioners and
decision makers involved in assessment and development of flood mitigation
strategies [11]. To tackle a part of the uncertainty in modeling approaches, prac-
titioners are developing methods which enable to understand and reduce results
variability related to input parameters uncertainty such as Global Sensitivity
Analysis (GSA) [12, 13]. A GSA aims to quantify the output uncertainty in the
input factors, given by their uncertainty range and distribution [14]. To do so, the
deterministic code (2D hydraulic code in our case) is considered as a black box
model as described in [13]:

f : Rp ! R

X 7! Y ¼ f ðXÞ ð1Þ

where f is the model function, X = (X1; …;Xp) are p independent input random
variables with known distribution, and Y is the output random variable. The prin-
ciple of GSA method relies on the estimation of input variables variance contri-
bution to output variance. A unique functional analysis of variance (ANOVA)
decomposition of any integral function into a sum of elementary functions allows to
define the sensitivity indices as explained in [13]. Sobol’s indices are defined as
follow:
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Si ¼ Var½EðY XiÞ�j =VarðYÞ ð2Þ

First-order Sobol index indicates the contribution to the output variance of the
main effect of each input parameters. The production of Sobol index spatial dis-
tribution map is promising. Moreover, such maps have been done in other appli-
cation fields such as hydrology, hydrogeology, and flood risk cost estimation [15].
GSA process most generally goes through uncertain parameters definition, uncer-
tainty propagation, and results variability study. Such type of approach has been
applied at an operational level in 1D hydraulic modeling studies by public insti-
tutions and consulting companies [14]. For 2D free surface modeling, GSA
approach is still at an exploratory level. Indeed, GSA requires application of a
specific protocol and development of adapted tools. Moreover, it requires important
computational resources.

The purpose of this study is to investigate on uncertainties related to HR
topographic data use for hydraulic modeling. Two categories of uncertain param-
eters are considered in our approach: the first category is inherent to HR topo-
graphic data internal errors (measurement errors) and the second category is related
to operator choices for this type of data inclusion in 2D hydraulic codes.

This paper presents the results of an applied GSA approach performed over a 2D
flood river event modeling case. The aim of our study is to rank the impact of
uncertainties related to HR topographic use. To achieve this aim, a protocol and a
tool for GSA application to 2D hydraulic codes have been developed. Input
parameters considered as introducing uncertainty are chosen and a probability
distribution is attributed to each uncertain input parameter. A Monte-Carlo uncer-
tainty propagation is then carried out, uncertainties are quantified, and the influence
of selected input parameters is ranked by the computation of the Sobol indices.
Section 2 introduces the data and methodology used and followed. Then, Sect. 3
presents the first results, main outcomes, and perspectives.

2 Materials and Methods

2.1 Flood Event Scenario

On November 5, 1994, an intense rainfall event occurred in the Var catchment
(France), leading to serious flooding in the low Var river valley [16]. For our study,
hydraulic conditions of this historical event were used as a framework for a test
scenario. The study area was restricted to the last 5 km of the low Var valley. Since
1994, the urban area has changed a lot, as levees, dikes, and urban structures have
been intensively constructed and it has to be reminded that the objective here was
not to reproduce the flood event itself. For the GSA approach, the hydraulic
parameters of the model are set identically for the simulations (as described below),
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only the input DEM changes from one simulation to another, following the strategy
defined in the next section.

The 2D hydraulic code is FullSWOF_2D [17, 18]. FullSWOF_2D relies on 2D
SWEs and uses a finite volume approach over a regular Cartesian grid. An esti-
mated hydrograph of the November 5, 1994 flood event as described in [19] is used
as the upstream boundary condition of the low Var river valley. To shorten the
simulation length, we chose to run a constant 1,500 m3·s−1 discharge for 3 h, to
reach a steady state with a water level in the riverbed just half a meter below the
elevation of the flood plain. The reached steady state is used as an initial condition
(or hot start) for the other simulations. For the GSA simulations, the unit hydro-
graph is then run until the estimated peak discharge (3,700 m3·s−1) and decreases
until a significant diminution of the overland flow water depth is observed. The
Manning’s friction coefficient n is spatially uniform on overland flow areas with a
standard value of 0.015 which corresponds to a concrete surfacing. No energy loss
properties have been included in the 2D hydraulic model to represent the bridges,
piers, or weirs. Downstream boundary condition is an open sea level with a
Neumann boundary condition.

For our application, the 3D classified data of the low Var river valley is used to
generate specific DEM adapted to surface hydraulic modeling.

2.2 Photo-Interpreted High-Resolution Topographic Data
of the Low Var Valley

Aerial photogrammetry technology allows to measure 3D coordinates of a surface
and its features, using 2D pictures taken from different positions. The overlapping
between pictures allows calculating through an aerotriangulation calculation step,
3D properties of space and features based on stereoscopy principle [20–22]. Photo
interpretation allows creation of vectorial information based on photogrammetric
dataset. The 3D classification of features based on photo interpretation allows
getting 3D high-resolution topographic data over a territory offering large and
adaptable perspectives for its exploitation for different purposes [10].
A photo-interpreted dataset is composed of classes of points, polylines, and poly-
gons digitalized based on photogrammetric data. Important aspects in the photo
interpretation process are classes’ definition, dataset quality, and techniques used
for photo interpretation. Both will impact the design of the output classified
dataset [22].

An HR photogrammetric 3D classified data gathering campaign was held in
2010–2011 covering 400 km2 of Nice municipality [10]. Aerial pictures have a
pixel resolution of 0.1 m at ground level. Features were photo interpreted by human
operators under vectorial form in 50 different classes. These classes of elements
include large above-ground features such as building, roads, bridges, sidewalks, etc.
Thin above-ground features (like concrete walls, road-gutters, stairs, etc.) are
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included in classes. An important number of georeferencing markers were used
(about 200). Globally, over the whole spatial extent of the data gathering campaign,
mean accuracy of the classified data is 0.3 and 0.25 m, respectively, in horizontal
and vertical dimensions. For the low Var river valley area, a low flight elevation
combined with a high level of overlapping among aerial pictures (80 %) was
conducted to a higher level of accuracy. In the low Var river valley sector, classified
data mean horizontal and vertical mean accuracy is 0.2 m. This mean error value
encompasses errors, due to material accuracy limits, bias and nuggets, which occur
within the photogrammetric data. For this dataset, errors in photo interpretation are
estimated to represent 5 % of the total number of elements. This percentage of
accuracy represents errors in photo interpretation, which results from feature mis-
interpretation, addition, or omission. To control and ensure both average level of
accuracy and level of errors in photo interpretation, the municipality has carried out
a terrestrial control of data accuracy over 10 % of the domain covered by the
photogrammetric campaign.

2.3 Global Sensitivity Analysis

A GSA method quantifies the influence of uncertain input variables on the vari-
ability in numeric model outputs. To implement a GSA approach, it is necessary
(i) to identify inputs and assess their probability distribution, (ii) to propagate
uncertainty within the model (e.g., using a Monte-Carlo approach), and (iii) to rank
the effects of input variability on the output variability through functional variance
decomposition method such as calculation of Sobol indices (Eq. 1).

2.3.1 Uncertain Input Parameters

To encompass uncertainty related to measurement error in HR topographic dataset,
Var. E is considered. Two other uncertain parameters are also considered as
modeler choices: the level of details of above-ground elements included in DEM
(Var. S), and the spatial discretization resolution (Var. R). Parameters Var. S, E, and
R are independent parameters considered as described below.

Var. E: measurement errors of HR topographic dataset

In each cell of the DEM having the finest resolution (1 m), this parameter
introduces a random error. For our study, only the altimetry errors are taken into
account as the planimetric dimension of the error is assumed to be relatively less
significant for hydraulic study purpose compared to altimetry error. This altimetry
measurement error follows a Gaussian probability density function N (0; 0.2),
where the standard deviation is equal to the mean global error value (0.2 m). This
error introduction is spatially homogeneous. This approach is a first approximation:
mean error could be spatialized in different subareas having physical properties,
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which would impact spatial patterns of error value. Moreover, errors in photo
interpretation (classification) are not considered in our study. One hundred grids of
random errors are generated and named E1 to E100.

Var. S: modeler choices for DEM creation

This parameter represents modeler choices for DEM creation, taking advantage
of selection possibilities offered by the above described classified topographic data.
Four discrete schemes are considered: (i) S1, is the DTM of the study case, (ii) S2,
the elevation information of buildings added to S1, (iii) S3, the elevation infor-
mation of walls added to S2, and (iv) S4, elevation information of concrete features
in streets added to S3. Var. S parameter is included in the SA as a categorical
ordinal parameter. These discrete modeler choices are considered as having the
same probability. Four DEMs are generated at resolution of 1 m, S1–S4.

Var. R: modeler choices for mesh spatial resolution

When included in 2D models, HR DEM information is spatially and temporally
discretized. FullSWOF is based on structured mesh, therefore the DEM grid can be
directly included as a computational grid without effort for mesh creation.
Nevertheless, for practical application, optimization of computational time/accuracy
ratio often goes through a mesh degradation process when an HR DEM is used.
Var. R represents modeler choices, when decreasing regular mesh resolution. Var.
R parameter takes five discrete values: 1, 2, 3, 4, or 5 m.

2.3.2 Applied Protocol for Uncertainty Propagation

To create the HR DEMs, the following approach has been carried out. A HR DTM
using multiple ground level information sources (points, polygons and polylines) is
created and provided at a 0.5 m resolution by The GIS Department of Nice Côte
d’Azur Metropolis (DIGNCA). The HR DEM resolution is degraded to 1 m res-
olution. At this resolution, the number of mesh cells is above 17.8 million. Then, a
selection procedure among classified data is performed. This selection is achieved
by considering concrete elements which can influence overland flow drainage path
only. It includes dikes, buildings, walls, and “concrete” above-ground elements
(such as sidewalks, road-gutters, roundabout, doors steps, etc.). 12 classes are
selected among the 50 classes of the 3D photo-interpreted dataset. During this step,
polylines giving information on elevated roads and bridges, which might block
overland flow paths, are removed. The remaining total number of polylines is
52,600. Selected above-ground features are aggregated in three groups of features
(buildings, walls, and concrete street features). Extruding elevation information of
selected polylines groups on the DTM (S1), four 1 m resolution DEMs, S1–S4, are
produced. The previously described method has allowed inclusion of thin elements
impacting flow behavior of inframetric dimension, oversized to metric size, in the
1 m resolution regular mesh. Then, 100 grids of var. E are produced and added to
var. S1, S2, S3, and S4 at resolution 1 m. These 400 DEMs are used to create 2,000
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DEMs with a resolution from 1 to 5 m. DEMs are named SmRnEx, with the
parameters m between [1, 4], n between [1, 5] and x between [1; 100]. These DEMs
are used in the coupled parametric environment (Prométée)—2Dhydraulic code
(FullSWOF_2D) through parameterization of the input files, and integrated in
whole GSA as summed up in Fig. 1. Promethée-FullSWOF (P-FS) is presented in
more detail in the next section.

2.3.3 Operational Tool and Setup Developed for Uncertainty Analysis
and Sobol Index Mapping

To apply a GSA with 2D hydraulic models, a coupling between Prométhée, a code
allowing a parametric environment of other codes, has been performed with
FullSWOF_2D, a 2D SWE-based hydraulic code. The coupling procedure has
taken advantage of the previous coupling experience of Promethée with 1D
SWE-based hydraulic code [14]. The coupled code Prométhée-FullSWOF (P-FS)
has been performed on a HPC computation structure. The aim was to use tool for a
proof of concept of protocol application requiring extensive computational
resources.

Fig. 1 Implemented GSA approach
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• FullSWOF_2D

FullSWOF_2D (Full Shallow Water equation for Overland Flow in 2D) is a code
developer as a free software based on 2D SWE [16, 17]. In FullSWOF_2D, the 2D
SWE are solved thanks to a well-balanced finite volume scheme based on the
hydrostatic reconstruction. The finite volume scheme, which is suited for a system
of conservation low, is applied on a structured spatial discretization, using regular
Cartesian mesh. For the temporal discretization, a variable time step is used based
on the CFL criterion. The hydrostatic reconstruction (which is a well-balanced
numerical strategy) allows to ensure that the numerical treatment of the system
preserves water depth positivity and does not create numerical oscillation in case of
a steady state, where pressures in the flux are balanced with the source term here
(topography). Different solvers can be used such as HLL, Rusanov, Kinetic, and
VFROE combined with first-order or second-order (MUSCL or ENO) recon-
struction. FullSWOF_2D is a object-oriented software developed in C++. Two
parallel versions of the code have been developed allowing to run calculations
under HPC structures [23].

• Promethée-FullSWOF

Prométhée software is coupled with FullSWOF_2D. Prométhée is an environ-
ment for parametric computation, allowing to carry out uncertainties propagation
study, when coupled to a code. This software is an open source environment
developed by IRSN (http://promethee.irsn.org/doku.php). The main interest of
Prométhée is the fact that it allows the parameterization of any numerical code.
Also, it is optimized for intensive computing resources use. Moreover, statistical
posttreatment can be performed using Prométhée as it integrates R statistical
computing environment [24]. The coupled code Prométhée/FullSWOF (P-FS) is
used to automatically launch parameterized computation through R interface under
Linux OS. A graphic user interface is available under Windows OS, but in case of
large number of simulation launching, the use of this OS has shown limitations as
described in [14]. A maximum of 30 calculations can be run simultaneously, with
the use of 30 “daemons”.

Once simulations were completed with P-FS, GSA analysis has been carried out.
First, the convergence of the results, in other word it has been checked that the
number of simulations is large enough to generate a representative sample of the
uncertainties associated to the studied source. Then uncertainties analysis was
conducted, followed by the calculation of Sobol indices. The selected output of
interest is the overland flow water surface elevation (hmax + z).
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3 Results and Discussion

3.1 Operational Achievement of the Approach

A performed version of P-FS couple allows to run simulations with selected set of
input parameters (Var. E, S, and R). The coupled tool is operational on the
Mésocentre HPC computation center and P-FS would be transposable over any
common high-performance computation cluster, requiring only slight changes in
the coupling part of the codes. Through the use of R commands, it is possible to
launch several calculations. Using “Daemons”, up to 30 simulations can be laun-
ched at a time. The calculations running time of our simulation is significant.
Indeed, this computation time is highly dependent of mesh resolution as the dx will
directly impact the CFL dependent dt. Over a 12 cores node of the Mésocentre
HPC, the computation time is 2, 6, 12, 24, 80 h, respectively, for 5, 4, 3, 2, 1 m
resolution grids. Using about 400,000 CPU hours, it has been possible to run 1,500
simulations. Out of these 1,500 simulations, few runs (about 30) have shown
numerical errors leading to computational crash. These simulations have been
removed from our set of simulations used to carry out the GSA. This will be
clarified in future work, but errors are possibly due to numerical instabilities gen-
erated by important topographic gradient change at the boundary condition. This
first data set of output allows us to carry out the first UA and GSA. The remaining
500 simulations are mainly for R1 and R2 resolutions, which are the most
resource-demanding simulations, and will run in a close future, using more than one
HPC node per each run to decrease running time.

The variable of interest is the maximal water surface elevation (hmax + z) reached
during a given simulation at different locations, with hmax as the maximal water
depth reached at the point of interest and z the DEM surface elevation at this point.
The Fig. 2 illustrates the difference of hmax + z obtained between two simulations
when Var. S varies. At different points of interest (see next section), difference in
hmax + z value can be significant. The analyses carried out over 40 points of
interests, highlights the influence of the selected variables. For example, for a given
scenario when only Var. E varies, an up to 0.5 m difference in hmax + z can be
observed. Between all the 1,500 scenarios, a maximal difference of 1.26 m in hmax +
z estimation at one of the point of interest is observed.

3.2 Local Results for a Point of Interest

In the first place, a local analysis of the influence of topographic parameters has
been achieved; 40 points of interest have been selected and used for the analyses.

The convergence for Var. E has been analyzed for the different points. As
illustrated by Fig. 3a, it appears that the distribution and the standard deviations of
hmax + z, becomes stable with a sample size (N) of Var. E is around 40–50.
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This gives qualitatively a first idea of what should be the minimum size of sample N
of Var. E to allow performing reliable statistical analysis with an acceptable level of
convergence.

To strengthen these findings, tests of convergence have been performed
observing the evolution of mean hmax + z value and the 95 % confidence interval
(CI) when N size increases. Figure 3b shows this result for a given point of interest.
The analysis shows the sample size to be above 30, the mean and the CI become
stable. It has to be noticed that similar results are obtained with the other selected
points of interest, 30–40 realizations are sufficient to generate a representative
sample of the uncertainties associated to the Var. E.

Fig. 2 Illustration of hmax value for two given simulations where Var. S changes

Fig. 3 a Illustration of hmax + z distribution and b convergence of mean and CI with fixed Var.
S and Var. R when increasing sample of size of Var. E
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When looking at the output variable of interest hmax + z, it is relevant to check its
distribution behavior for a fixed value of one of the two discrete input parameters
(Var. R or Var. S). This has been done with a subset of sample NVar. E equal to 50
for each discrete value of nonfixed variables Var. R and Var. S (Fig. 4). This
approach helps to make a qualitative description of the output distribution behavior
relatively to the nonfixed parameters. This test has been carried out for 40 different
points of interest. Figure 4 illustrates the main observations which can be effectu-
ated using different distribution plots for fixed Var. R or for fixed value of Var.
S. Results show that for a given value of Var. R, Var. E impact over variability of
hmax + z is relatively less significant than the impact of Var. S (discrete choices). It
has also been observed that increasing level of geometric details included in DEM
(Var. S) will not involve linear variations in hmax + z values. Indeed, detailed
above-ground feature implementation leads to more local effects in terms of
overland flow path modification and consequently, highly impact local
hmax + z values. When focusing on hmax + z distribution for varying discrete meshes
resolution (Var. R) for a given fixed Var. S value (Fig. 4), it is observed that,
comparatively to effect of Var. E in output distribution, the influence generated by
Var. R on hmax + z values is negligible. This finding does not consider the finest
Var. R (1 m) as less than 50 realizations of Var. E were available so far with these
resolutions.

The final step of the GSA approach calculates the Sobol indices (Fig. 5). As
mentioned previously Var. R1 has not been considered for the calculation. The
parameter which influences the most hmax + z is Var. S. Concerning the Sobol
indices, it has to be mentioned that the sum of Sobol indices should be one, in our

Fig. 4 Output (hmax + z) distribution plots at two points of interest with one fixed value (either
Var. S or Var. R)

Global Sensitivity Analysis with 2D Hydraulic Codes … 311



case the sum is smaller than one. Similar results have been highlighted by [13]. This
finding is due to the parameters cross variation. Moreover, the inclusion of results at
the highest resolution (1 m) might increase the cross variation effects. These
promising results for analysis are already useful and further analysis to observe
cross variation effects as well as spatial variation of Sobol index are in progress. So
far it can be observed that 32 of the 40 points of interest have Var. S with the
highest Sobol index and 8 points have Var. R with the highest Sobol index. These
two parameters are modeler choices. In the 32 cases where Var. S has the highest
Sobol Index, 50 % of the points have Var. R in the second rank and 50 % Var. E.

3.3 Perspectives and Analyze for Further Work

One of the main advantages of 2D hydraulic models is their spatial distribution over
the area modeled. Therefore, uncertainties related to topography variability can be
spatially represented for the Var river valley. Sobol index maps are presented in
Fig. 6 over a subarea in a near future and integrating cross variation effect.

Nevertheless, as it has been mentioned, our representation of Var. E, using a
spatially uniform distribution function of average measurement error is a first
simple approximation. Indeed, the average error is a spatially varying function of
physical properties (slope notably). Assigning different spatially varying parameters
of Var. E distribution function would be a more sophisticated approach. Moreover,
errors in photo interpretation, which will spatially impact Var. S, deserve to be
investigated as well.

Fig. 5 First-order Sobol indices for two selected points
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4 Conclusions

In this study, a GSA is performed based on Sobol sensitivity analysis to quantify
the uncertainties related to high-resolution topography data inclusion in
two-dimensional hydraulic model. Input parameters considered in the study
encompass both measurement errors, and modeler choices for high-resolution
topographic data used in models. The applied GSA method relies (i) on the use of a
specific tool coupling a parametric environment with a 2D hydraulic modeling tool
Prométhée-FullSWOF_2D, and (ii) on the use of high-performance computation
resources. The implemented approach is able to highlight the uncertainties gener-
ated by topography parameters and operator choices when including
high-resolution data in hydraulic models.

Thousand five hundred simulations have been effectuated at this stage of the
study. Convergence of the approach is checked and output distribution analyzed for
qualitative apprehension of input parameters local effects on maximal computed

Fig. 6 Sobol index maps over 150 m long per 200 m large part of the domain

Global Sensitivity Analysis with 2D Hydraulic Codes … 313



overland flow (hmax + z). The major source of uncertainty related to water elevation
hmax + z is the modeler choice Var. S, which is the choice of operator regarding
above-ground features, included in DEM used for hydraulic simulation. Errors
related to measurement Var. E significantly impacts variability of hmax + z model
outputs, but in a relatively smaller extend. Regarding Var. R, further investigations
will be undertaken when more realizations will be available. Overall, these results
confirm the relative importance of the uncertainty in topography input data. The
main limits of the approach are concerning the way Var. E and Var. S are integrated
in the analysis. Future work will be focussed on the design of Sobol map index over
the whole flood extend.
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Modeling of a Navigation Canal
with Unknown Inputs: The
Cuinchy-Fontinettes Case Study

Klaudia Horváth, Eric Duviella, Lala Rajaoarisoa andKarine Chuquet

1 Introduction

Canals for navigation are artificial waterways used for the transport of commodities
and persons by means of maneuverable waterborne craft [11]. The interest for
inland navigation has increased in the past decade, the environmental and economic
affects have been studied [7, 14, 20, 22]. The effect of climate change on navigation
is also studied [15]. There are European [5] and national projects [9] on this topic.

Studies are published on the main waterways of Europe, analyzing the water-
ways from the ecologic and economical point of view. Mihic et al. [19] focus on
analysis of the amount of transported goods and the number of transported people.
Other recent study by Jonkeren et al. [16] focuses on the River Rhine. It addresses
qualitative measures for the adaptation of climate change. These studies mainly
model the transport of goods over a heavily modified water body, in large scale. In
this study we focus on a smaller scale completely artificial water body. A generic
model hydro-environmental model is developed in [8] modeling not only lock
operations, weir flow, but also algae growth.

The goal of this work is to obtain a large-scale hydraulic model of a navigation
canal that is able to approximate and characterize (quantity, seasonality, etc.) the
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unknown flows into the reach in the past using past measurement data. A further
objective of the same model, if there are no unknown inputs, it could model the
water level changes. It should be able to predict the response of the system (the
water levels) for different future inputs (inflows).

The model uses only water level measurement data and data about the position
of the hydraulic structures to predict discharges. This is very often the case, since
the measurement of water levels is less expensive and complicated than the mea-
surement of discharge and they are needed to be known for navigation or for flood
protection [23]. The discharge of the hydraulic structures is calculated using the
measurement of their position and the water level. This work is an improvement of
the pervious study by Le Pocher [18]. While in the previous work data mining was
excessively used, in this work we try to restrict the use of the data to validation of
the hydraulic description, and we also assign uncertainties. The modeling approach
is implemented in the case study of the Cuinchy-Fontinettes Reach (CFR).

2 Methodology

The volumetric models are commonly used for hydrological modeling [17, 25].
Similar mass balance models can be applied to model a canal reach with controlled
inputs [20] and outputs.

The mass balance for a canal reach can be written as

dV
dt

¼ qin tð Þ � qout tð Þ � qevapðtÞ þ qrunoff ðtÞ þ qpreðtÞ þ qgwðtÞ þ qantðtÞ ð1Þ

where V is the volume of the reach, qin is the known input discharge, qout is the
known output discharge, qevap is the evaporation, qrunoff is the runoff, qpre is the
rainfall and qgw is the groundwater flow and qant is discharge of anthropomorphic
origin. If all the hydrological processes are unknown, the latter five terms of (1) can
be gathered into one term qu, unknown input.

dV
dt

¼ qin tð Þ � qout tð Þ þ qu tð Þ ð2Þ

where

qu tð Þ ¼ �qevapðtÞ þ qrunoff ðtÞ þ qpreðtÞ þ qgwðtÞ þ qantðtÞ: ð3Þ

Discretizing and rearranging (3) the unknown discharge can be expressed as

qu kð Þ ¼ V kð Þ � V k � 1ð Þ
DTm

�
XDTm=DT
l¼1

qin lð Þ þ
XDTm=DT
l¼1

qout lð Þ ð4Þ
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where ΔTm and ΔT are the sampling time of the model and the measured data
respectively. The uncertainties are treated as standard deviation. In order to express
the uncertainty of the unknown inputs it is supposed that all discharges: the right
side of (3) carries normally distributed errors, with zero covariance. The standard
deviation of the unknown discharge can be obtained in the following way [12]:

rDqu kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2DV kð Þ þ r2qin kð Þ þ r2qout kð Þ

q
ð5Þ

where ΔV = V(k) – V(k – 1). In order to obtain the standard deviation of the terms
different methods are used. In case of the ΔV the standard deviation is calculated
directly, in the other cases a relative standard deviation is associated to each sub-
model. The model is presented through the Cuinchy-Fontinettes study case.

3 The Cuincy-Fontinettes Case

The CFR belongs to the navigation network of the north of France that ensures the
connection between the capital and the major ports of the north such as Calais or
Dunkerque (Fig. 1). It is managed by the Navigable Waterways of France (VNF:
Voies Navigables de France). The main management objective is to ensure navi-
gation, to keep the water level within a certain range around the normal navigation
level (NNN = 19.52 m). The water level is influenced by the lock operations
upstream and downstream of the reach: upstream the lock of Cuinchy empties its

Fig. 1 The location of the Cuinchy-Fontinettes Reach
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chamber to the CFR and downstream the lock of Fontinettes fills its chamber from
the reach (Fig. 2). The latter has much bigger volume and hence it causes a huge
effect—at about 15 cm drop in the water level. This operation generates waves that
can travel up and down in the reach for several hours before their attenuate. The
behavior and control of this kind of water systems is studied in [24, 13].

The water level can be controlled by some controllable inflows through
hydraulic structures. Anthropogenic and non-anthropogenic (rain, evaporation)
sources also affect the water level. The quantity of these inputs and their influence is
not defined yet. The rain influences through direct runoff and infiltration, while it
does not cause unmeasured effect from the confluences, because the inflow is
controlled. There are several anthropogenic sources located throughout the CFR
and their quantity is unknown. In order to characterize or identify these sources,
past water level (and gate opening) measurement data can be used. By character-
izing these unknown sources their localization might be easier and also it can be
seen if they are negligible for future approximations.

4 Application to the the Cuinchy-Fontinettes Case

4.1 General Description of the Model

The CFR is modeled using the volume model expressed in (1–4). The CFR has five
discharge inflows and outflows (Fig. 2): two at the upstream end (i) Gate of

Fig. 2 The Cuinchy-Fontinettes Reach
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Cuinchy, QC (ii) Lock of Cuinchy QLC, one in the middle of the reach (iii) Gate of
Aire QA (this can be input or output) and (iv) unknown sources located all along the
reach QU and the outflow is the (v) operation of the lock of Fontinettes QLF, located
downstream. Hence the terms in (3) can be expressed as

qin kð Þ ¼ QGC kð Þ þ QLC kð Þ þ QA kð Þ: ð6Þ

qout kð Þ ¼ QLF kð Þ: ð7Þ

r2qin kð Þ ¼ r2GC kð Þ þ r2LC kð Þ þ r2A kð Þ: ð8Þ

rqout kð Þ ¼ rLF kð Þ: ð9Þ

The input variables are the measured values at every 15 min (ΔT = 900 s): water
levels and openings of structures. Currently there is no available data about dis-
charge measurement. All the incoming and outflowing discharges are modeled
separately using a submodel. The output of these submodels are discharges.
Combining all these submodels, the change in volume can be calculated (the
right-hand side of (2)), and it can be compared to the volume change obtained from
the change in the water levels (left-hand side of (2)). Using (6–7) the unknonwn
inputs and by (8–9) their uncertainty can be obtained.

In some of the submodels the relative standard deviation is given, σR. From this
the absolute standard deviation for each data point can be calculated as

r kð Þ ¼ rRQ kð Þ ð10Þ

where σ(k) is the absolute standard deviation, Q(k) is the discharge calculated by
any model, σR is the relative standard deviation obtained previously for each
submodel.

4.2 Model of the Gate Cuinchy

The overshot gate of Cuinchy is modeled with the submerged weir Eq. [4]:

Qws tð Þ ¼ 3
ffiffiffi
3

p

2
CdwBw

ffiffiffiffiffi
2g

p 2
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H1 tð Þ � H2 tð Þ

p
He tð Þ; ð11Þ

where Qws is the weir discharge, Cdw is the free flow weir discharge coefficient, Bw

is the width of the weir, H1 is the upstream water depth, H2 is the downstream water
depth, and He is the head over the weir and it is equal to He(t) = H1(t) – W(t) where
W(t) is the weir height. See the notation in Fig. 3.

There is no available measurement data about the discharge to verify (11).
Therefore, the formula is used without calibration with the classical 0.61 discharge
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coefficient that proved to be a good approximation [21]. The resulting discharge
(QGC(l)) calculated from the water level and gate opening data using (11) is shown
in Fig. 4. It can be seen that the gate is usually closed during the night, and operated
with different discharge values during daytime. The purpose of these operations is
to compensate the water level disturbances caused by the lock operations.

In order to develop a global model with uncertainty a standard deviation value
should be assigned to model. Standard deviation values can be found in the liter-
ature. The discharge measurement error for overflow gates is about 5 % in free flow
conditions [10] and 10 % in submerged conditions [7]. Since in this case both
operation points are present, 10 % is relative standard deviation (σRGC) used in the
case of Cuinchy. From the relative standard deviation the absolute standard devi-
ation of each measurement is obtained using (10) (Fig. 5).

4.3 Model of the Gate of Aire

The gate of Aire is an undershoot gate with a sill (see Fig. 6). Depending on the
upstream (H1) and downstream (H2) water levels and the opening (L) it can behave
as a free or submerged weir, or as a free or submerged sluice gate. There are five

Fig. 3 Schematics of the
overshot gate

Fig. 4 Discharge at the gate
of Cuinchy
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possible flow types through the structure: (i) free weir flow (see 15), (ii) submerged
weir flow (see 11), free gate flow (12), partially submerged gate flow (13) or
submerged gate flow (14).

In case of gate flow the following equation is used [1] for free flow:

Qg tð Þ ¼ Bg

ffiffiffiffiffi
2g

p
lH1 tð Þ3=2�l1 H1 tð Þ � L tð Þð Þ3=2

� �
; ð12Þ

partially submerged flow:

Qg tð Þ ¼ Bg

ffiffiffiffiffi
2g

p
kFlH1 tð Þ3=2�l1 H1 tð Þ � L tð Þð Þ3=2

� �
; ð13Þ

submerged flow:

Qg tð Þ ¼ Bg

ffiffiffiffiffi
2g

p
kFlH1 tð Þ3=2�kF1l1 H1 tð Þ � L tð Þð Þ3=2

� �
; ð14Þ

where Bg is the width of the gate, L is the gate opening, and µ, µ1, kF and kF1 are
coefficients whose value can be obtained based on [12]. Finally, the free flow over
the weir is

Qwf tð Þ ¼ CdwBw

ffiffiffiffiffi
2g

p 2
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H1 tð Þ � He tð Þ

p
; ð15Þ

Fig. 5 The different operations of the gate of Aire, based on [1]

Fig. 6 Schematics of the
undershot gate
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where Qwf is the free weir discharge, Cdw is the free flow weir discharge coefficient,
Bw is the width of the weir, H1 is the upstream water depth, and He is the head over
the weir and is equal to He(t) = H1(t) – W(t) where W(t) is the weir height, see also
Fig. 3.

The five different modes can occur in both directions, so altogether there are 10
different operating modes. These are summarized by Fig. 5, where

ai ¼ 1� 0:14
Hj tð Þ
W tð Þ ; bi ¼ ai Hj tð Þ �W tð Þ� �

; ð16Þ

where i = 1, j = 2 if H1 > H2 and i = 2, j = 1 if H1 < H2. In this structure the water
can flow in two directions. If the flow is in the other direction, the computation is
similar and negative sign is considered. Depending on the water levels the dis-
charge at the gate of Aire (QA(l)) is computed using (11–15).

Just as in case of the gate of Cuinchy there is no available data to validate the
equation. A measurement error of 10 % is reported for standard submerged sluice
gates [6]. In this case the structure has five possible operating modes for each flow
direction. Taking into account that the discharge coefficient is not calibrated, it is
possible to make an error in determining the flow regimes. In [2] the importance of
the errors coming from the wrong determination of the operation mode is
emphasized, and solution for discharge calculation in all regimes with smooth
changes is proposed in [3]. Hence, finally, a relative standard deviation of 30 % is
considered (σRA).

4.4 Lock Operations of Cuinchy and Fontinettes

In order to know the total discharge entering through the locks the total number of
daily lock operations should be known. Unfortunately, they are only registered for a
very short period, and for the rest of the years they can only be approximated from
the water level measurements. The approximation uses the following criteria:
(i) There are at least three data point differences between two lock operations; a lock
operation occurs either (ii) if the difference between two consecutive data points
exceeds a threshold or (iii) the difference of three consecutive data points exceeds a
bigger threshold and one of the two neighboring points have a difference exceeding
another threshold. Figure 7 illustrates (ii) at points located at 7–8: the difference
between the values of points 7 and 8 exceeds a threshold (Th2). (iii) is illustrated at
points located at 2–4: the difference between the values of points 2 and 3 and
between 3 and 4 both exceed a certain threshold (Th1). The thresholds are chosen
such that Th2 < 2Th1.

The purpose of this model is to detect the number of daily lock operations from
the water level measurements, because normally they are not registered. However,
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for a short period of time, there is available measurement. This period can be used
to calibrate the lock operation detection model. The thresholds (Th1 and Th2) were
adjusted in order to minimize the error between the modeled and the measured
number of daily lock operations. The data period for calibration was chosen based
on its availability: for the lock of Fontinettes 4 months of data were analyzed,
between September and December of 2007, while for the lock of Cuinchy only the
last two months of this period could be analyzed. The error measured at Cuinchy
does not reject the zero mean hypotheses within a 5 % and Fontinettes with 2 %
significance level. In other words, the (daily discharge) error between the measured
and detected lock operations can be considered having standard normal distribution.
The relative standard deviation is 34 % for Cuinchy (σRLC) and 25 % for Fontinettes
(σRLF). Note that these values are rather big. However, this is the error that the lock
operations could be deduced from the water levels.

Figures 8 and 9 show the approximation of the lock operations for December
2007. The approximated number of daily lock operations is plotted compared to the
available measured data. It can be seen that the approximations are quite close to the
real number of lock operations for lock Fontinettes (Fig. 9), while for lock Cuinchy
the difference is bigger. The reason is that a lock operation at Cuinchy causes
smaller disturbance in the water level, therefore, it is more complicated to detect the
occurrence of the operation from water level measurement data.

Fig. 7 Lock operation
detection example: the
measured water levels are
noted with stars, and the
thresholds by gray lines
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4.5 Model of the Volume Change

The canal reach is considered as a tank, the wave phenomenon is neglected. This
assumption can be valid only if the discretization time ΔTm is large enough. This
assumption might be weak during the day when there are high waves caused by the
lock operations, but for the night when there is no lock operation it might be more
acceptable. (The balance is taken before and after the period of lock operations.)
ΔTm is chosen to be 12 h.

The volume can be obtained, for example, by modeling the height volume
relationships like in [20]. Here, the change in volume is approximated using the
three measurement points along the canal with the volume of two trapezoidal
prisms (Fig. 10). The change in the volume during ΔTm is calculated from the
measured data in the beginning (at sample k – 1) and end (at sample k) of the ΔTm

period. This volume change is approximated as the product of the surface of
the trapezoid created by the two measurement points at the two sampling instants

Fig. 8 In black are the
measured number of lock
operations, in gray is the
approximation for lock
Cuinchy

Fig. 9 In black are the
measured number of lock
operations, in gray is the
approximation for lock
Fontinettes
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(k – 1 and k) and the distance between these two measurement points and the
average width (Fig. 10). As there are three level measurement points the two
calculated volumes are added up:

DV kð Þ ¼ hc kð Þ � hc k � 1ð Þ þ ha kð Þ � ha k � 1ð Þ½ �BLCA
2

þ ha kð Þ � ha k � 1ð Þ þ hf kð Þ � hf k � 1ð Þ� �BLAF
2

ð17Þ

where ΔV (k) is the water volume change within a period of ΔTm, hc(k) is the water
level at Cuinchy at the kth step (the difference between k and k – 1 is 12 h), ha(k) is
the water level at Aire at the kth step, hf(k) is the water level at Fontinettes at the kth
step, LCA is the distance between Cuinchy and Aire, LAF is the distance between
Aire and Fontinettes and B is the average width of the reach (see also Fig. 10). An
error was associated to the volume approximation, shown in Fig. 10 as the volume
belonging to the dark gray area. This might not be the actual error of the mea-
surement but can represent the order of magnitude of the error. It is calculated as

DVerr kð Þ ¼ hc kð Þ � hc k � 1ð Þ � ha kð Þ þ ha k � 1ð Þ½ �BLCA
2

þ ha kð Þ � ha k � 1ð Þ � hf kð Þ þ hf k � 1ð Þ� �BLAF
2

ð18Þ

where ΔVerr(k) is the approximated error on the water volume change within a
period of ΔTm. The standard deviation is approximated as

rDV ¼ DVerr

DV
: ð19Þ

Finally, using (4)–(9) the unknown discharge and its standard deviation can be
computed.

Fig. 10 The calculated volume change in the CFR is gray is the calculated volume, in dark gray is
the calculated error
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5 Results

A volume model was used to approximate the unknown discharges to the CFR.
According to the management company these unknown discharge sources are of
anthropogenic origin, it is not possible to predict them, or model them any way for
the future, because their source and nature is unknown. Therefore, it should be
emphasized again that the unknown discharges can be approximated only for the
past. Nevertheless, these approximations can be helpful to locate their origin, study
their evolution, and see their contribution to the final state. The results of the
approximation of unknown discharges are shown in Figs. 11, 12, 13 and 14.

Figure 11 shows the unknown discharges for February: each point corresponds
to a 12 h period, one for the daytime and one for the nighttime within each day.
A peak during the first days can be observed. In the second half of the month a
fluctuation can be seen between daytime and nighttime values. Note also the
changes in the range of uncertainty. In order to have a better comparison between
day and night the two values are plotted separately in Fig. 12. It can be seen that in

Fig. 12 In black is the
discharge during day, in gray
is the discharge during night

Fig. 11 In black is the
modeled unknown input, in
gray the uncertainty
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general the mean value is greater during night, however, very often the uncertainty
ranges overlap. In these places we cannot say if the discharge is greater during night
or not. It is also seen that in some cases the uncertainty is smaller in the night
values. The reason is that during the night the locks do not operate, so they do not
contribute to the error. The range depends on the operation of the gates of Cuinchy
and Aire and the volume measurement. In Figs. 13 and 14 a summer month, July is
plotted. Similar conclusions can be drawn, the quantity of the unknown discharge
does not differ considerably between summer and winter. In summer time there is a
bigger separation between day and night, the unknown inputs are smaller in night.

The effect of rain and evaporation is taken into account indirectly with the water
level measurements. The input values are anthropogenic, that is, the lock operations
and gate movements are adjusted and to these adjustments the effect of the rain was
also taken into account. The unknown inputs satisfy the zero mean normal distri-
bution test. It can be said that on average these unknown inputs balance, and in a
yearly scale calculation they might be negligible.

There is a small difference between day and night behavior. The mean of all the
unknown input is –0.08 m3/s, the mean of only the night data is 0.95 m3/s, and

Fig. 13 In black is the
modeled unknown input, in
gray is the uncertainty

Fig. 14 Inblack is the
discharge during day, in gray
is the discharge during night
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during the day it is –1.17 m3/s. It is also possible that some anthropogenic activities
released water during night and took water during the day. However, these values
are only the mean values. Figure 15 shows the evolution of the uncertainty in time,
separated for night and day. It can be seen that in the second time of the year the
night discharge has less uncertainty. In general, the values range between 1 m3/s
and 2 m3/s. The average day and night uncertainty is 1.3 m3/s and 1.0 m3/s
respectively. When this uncertainty is concerned, the average unknown inputs are
within the uncertainty bar around zero. Therefore, this procedure cannot confirm the
strong effect of these unknown inputs.

There is a slight seasonal difference between the calculated input discharges. The
mean unknown discharge is –0.5 m3/s in summer and 1.2 m3/s during winter.
However, the mean uncertainty is 1 m3/s in summer and 1.2 m3/s in winter. While
the mean shows clear increase in winter time, it is still in the uncertainty bound,
therefore, this increase cannot be firmly confirmed.

It should also be mentioned that all the results given by the model are based on
using all the measurements and trusting them within the uncertainty bound. In other
words, if there is a bigger error than the uncertainty in any of the measurements, the
model assigns this to the unknown inputs.

6 Conclusions

A navigation reach was modeled based on the mass balance using water level
measurement data. The goal of the modeling work was to approximate the unknown
inputs to the reach in using data measured in 2009. The unknown inputs were
approximated with a range of uncertainty. They show some slight fluctuation
between day and night (less during day) and also a greater seasonal fluctuation:
there are more unknown inputs during winter. These fluctuations are within the
limits of the uncertainty bounds. Within the uncertainty limits, the presence of
considerable unknown inflows cannot be confirmed.

Fig. 15 In black is the
discharge during day, in gray
is the discharge during night
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It is also possible to use the model for prediction. In this case either constant or
zero unknown inputs are assumed. Then the effect of, for example, change in the
number of lock operations to the water level can be modeled.

The perspective of this model can be to study the evolution of the unknown
inputs during the past years. From this evolution it might help to identify the main
anthropogenic sources. Also, the correlation with the rain can be verified. The past
evolution can be used to advise the management company about the nature of these
unknown inflows.
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Real-Time Reservoir Operation for Flood
Management Considering Ensemble
Streamflow Prediction and Its Uncertainty

Daisuke Nohara, Yuya Nishioka, Tomoharu Hori and Yoshinobu Sato

1 Introduction

It is concerned that water resources management will become more challenging in
the future as a result of climate change which may bring increased contrast of
precipitation between dry and wet seasons as global temperatures increase [1].
Thus, efficient operation of existing water infrastructures is considered important
for effective water resources management. A multi-purpose reservoir, which con-
trols river water for both water use and flood control, can play a significant role to
establish effective management of water resources.

In order to make reservoir operation more efficient, forecast information on
hydrological condition in the target river basin plays an important role. Better
foreseeing the future situation of the target river basin with consideration of forecast
information may provide a better decision making for water release strategy from
the target reservoir. Such hydrological forecasts, however, essentially contain
uncertainty as it is technically difficult to perfectly predict future situations.
Consideration of uncertainty in forecasts is therefore important for decision making
in reservoir operations using hydrological forecasts.

On the other hand, various operational ensemble hydro-meteorological predic-
tions have been provided by meteorological or hydrological authorities in many
regions. The ensemble prediction technique, which conducts multiple numerical
forecasts with different initial conditions, is expected to enable to estimate not only
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future conditions but also uncertainty contained in the prediction by seeing variance
in the situations, respectively, predicted by the numerical forecasts. Such infor-
mation on uncertainty of prediction can be important for more robust decision
making in the real-time reservoir operation.

From the viewpoint that considering ensemble hydrological prediction may
improve real-time reservoir operation, various studies have been conducted in
recent years. Faber and Stedinger (2001) proposed an optimization method of an
existing reservoir system for drought management considering operational
ensemble streamflow prediction [2]. They combined three dynamic programming
(DP) models for optimization with weekly updated forecast information derived
from ensemble streamflow prediction (ESP) of the United States National Weather
Service. Kim et al. [3] developed an optimization model for operational policies of
Korean multi-reservoir system by using DP models with monthly updated ESP, and
confirmed that reservoir operations optimized by stochastic dynamic programming
(SDP) models with ESP showed better performance than those without ESP [3].
Nohara et al. [4] investigated optimizing process of reservoir operation by DP
models including SDP and sampling stochastic dynamic programming (SSDP)
models with operational one-month ensemble forecast of precipitation provided by
Japan Meteorological Agency (JMA) for more effective drought management by a
reservoir [4]. On the other hand, Alemu et al. [5] developed a decision support
system for reservoir operation for power generation considering ESPs to help
reservoir managers with planning operation strategy by showing expected condition
of streamflow and the target reservoir [5].

These studies mainly focus on long-term reservoir operation for water utiliza-
tion, as the ensemble predicting technique has been mainly introduced into oper-
ational forecasts on long-term hydro-meteorological conditions which is difficult to
be estimated deterministically. It is, however, considered that real-time reservoir
operation for flood management can also be enhanced by considering ensemble
hydrological predictions especially with medium temporal ranges, from several
days to a week. Although some studies such as Masuda and Oishi [6] have intro-
duced ensemble hydrological predictions into real-time reservoir operation for flood
management, number of such studies has been small, compared with those con-
sidering drought management by reservoirs.

In this study, a real-time operation method of a single multi-purpose reservoir for
flood management considering medium-term ensemble hydrological prediction is
discussed. Preliminary release operation, which releases storage water from a res-
ervoir in advance of arrival of flood waters so as to prepare empty storage volume
much enough to control the flood, is considered. Ensemble streamflow prediction is
calculated from One-week Ensemble Forecast of precipitation provided by JMA by
using Hydrological River Basin Environment Assessment Model (Hydro-BEAM).
Ensemble estimation of expected states of the target reservoir is then conducted by
simulating reservoir operation according to its operation rules considering each
member of the ensemble streamflow prediction, in order to consider possible sit-
uations and uncertainty derived from the prediction. A method to provide infor-
mation on possible situations and their uncertainty to support preliminary release
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operation of a single multi-purpose reservoir considering the ensemble streamflow
prediction is investigated through a case study with a Japanese existing reservoir.

2 Outline

2.1 Operational Ensemble Forecast of Precipitation
in Japan

Ensemble prediction technique is introduced into medium-term and long-term
operational ensemble meteorological forecasts in Japan. They include one-week
forecast, one-month forecast, and seasonal forecasts such as three-month and
six-month forecasts. Because this study focuses on reservoir’s flood management
for which hydrological prediction for the coming several days is generally impor-
tant in Japan, One-week Ensemble Forecast of precipitation provided by One-week
Ensemble Prediction System (EPSW) of JMA is considered in this study.

Specs of One-week Ensemble Forecast employed in this study are summarized
as shown in Table 1. The forecast provides predicted precipitations accumulated for
every six hours for the coming 192 h (eight days), as grid point values (GPVs) by
1.25 with 51 ensemble members.

2.2 Preliminary Release Operation of Reservoirs in Japan

Securing more empty storage capacity enlarges the ability of a reservoir to control
flood waters. Many reservoirs in Japan therefore have restriction of storing water to
decrease their water level during the flood season so that they can control flood
waters in the river by storing water with the secured empty capacity in case of a
flood event. However, keeping low water level may cause adverse impacts for water
utilization such as water supply or power generation, especially when demands for
such utilization of water are large in the flood season. In order to meet the needs for
both flood management and water utilization, preliminary release operation has

Table 1 Specs of One-week Ensemble Forecast of JMA considered in this study

Spatial
range

Spatial
resolution

Temporal
range

Temporal
resolution

Update
frequency

Number of
members

22.5°N–
71.25°N
90°E–180°E
(Japan
Area)

1.25° grid 192 h 6 h 1 day 51

As of February in 2013, the temporal range has been extended to 264 h since March in 2013.
Update frequency and number of members have also been changed since February 2014
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been introduced into multi-purpose reservoirs in the regions where both the floods
and water scarcity are issues in Japan.

In the preliminary release operation, the reservoir keeps high water level for
water utilization under non-flood situation. When a flood is expected in the river
basin where the reservoir is located, water level is decreased by releasing water
from the reservoir in advance of the arrival of flood so as to secure empty storage
enough to control the flood water. Water level is then recovered by storing the flood
water at the end of the flood event. By this operation, reservoir storage can always
be maintained as much as possible for water utilization without interfering flood
control by the reservoir in case of floods.

Because reservoir managers need to estimate future hydrological condition in the
target river basin in order to conduct preliminary release effectively, real-time
hydrological predictions play a significant role in the operation. Hydrological
predictions for the coming several hours to several days are important for the
estimation of timing and scale of a flood event, as rain waters received by the basin
generally runoffs within several hours due to steep river conditions and a flood
event lasts for several days. It is also important to take prediction’s uncertainty into
account when they make a decision for the operation, as wrong estimation of the
future condition can lead to inappropriate operation that may push the reservoir into
a dangerous situation. Thus, it is considered that one-week ensemble hydrological
prediction, from which uncertainty contained in the prediction can be estimated, can
enhance preliminary release operation of reservoirs.

2.3 Framework of Preliminary Release Operation
Considering Ensemble Streamflow Prediction

The framework of the proposed method of reservoir’s preliminary release operation
for flood management considering JMA’s One-week Ensemble Forecast is sum-
marized as follows. Firstly, ensemble prediction of basin precipitation for the
coming eight days is estimated from GPVs of One-week Ensemble Forecast of
precipitation provided by JMA. Ensemble prediction of streamflow of the target
river basin for the coming eight days is then calculated from the ensemble pre-
diction of basin precipitation by use of Hydro-BEAM. Expected states of the res-
ervoir for the coming eight days on the occurrence of each member of the ensemble
streamflow prediction are subsequently estimated, and decision of preliminary
release operation is made considering the estimated states of the reservoir. The flow
described above is shown in Fig. 1.
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3 Methodology

3.1 Calculation of Ensemble Basin Precipitation Prediction

Ensemble hourly streamflow prediction for the coming eight days is calculated from
JMA’s One-week Ensemble Forecast of precipitation. Firstly, hourly precipitations
for the coming eight days are calculated from GPVs of six-hourly precipitations
forecasted by JMA’s One-week Ensemble Forecast. Forecasted GPVs of precipi-
tations at grid points around the target river basin are considered here, and hourly
precipitation sequence for the coming eight days at each considered grid point is
respectively calculated from the six-hourly precipitation sequence forecasted by
JMA’s One-week Ensemble Forecast for that grid point. This calculation is
respectively conducted for each member of JMA’s One-week Ensemble Forecast,
and 51 hourly precipitation predictions are respectively calculated for each con-
sidered grid point. Prediction of hourly basin precipitations for the coming eight
days is then calculated from the hourly precipitation prediction sequence estimated
for the considered grid points of JMA’s One-week Ensemble Forecast Model.
A multi-variable regression model is developed to estimate statistical relationships
between forecasted GPVs of hourly precipitation at the considered grid points and
hourly basin precipitation by use of historical data of observation and the forecast.
Prediction of hourly basin precipitation for the coming eight days is calculated from
the forecasted GPVs by using the estimated regression equation. The regression
equation is described as the following equation:

pðt;m; lÞ ¼ a0 þ
XI

i¼1
aixiðt;m; lÞ; ð1Þ

where p(t, m, l) denotes hourly basin precipitation of member m predicted at period
(h) t for l hours ahead, a0 is intercept, ai denotes regression coefficient for
explaining variable i, I is total number of considered grid points, and xi(t, m, l) is the
forecasted GPV of hourly precipitation predicted by member m at period t for

Fig. 1 Flow of the
preliminary release operation
of a reservoir considered in
this study
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l hours ahead at grid point i as explaining variable i. The estimation is respectively
conducted from each ensemble member of forecasted GPVs to generate ensemble
prediction of basin precipitation with 51 members.

3.2 Calculation of Ensemble Streamflow Prediction

Hourly ensemble streamflow prediction is subsequently calculated for the coming
eight days from the prediction of hourly basin precipitation estimated through the
previous process. The Hydro-BEAM, which is a cell concentrated type distributed
rainfall-runoff model developed by Kojiri et al. [7], is used to calculate streamflow
prediction from the predicted basin precipitations. Hydro-BEAM divides each
square-shaped grid cell into a pair of rectangular hill slopes and one river channel.
The soil condition of each grid cell is represented as multi-layers, including the
upper soil (layer A), where runoff flow is assumed to be surface flow, and the two
lower soil layers (layers B and C) where a multi-layer linear storage function model
is assumed to calculate base flows. Surface flow and sub surface flow are calculated
by a kinematic wave model. The spatial resolution (grid size) is 1 km, and deeper
infiltration as well as long-term ground water storage is not considered in this study.
Five land uses (namely, field, forest, urban area, paddy field, and water body) are
considered for land surface and the upper layer (layer A) of a non-river grid cell,
and different parameters for soil and flow are respectively employed based on the
land use. On the other hand, river streamflow is calculated by a kinematic wave
model for a river grid cell. Flow directions are estimated by considering digital
elevation data within a grid cell as well as between adjacent grid cells.

The basic equations of Hydro-BEAM are summarized as below. (For further
details, see Kojiri [8] or Sato et al. [9].) Runoff processes on land surface and in
layer A of a grid cell which is not river channel are calculated by a kinematic wave
model. Runoff water amount is calculated assuming that surface flow follows
Manning’s equation, and that sub-surface flow follows Darcy’s law. Both the runoff
water amounts are calculated by the following equations:

@h
@t

þ @q
@x

¼ f c; ð2Þ

q ¼ aðh� dÞm þ ah
ah

� �
; when

h� d
h\d

� �
; ð3Þ

d ¼ Dk; a ¼
ffiffiffiffiffiffiffiffiffi
sin h

p

n
; a ¼ k sin h

k
; m ¼ 5

3
; ð4Þ

where h is the water level (depth) (m), q denotes the discharge per unit depth
(m3s−1), f is the direct runoff rate, γ represents effective rainfall intensity (ms−1), d is
the saturated storage level (m), D denotes the depth of the layer A, sin θ is the slope
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gradient (radian), n denotes the Manning’s roughness coefficient (m−1/3s), a is a
constant for Darcy’s flow, k is the saturated hydraulic conductivity and λ denotes
the effective porosity, respectively. The values for direct runoff rate f and
Manning’s roughness coefficient n are respectively decided for each land use pat-
tern of the surface.

On the other hand, water flows in the layers B and C are calculated by use of a
storage function model described as the following equations:

@SB
@t

¼ IB � OB; OB ¼ ðkBH þ kBV ÞSB; ð5Þ

IB ¼ ð1� f Þc; ð6Þ
@SC
@t

¼ IC � OC; OC ¼ kCHSC; ð7Þ

IC ¼ kBHSB; ð8Þ

where SB and SC are, respectively, storage depths (m) in the layer B and the layer C,
IB and IC are, respectively, runoff inputs (m3s−1) to the layer B and the layer C, OB

and OC are, respectively, runoff outputs (m3s−1) to the river channel in the grid cell
from the layer B and the layer C, kBH and kBV are, respectively, the horizontal and
vertical runoff coefficients (s−1) of the layer B, and kCH is the horizontal runoff
coefficient (s−1) in the layer C. Vertical infiltration from the layer C is not con-
sidered in this study with the assumption that layer C has the impermeable bed.

In regard to a grid cell of a river grid cell, water flow is calculated by a kinematic
wave model for open channel. Assuming that cross-sectional shape of a river is
triangle, runoff process in a river grid cell is represented by the following equations:

@E
@t

þ @Q
@x

¼ qin; ð9Þ

Q ¼ aMA
4
3; ð10Þ

aM ¼
ffiffiffiffi
Ir

p
n

s

�
2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ s2

p� �2
� �1=3

; ð11Þ

s ¼ B
H
; ð12Þ

where E denotes the section area of water flow (m2), Q denotes the flow discharge
(m3s−1), qin is the lateral inflow discharge per unit length (m3s−1), αM is the constant
of Manning’s equation, Ir represents the channel slope, n denotes the Manning’s
friction coefficient of equivalent roughness (m−1/3s), τ is the river bank slope, B is
the channel width (m) and H is the water depth (m) at maximal flood level which is
assumed to be design flood level.
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Streamflow prediction is calculated by use of Hydro-BEAM from each member
of ensemble precipitation prediction estimated in the previous process. Ensemble
streamflow prediction can be obtained by aggregating the streamflow predictions
calculated from every ensemble precipitation prediction.

3.3 Estimation of Reservoir States for Decision Making
of Preliminary Release Operation

The target reservoir’s future states are then estimated from the ensemble streamflow
prediction calculated in the previous process. Reservoir’s storages and water
releases at every time step (h) for the coming eight days are estimated from each
member of ensemble streamflow prediction through a simulation of reservoir
operation based on the actual operation rules of the target reservoir for flood control
including preliminary release. Ensemble estimation of reservoir states is obtained
by considering all the reservoir operation trajectories estimated for every member of
ensemble streamflow prediction. Decision making of preliminary release operation
is conducted considering the ensemble estimation of reservoir states and the tra-
jectory of each member in the estimation.

4 Case Study

4.1 Study Area

Proposed method was applied to Nagayasuguchi Reservoir in the Naka River basin
in Japan. Nagayasuguchi Reservoir is a multi-purpose reservoir which is operated
by Japan Ministry of Land, Infrastructure, Transport and Tourism for flood control,
power generation and water supply. Operational characteristics of Nagayasuguchi
Reservoir are summarized as shown in Table 2. Nagayasuguchi Reservoir does not
have restriction for its storage water level for preparation of flood control during the
wet season, which is often seen in the other reservoirs in Japan. Instead, preliminary
release operation is employed to secure empty storage volume in advance of the
arrival of flood waters as a preparatory operation for flood control. The preliminary
release operation of Nagayasuguchi Reservoir consists of two steps: the storage
volume is decreased to the height of 222.7 m above the sea level (38,100,000 m3 in
storage volume) by releasing water of 5,397,000 m3 as the first step of the pre-
liminary release operation if rainfall is predicted after inflow to the reservoir
exceeds 70 m3/s; and the storage volume is decreased to the height of 219.7 m
above the sea level (32,537,000 m3 in storage volume) by releasing water as the
second step of the preliminary release operation if inflow to the reservoir exceeds
500 m3/s. By the two steps of the preliminary release operation, storage water of
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10,960,000 m3 is released in order to secure empty volume as much as the flood
control capacity. On the other hand, water release amount calculated by the fol-
lowing equation is conducted during the flood control operation after inflow
exceeds 2,500 m3/s:

rt ¼ 0:774 it � 2500ð Þ þ 2500; ð13Þ

where rt and it are, respectively, water release (m3s−1) and inflow (m3s−1) at time
step t.

4.2 Development of Models for Prediction of Basin
Precipitation and Inflow

Linear regression models to estimate precipitation in the target river basin from
forecasted GPVs of JMA’s One-week Ensemble Forecast were developed by use of
historical data during the wet season (from May to October) since 2006 to 2009.
Seven precipitation gauges in the catchment of Nagayasuguchi Reservoir were
considered as objective variables, and a linear regression model was developed to
estimate precipitations at every precipitation gauge. Ensemble mean predictions of
precipitation forecasted by JMA’s One-week Ensemble Forecast for the six grid
points around the catchment of Nagayasuguchi Reservoir were considered to be
candidates of explaining variables of the regression model. As a result of com-
parison in deterministic coefficient, the forecasted precipitation for the grid point
(33.75°N, 133.75°E) which is nearest to the target catchment was chosen as the
explaining variable of the linear regression model for prediction of precipitation at
every precipitation gauge. The basin precipitation was calculated by simply aver-
aging the predicted precipitations at the seven gauges. On the other hand, as for the
rainfall-runoff process, parameters of Hydro-BEAM were adjusted so as to maxi-
mize reproducibility in streamflows in 12 flood events observed in four years from

Table 2 Operational characteristics of Nagayasuguchi Reservoir

Active storage capacity (m3) 43,497,000

Water use capacity (for power generation and water supply) (m3) 43,497,000

Flood control capacity (m3) 10,960,000

Storage volume to be released by the first stage of preliminary release operation
(m3)

5,397,000

Storage volume to be released by the second stage of preliminary release
operation (m3)

10,960,000

Designed inflow to start flood control operation (m3/s) 2,500

Designed flood inflow (m3/s) 6,400

Designed release discharge for flood control (m3/s) 5,400

Maximal release discharge in case of non-flood situation (m3/s) 500
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2009 to 2012. Only inflow to Nagayasuguchi Reservoir was predicted in this study,
by assuming that streamflow condition is assessed at the point just downstream the
reservoir to exclude effects of runoffs downstream the reservoir in analyzes of the
results for simplification.

4.3 Results

4.3.1 Ensemble Inflow Prediction

Results of the ensemble inflow prediction calculated by Hydro-BEAM from the
ensemble precipitation prediction are shown in Figs. 2 and 3. The results of
ensemble mean prediction of precipitation in these flood events are also shown in
these figures for reference. It can be seen in Fig. 2 (the forecast on Sep. 13th, 2012)
that precipitation predicted by the ensemble mean prediction was underestimated
through the predicted period. Reflecting the tendency of underestimation in the
precipitation prediction, all members of ensemble inflow prediction also underes-
timated the flood inflow in terms of both the peak flow amount and total inflow
volume. On the other hand, it can be seen in Fig. 3 (the forecast on Sep. 28th, 2012)
that precipitation prediction showed different patterns in time series from observed
precipitation. Precipitation was longer but more moderate in the prediction
(ensemble mean prediction) while shorter and intensive precipitation was observed
actually. However, some members of the ensemble inflow prediction foresaw the
peak of inflow well, and some of them were even greater than actual. It can be
considered important from these results to consider each member of a real-time
ensemble hydrological prediction in order not to overlook a possibility that a flood
event to be controlled by the reservoir would occur.

Fig. 2 The result of ensemble inflow prediction based on JMA’s One-week Ensemble Forecast of
precipitation provided on September 13th, 2012. (Observed peak inflow and total inflow volume
during the period were, respectively, 1870.5 m3/s and 220,953,960 m3.) All the ensemble members
underestimated the peak and total amounts of inflow due to the underestimation in predicted
precipitation
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4.3.2 Estimation of Reservoir States

Considering the calculated ensemble inflow predictions, states of Nagayasuguchi
Reservoir for the coming eight days (192 h) were estimated as ensemble predictions
of reservoir states. The results of the estimated storage volumes using the forecast
provided on September 13th in 2012 are shown in Fig. 4. It can be seen in Fig. 4
that trajectories of reservoir storage in the early part of the forecasted period can be
classified roughly into two groups: one conducted only the first step of the pre-
liminary release operation, and the other group conducted both of the two steps of
the preliminary release operation. This is because the preliminary release operation
at Nagayasuguchi Reservoir consists of binary decisions that is to decide whether

Fig. 3 The result of ensemble inflow prediction based on JMA’s One-week Ensemble Forecast of
precipitation provided on September 28th, 2012. (Observed peak inflow and total inflow volume
during the period were, respectively, 310.8 m3/s and 47,868,120 m3.) Observed inflow fell within
the range predicted by members of the ensemble inflow prediction although longer but less
intensive precipitation was predicted in the ensemble mean precipitation prediction

Fig. 4 The result of ensemble estimation of expected storage volumes for the coming 192 h from
Sep. 13th, 2012, if Nagayasuguchi Reservoir is operated according to its operation rules for flood
control including preliminary release assuming that each ensemble member of the inflow
prediction becomes reality. Preliminary release was conducted to the second step in three ensemble
members (scenarios) while it was conducted only to the first step in 48 members (scenarios).
A variety can be seen in the amount of storage recovery in the latter part of the forecasted period
according to the predicted situation of each member of the ensemble inflow prediction, which
would give information on possible reservoir states and their uncertainty associated with decisions
for preliminary release operation
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preliminary release to be conducted or not at each step. With such operation rules,
expected reservoir states for the ensemble members may aggregate into a limited
number of states even if there is a variety among members in the ensemble inflow
prediction. Moreover, most ensemble members (48 out of 51 members) were
classified into the first group which conducted only the first step of the preliminary
release operation, and only the three member prepared empty volume as much as
designed (10,960,000 m3). As it can be seen in Fig. 2, the peak flow of the flood
event was near 1,961 m3/s) which is greater than the designed flow rate to start
flood control operation (500 m3/s). Thus, the three members which lowered the
water storage to the designed storage volume by conducting the second preliminary
release operation was the correct operation as a result. This indicates that number of
ensemble members which are likely to present the similar trajectory do not always
foresee the true condition, hence ensemble members presenting minority trajecto-
ries also need to be paid attention in order to avoid failing in flood control.

4.3.3 Analysis for Decision Making of Preliminary Release Operation

Effect of preliminary release operation based on a specific member of the ensemble
inflow prediction was analyzed considering four flood events observed in 2012. The
reservoir operation was evaluated from the two points of view here: whether it
conducted preliminary release operation correctly or not, and whether water storage
was recovered to the designated storage (43,497,000 m3) after the flood event
ended. The peak inflow rate and the total inflow volume of a member of an
ensemble inflow prediction were considered for the decision making of preliminary
release operation. Reservoir operation based on members of ensemble inflow pre-
diction at four rank orders (1st greatest, 12th greatest, 39th greatest and 1st
smallest), respectively, from the two point-of-view in the predicted inflow (peak
inflow rate and total inflow volume) are evaluated for comparison. The results can
be summarized as shown in Table 3. It can be seen here that only the reservoir
operation based on the first greatest member in terms of peak inflow rate in the
ensemble inflow prediction conducted preliminary release correctly in all the flood
events considered. Reservoir operation based on the other members failed to con-
duct preliminary release in some flood events. This can be considered because
ensemble inflow prediction derived from JMA’s One-week Ensemble Forecast’s
GPVs had a tendency to underestimate flood scale in terms of both the peak inflow
rate and total inflow volume in this case study and could not foresee the necessity of
preliminary release. On the other hand, reservoir operations based on the first
greatest member in terms of the peak inflow rate and the total inflow volume failed
in a flood event to recover water storage as much as the designated storage volume
after the flood event due to conducting unnecessary preliminary release based on
the overestimated prediction, while the other operations could recover water stor-
age. As long as we give priority to flood management by the reservoir as it is often
seen in Japan, preliminary release operation of the Nagayasuguchi Reservoir should
be conducted considering the first greatest member of ensemble inflow prediction
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from these results if we consider a specific ensemble member, while there would be
a possibility as much as 25 % to fail in recovering water storage after the floods’
end. Although the number of analyzed flood events was small and it should not be
concluded with this case study, this kind of analysis on effect and uncertainty of
ensemble inflow prediction may provide an important idea on effects and risks to
reservoir operation when the ensemble prediction is considered in real-time reser-
voir operation.

5 Conclusions

Reservoir’s real-time preliminary operation method for flood management con-
sidering JMA’s One-week Ensemble Prediction of precipitation was investigated in
this study. Ensemble inflow prediction for the coming eight days was calculated
from the predicted precipitation by JMA’s One-week Ensemble Forecast by use of
Hydro-BEAM. Ensemble estimation of expected states of the target reservoir for
the coming eight days was conducted by simulating reservoir operation according
to its operation rules considering each member of the ensemble inflow prediction, in
order to consider possible situations and uncertainty derived from the prediction.
Through the case study on Nagayasuguchi Reservoir, it was demonstrated that
expected reservoir states may be aggregated into a small pattern when decision for

Table 3 Analysis of the effect of preliminary release operation based on a member of ensemble
inflow prediction for four flood events observed in 2012

Order in
terms of

Order of an
ensemble
member
considered out
of 51 members

Number of events in
which the preliminary
release conducted (rate to
the number of events
(%))

Number of events in
which water storage
recovered to the designed
storage after flood event
(rate to the number of
events (%))

Peak
inflow rate

1st greatest 4 (100) 3 (75)

12th greatest
(25 % upper)

2 (50) 4 (100)

39th greatest
(75 % upper)

2 (50) 4 (100)

51st greatest
(1st smallest)

2 (50) 4 (100)

Total
inflow volume

1st greatest 2 (50) 3 (75)

12th greatest
(25 % upper)

2 (50) 4 (100)

39th greatest
(75 % upper)

2 (50) 4 (100)

51st greatest
(1st smallest)

2 (50) 4 (100)
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reservoir operation consists of a combination of binary decisions, even if a large
variety is seen in the ensemble inflow prediction. It was also presented that analysis
on the expected future states of the target reservoir based on each member of the
ensemble inflow prediction could effectively show potential effects and risks in
preliminary release and water recovery after flood events. Such information can be
considered useful for decision making in preliminary release operation for more
robust operation of reservoirs. However, the number of flood events and reservoirs
was small in this study. Further investigations with a larger set of dataset and flood
events are therefore considered necessary to develop a more effective way of
decision making for preliminary release operation, considering operational
ensemble hydrological predictions. A more flexible method of decision making for
preliminary release operation could also be sought by considering relationships
between storage capacity and total inflow volume derived from ensemble hydro-
logical predictions while existing fixed decision making criteria were considered in
this case study.
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Building of a Simulator to Study
Low-Head Hydropower Plants
Performance

Olivier Bertrand, Fabrice Loiseau, Emmanuelle Lopez,
Claude Rebattet, Pierre Roumieu and Bertram Velichorpillai

1 Introduction

Low-head hydropower schemes are those that operate on rivers with a high dis-
charge and head of less than 20 m. Because they operate on a run-of-river basis, the
turbines (which are generally of the bulb type) are vulnerable to flow disturbances,
especially upstream. Any loss of uniformity caused by disturbance at the intake is
immediately felt at the turbine and results in production losses that can quickly
become significant.

The goal of the project known as PENELOP2 (Performance ENergétiques,
Economiques, et environnementaLes des Ouvrages de Production hydroélectrique
de basse-chute—Energy, economic and environmental performance of low-head
hydro production structures) is to understand and study the influence of different
factors contributing to the flow disturbance through low-head plant. PENELOP2 is
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a collaborative research project involving major players in the area of hydraulics in
France (Compagnie Nationale du Rhône (CNR), Alstom Hydro France, Artelia Eau
and Environnement, In Vivo Environnement, Actoll, JKL Consultants and
Grenoble INP (CREMHYG laboratory)). PENELOP2 is approved by the Tenerrdis
competitiveness cluster, with funding granted in the framework of the 9th Fonds
Unique Interministériel (FUI) programme.

2 The Pilot Site: Vaugris Hydropower Plant

The pilot site of the project is the Vaugris hydropower plant, owned by CNR and
located on the Rhône river about fifty kilometers downstream of Lyon. It is
equipped with four ALSTOM bulb turbines of 6.25 m runner diameter each
delivering 18 MW under 6.70 m head. The maximum discharge of each unit is
about 350 m3/s. Unit 4 of the Vaugris site was chosen because the pier situated
between the plant and the dam generates transversal asymmetries in the flows,
upstream of this unit. This “upstream influence,” which can generate performance
losses, is an integral part of the parameters to be studied in the context of the
PENELOP2 project [3].

The dam is equipped with six spillway gates. The maximum discharge of each
gate is about 1 250 m3/s (Q1000 = 7 500 m3/s).

3 Different Studies

In order to study the entire hydraulic path and go back to the energy production of
the plant, different studies have been conducted during the project. These studies
were based on measurements on the Vaugris site, physical models at different
scales, and numerical models.

3.1 Measurement on the Site

Three absolute methods were used to do the on-site measurements: Current Meter
(CM), Acoustic Scintillation Flow Meter (ASFM), and Acoustic Doppler Current
Profiler (ADCP). In addition, the Winter-Kennedy relative method was used to
verify the stability of the discharge during the comparative tests and also to com-
pare the relative discharge value with the absolute ones.

The measurement required the fabrication of two steel frames. The first one
(18 m high and 12 m wide), supporting the ASFM sensors (thirty acoustic paths)
and the ADCP sensors (fourteen sensors), was fitted into the stop-log slot. The
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second one, supporting the CM propellers (twenty-two propellers), was inserted
vertically into the first one.

Each method was applied without knowledge of the results obtained from the
other methods (blind test). Comparisons made on eight selected tests show that the
flow rate measurements were much closed (less than 3 % between ADCP, ASFM,
and CM methods). This on-site measurement gives a lot of data used, concerning
the axial velocity distribution upstream from the turbine. These data were used to
validate/calibrate the other tools (numerical and physical models).

3.2 The Physical Models

As measurements are realized on the operational plant, we have used physical
models to investigate and analyze the impacts of some new configurations or
modifications of the Vaugris run-of-river development.

3.2.1 The Physical Model of the Vaugris Hydropower Plant

A physical model (scale 1/30th) reproducing the Vaugris scheme was achieved by
CNR. This model reproduces 500 m section of the entire width of the Rhône River
including the hydropower plant and the dam.

The reproduction of the open-channel flows is guaranteed by observing the
Froude similarity. These dimensions allow the distribution of velocities upstream of
the work and the current patterns downstream to be well modeled. In order to test
the influence of the operation of the dam on the velocity fields upstream of the units
and more particularly of G4, all six gates are considered.

For the plant, all the four units are modeled. This allows the influence of the
operating configuration of units on the current pattern upstream and downstream to
be studied.

The turbine in unit 4 is faithfully represented: the body of the bulb, the guide
vanes, and the runner with moving blades is modeled. The unit’s rotational speed is
provided by an electric motor coupled to a velocity controller. In order to reproduce
the influence of the rotation of the unit’s runner on the flows, the specific velocity
similarity is conserved.

For the other units, the representation is simplified: the bulb is not represented in
the hydraulic channel. A system of adjustable-opening racks is put in place to
reproduce the head loss linked to the unit. An UlatraSon flow-meter placed on each
of the draft tubes allows the flows transiting via the units to be measured.

These dimensions allow the distribution of velocities upstream of the works and
the current patterns downstream of the works to be reproduced correctly.

Velocity measurements were carried out by micro current-meter and by PIV
immediately upstream the turbine (Figs. 1 and 2).

Building of a Simulator to Study Low-Head … 351



In order to feed the study’s mathematical model of the turbine performance and
to validate the measurements recorded in situ at the Vaugris site, five vertical and
five horizontal planes were put in place at the entry of the unit (see Fig. 3: vertical
planes).

This physical model is able to study the impact of modification of the Vaugris
run-of-river development on the flow disturbance, but cannot study the performance
of the unit according to a large expected operating range in flow and net head. So,
in order to obtain this performance in a perturbed situation, another physical model
has been built.

G1

G2
G3

Rhône River

Unit G4

6 gates4 units

Lock

~ 300 m

Fig. 2 Plan view of Vaugris hydropower plant

Fig. 1 Cross section of Vaugris hydropower plant

352 O. Bertrand et al.



3.2.2 An Hydraulic Bench

To investigate perturbations caused by asymmetry of inlet flow stream, the
CREMHYG laboratory achieves a tunnel simulating the flow deviation; the main
focus is to reproduce the velocity profiles measured on Vaugris plant. For that
purpose, deviations are produced by three NACA horizontal profiles located
upstream in the bulb of the turbine. Runner effect is not reproduced considering our
approach, with the shape of the turbine but without the vanes and the runner. The
flowrate is 350 l/s, total length of the tunnel is around 7 m, the measured section is
squared with 0.5 m each side. Measurements are plotted in the same section than
the vaugris site measurements (the stop-log grooves). By different inclinations of
the NACA profiles, it may be possible to intensify the vertical gradient. At the end,
these informations may be used to reproduce the deviation during future testings of
the reduced scale turbine at ALSTOM laboratory. The ALSTOM test rig will be
then able to quantify with a high level of accuracy the effect of this disturbance on
the global performance of the bulb turbine.

LDV dualbeam from Dantec measures two components: horizontal Vz along the
axis of turbine bulb and vertical Vy from the bottom to the top of tunnel.

3.3 The Numerical Models

All the physical models are focused on the Vaugris hydropower plant. We have
then investigated the ability of numerical models to reproduce physical results in
order to study in the future, a new plant in another site. For doing that, we have
firstly built numerical models applied on Vaugris to validate the methodology.

Fig. 3 Vertical PIV measurements on bulb unit G4
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3.3.1 The Vaugris Reservoir and Unit G4 Models

To meet the objectives of the project, and study hydraulic losses, a numerical model
of the currents through the Vaugris reservoir was constructed by ARTELIA by
coupling the two softwares Telemac 3D and OpenFOAM [2]. The Telemac 3D
model footprint covers the entire low water bed of the Rhône over a distance of
about 2 km upstream of the dam [1]. The size of the horizontal mesh segments
varies from 1 m, in the immediate vicinity of the water intakes for the four bulb
units, to 50 m upstream of the model. The OpenFOAM model [4] runs from 70 m
upstream of the inlet to unit G4 (on which instrumentation was placed during the
PENELOP2 project), to the outlet from the draft tube downstream of the plant. The
grid consists mainly of cubic meshes, the size of which varies from 10 cm to 1 m
depending on the area modeled. The grid is refined near the walls and in potentially
highly turbulent areas (Fig. 4).

Figure 5 shows comparison between on-site measurements, numerical and
physical models. Shapes of the average profiles are very similar for the higher part
of the inlet; the discrepancy is greater for the lower part close to the wall.

With these two models, we are now able to study future flow disturbances at the
inlet of any unit of a low-head hydropower plant. We are also capable to couple
these models with the ALSTOM one which is focused on the bulb turbine and its
performance.

Fig. 4 Water tunnel experimented in the CREMHYG laboratory to simulate flow disturbance
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3.3.2 The Bulb Unit Model

ALSTOM has studied for many years, with numerical models, the unit performance
under perfect inflow and outflow hydraulic conditions. Before testing the coupling
between this model (built under CFX) with the other ones, and due to schedule
requirements, the model has been used to study the impact of an upstream floor
slope (Fig. 6).

With such simulations, it is thus possible to monitor the evolution of the head
losses along the turbine flow passages and consequently to correct the head losses
due to the bottom slope upstream to the turbine intake (Fig. 7).

Fig. 5 Comparison of axial velocities measured on-site, by PIV on the CNR physical model and
obtained through the model (velocities averaged over the width of the inlet)

Fig. 6 Comparison of axial velocities measured on-site, hydraulic flow through the turbine intake
according to a floor slope (bulbe on the left)—(flat floor on the left and floor slope on the right)
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4 Simulator of the Energy Performance

At the beginning of the project, we have imagined to build a simulator of the energy
performance which will be capable to easily study a project at the feasibility stage.
This simulator is now under construction and integrates a large part of the project
results.

4.1 Conceptual Model

The simulator of energy performance consists of connectable blocs that represent
the different elements from upstream to downstream the low-head hydropower
plant. It is based on all the previous results obtained by measurements or the
different models.

A building environment has been developed for assembling the different blocs in
order to define a specific topology and allocate sets of boundary conditions for
calculations.

Fig. 7 Conceptual scheme of the simulator applied to the Vaugris plant
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The simulation is static. Batch of simulations, i.e. scenario can be launched to
get the results for sets flow rates and boundary conditions representing a whole year
and allows to obtain the corresponding produced energy.

Bloc calculations are based on knowing how and studies realized by the different
stakeholders during the project.

4.2 Upstream and Downstream the Plant

In upstream and downstream of the production site, hydraulic variables (flowrate
and free surface) are solved by gradually varied flow equations. The simulator
considers firstly a single section of the catchment studied (equation of the water line
involving the Strickler coefficient) and after a transverse discretization (equations of
the water line with lateral exchanges). On the immediate approach of the plant, only
numerical and/or physical models can feed the simulator with asymmetries of
vertical or transverse flow. All these calculations allow to know the impact, of the
river geometry or different elements of civil engineering management (dam, sluice
gate, unit entrance, apron …), on the flow that will feed each unit of the power
plant.

4.3 Inside the Plant (the Hill Chart)

With ALSTOM models, it is now possible to monitor the evolution of the head
losses along the turbine flow passages and consequently to correct the head losses
due to any disturbance. Such comparison allows finally to define one head losses
law according to the disturbance scale (in the figure below the bottom slope
upstream the bulb). The next step is to reproduce other representative disturbances
corresponding to hydraulic perturbations we can observe on some power dams.
A part of these disturbances will be replicated by the CREMHYG model providing
complementary setting of the 3 NACA profiles.

All this procedure allows to measure with accuracy the impact and the modifi-
cation of the reference turbine hill chart.

We will then put the modified hill charts in the simulator which can model
performance of a hydropower plant under different hydrological conditions and by
taking interaction between upstream and downstream gross head.
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5 Conclusions

The major aim of the PENELOP project is to understand, qualify, and quantify
inadequate performance of hydropower plants. The partners have devised new
systems for representing in detail what is observed on-site and have studied the
origins and consequences of disturbances in flows. All the studies have defined new
ways of monitoring disturbances and have proposed innovative processes and
technologies for controlling and correcting them.

During this approach, the pilot site of the Vaugris plant is used to validate
physical and numerical models by comparing their results with measurements taken
on-site. Indeed, the study of the entire hydraulic path requires different testing
methods which are necessary to validate and interlock with each other.

We are now developing a simulator to quantify the impact of current patterns on
the performance of the power plant. All the collected data are integrated into this
performance software. The advantage to the simulator is that it makes it possible to
study new layout configurations easily (Fig. 8).

This tool is still under development, even though many blocks are now built and
under test (Fig. 9). The convergence of the simulator remains a key point that will
be certainly improved after the project. First, studies should be now performed and
an application will be presented at the conference.

In the future, the performance simulator will be used to analyze different con-
figurations for schemes that are going to be built or redeveloped in order to optimize
their profitability.

Fig. 8 Head losses law according to the bottom slope upstream the bulb
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Fig. 9 Graphical user interface of the simulator for energy performance calculations
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3D Computational Modeling
of the Galaube Dam Spillway

Adrien Gellibert, Jérémy Savatier, Nicolas Pépin and Olivier Fully

1 Introduction

The Galaube dam is located in the sector of Montagne Noire, France. It is a rockfill
dam of 33 m height. The reservoir volume is 7.7 hm3. The studies and the project
management of the Galaube dam have been done by ISL during the 90s. In 2012
and to complete the dam safety report, a new hydrological study was made by ISL
in order to update the information concerning inflow design flood for the dam [1]. It
appears that the inflow design flood (10,000 year return period) has increased of
about 30 %. In that condition, the evacuation of the design flow by the spillway
must be reconsidered.

The spillway is located on the right bank of the Galaube dam. It includes a 28 m
reinforced concrete weir with a nappe-shaped crest profile and a concrete spillway
channel. Downstream from the spillway channel, there are a bucket and a rockfill
reception area (Fig. 1).

Olivier Fully—Institutions des Eaux de la Montagne Noire (IEMN) is the owner of the dam.

A. Gellibert (&) � J. Savatier � N. Pépin
ISL Ingénierie, Etablissement Sud Ouest, 15 rue du Maréchal Harispe,
64500 St Jean de Luz, France
e-mail: gellibert@isl.fr

J. Savatier
e-mail: savatier@isl.fr

N. Pépin
e-mail: pepin@isl.fr

O. Fully
Institution des Eaux de la Montagne, 102 rue du Lac, Immeuble Les Erables, France
e-mail: o.fully@i-emn.fr

© Springer Science+Business Media Singapore 2016
P. Gourbesville et al. (eds.), Advances in Hydroinformatics,
Springer Water, DOI 10.1007/978-981-287-615-7_25

361



2 Presentation of the Galaube Dam Spillway

The spillway includes the following elements:

• A nappe-shaped free weir, with a developed length of approximately 28 m. This
weir is made of reinforced concrete and leveled at the height of 720.5 m NGF,

• A counter sill downstream from the weir reception area,

Spillway

Fig. 1 The Galaube dam and the spillway

Weir

Spillway channel

Bucket

Rockfill reception area

Countersill

Fig. 2 Drawning of the Galaube dam spillway
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• A concrete spillway channel, of approximatively 100 m, with a slope of about
8 % in the upper part and a slope of about 33 % in the lower part,

• A concrete spillway bucket, leveled at the height of 701.0 m NGF,
• A rock fill reception area, downstream the bucket, which permits to protect the

riverbed.

The following figures present the Galaube dam spillway and all its components
(Figs. 2 and 3).

3 3D Computational Fluid Dynamics (CFD) Model
Construction and Validation, Spillway Rating Curve

3.1 Presentation of the 3D CFD Model

3.1.1 Geometry

The three-dimensional free surface hydraulic model is performed with
ANSYS CFX software. The model area is located between:

• An upstream boundary located approximately 25 m upstream from the dam,
• A downstream boundary located downstream from the rock fill reception area.

Bucket Bucket and rockfill reception area

Weir Spillway channel

Fig. 3 Pictures of the spillway
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Geometry is built according to the drawings of the reservoir, dam, and spillway.
The figures below present the localization and the geometry of the 3D CFD model
(Fig. 4).

3.1.2 Mesh

A tetrahedral mesh is made and setup of about 1.1 million cells. Recommendations
in 3D hydraulics modeling require a fine mesh over the spillway weir, with cell size
of about 6–7 % of the water height in order to get satisfactory accuracy without
excessive duration of computation [2]. Considering the reservoir level at the max-
imum (721.76 m NGF), the water height on the spillway weir is 1.26 m, and the
chosen cell size must be about 8 cm on the spillway weir. However, considering the
new inflow design flood for the dam, the new maximum reservoir level is about
722.39 m NGF. Thus, the water height on the spillway weir is 1.89 m, and the chosen
cell size must be about 11–13 cm on the spillway weir.

The chosen dimensions of the cells range from 10 to 12 cm at the weir vicinity to
2–3 m for the largest cells in the reservoir. On the spillway and the training wall, the
cell sizes are between 50 and 75 cm. The mesh size of 8 cm on the spillway weir is
not conserved because it increases the computation time of about 40 %. So, in that
case, we just take into consideration the relation above for the reservoir maximum
water level. Nevertheless, a sensitivity test on the mesh size is made in order to
check if this mesh is enough to give a good representation of the flow into the
spillway (Fig. 5).

Fig. 4 Localisation and geometry of the 3D CFD model
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3.1.3 Roughness

The roughness coefficients are introduced on the different faces according to the
materials. The 3D CFD model is cut into three sections. In these different sections,
the chosen roughnesses are (Figs. 6 and 7):

• For concrete sections (upper part of the spillway channel, training wall …):
5 mm,

Fig. 5 Tetrahedral mesh

Fig. 6 Localisation of the
different concrete roughness
coefficients for the spillway—
green: concrete section, red:
concrete with materials
abraded section
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• For concrete sections where the materials are abraded (weir and lower part of the
spillway channel are concerned and presented on the following pictures):
10 mm,

• For natural ground: 50 cm.

3.1.4 Turbulence Model

The turbulence model chosen for these simulations is the model κ − ε. It is the best
turbulence model which allowed convergence of results with acceptable compu-
tation time, with the standard parameters of computation.

Weir – concrete is abraded

Lower part of the spillway – concrete is abraded and steel is visible

Fig. 7 Pictures of concrete in the weir and the lower part of the spillway
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3.2 Results of the Model and Sensitivity Tests

3.2.1 Main Results

First of all, the model is run for two reservoir levels which are close to the maxi-
mum reservoir level of water. The aim of these simulations is to check if the flow
into the spillway in the 3D CFD model is close to the flow determined in the study
of the dam, namely, 80 m3/s at the height of 721.76 m NGF [3]. The results of the
3D CFD model are:

• For a reservoir level of 721.72 m NGF, the flow into the spillway is 82.2 m3/s,
• For a reservoir level of 721.80 m NGF, the flow into the spillway is 89.8 m3/s.

A 7.5 % difference appears between the CFD model and the flow rate obtained
during the dam studies. In the CFD model, the flow rate is higher. Nevertheless, the
water level in the spillway was determined with a 1D hydraulics model in the 90s.
This approach is different and may explain the gap between the results.

The figures bellow present the results of the 3D CFD model: water level and
flow velocity (Figs. 8 and 9).

The following figure represents the water level into the spillway for the 3D CFD
model. The water level in the spillway channel is close to the water level estimated
in the studies of the dam in 1996. Nonetheless, this is just a comparison of the water
level and not a setting of the 3D CFD model. Indeed, a setting is only possible on a
real measure of the water level, which is not the case here. This comparison
highlights the fact that the 3D CFD model is consistent and, even if the rating curve
seems to be more important than the initial rating curve, the model allows a good
representation of the phenomenon on the spillway. The precision is satisfactory
according to the uncertainty on the hydraulics models (Fig. 10).

Fig. 8 Free surface and elevation of water
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Fig. 9 Water velocity

Fig. 10 Water level in the spillway—reservoir water level: 721.72 m NGF, flow rate: 82.2 m3/s
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3.2.2 Sensitivity Tests

Sensitivity tests are lead on the roughness coefficients and the mesh size of the
model.

Roughness coefficients
For the simulations, two roughness coefficients were used for the concrete,
according to the quality of the concrete. New simulations are made with different
roughness coefficients for the concrete surfaces:

• A roughness of 5 mm in every concrete surface,
• A roughness of 10 mm in every concrete surface.

The results are given in the Table 1.
The difference between flow rates into the spillway is very small. Indeed, there is

only a 0.2 % difference between the three situations. The influence of the roughness
coefficient is considered insignificant.

Mesh size
The initial mesh size is modified to examine the influence of the mesh onto the 3D
CFD model. Mesh size is reduced to 20 % on the entire domain. Both models run
for the new design flow condition, with a reservoir level of 722.39 m NGF. The
following table shows the flow rate into the spillway for the two configurations
(Table 2).

For a same reservoir level, the difference between the flow rates into the spillway
is small (less than 1 %). Moreover, it is important to point out the fact that:

• The flow rate estimated with the initial mesh size is less than the flow rate
calculated with the smaller mesh size. Therefore, the initial mesh seems to give a
smaller rating curve for the spillway,

• The computation times are doubled for the mesh size 20 % smaller. The new
computation time is about 28 h, when it was 12 h for the initial mesh size (on a
standard desk computer).

Similar studies have been made by EDF [2], which came to the same conclusion:
in a certain state, reducing mesh size do not lead to an important advantage in terms

Table 1 Flow rate into the spillway for the same water level and different roughness coefficients

Initial simulation: roughness coefficients
of 5 and 10 mm (according to the section
of the spillway)

Roughness coefficient
of 5 mm on every
section

Roughness coefficient
of 10 mm on every
section

64.4 m3/s 64.5 m3/s 64.3 m3/s

Table 2 Flow rate into the
spillway for the two meshes
configurations

Initial mesh size Initial mesh size reduced of 20 %

121.4 m3/s 122.3 m3/s
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of precision, but increase considerably the computation time. For instance, two
meshes were compared: the first one presents a mesh size near 6 % of the height of
water on the spillway weir; the second one, proposes a mesh size of about 4 % of
the height of water. The results show that reducing the mesh size leads to an
increase of the model precision of about 0.4 %, but the computation time increase
twofold.

Finally, reducing the size of the mesh does not have an important influence on
the results of the 3D CFD model, but has an influence on the computation time. The
water level difference into the spillway is about ±5 cm between both mesh sizes.
The main modifications appear on the counter sill and on the downstream part of
the spillway channel.

3.3 Rating Curve of the Galaube Dam Spillway

3.3.1 Rating Curve

The 3D CFD model is used for different reservoir levels, which permits to draw the
rating curve of the Galaube dam spillway. The figure bellow presents the rating
curve (Fig. 11).

The rating curve obtained by the CFD model is different than the rating curve
presented into the dam information file. For small flow rates (less than 60 m3/s), the

Fig. 11 Rating curve of the Galaube dam spillway
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gap between the two curves is near 15 %. For flow rates included between 60 and
90 m3/s, the gap is reduced to 8–9 %.

For important flow rates (more than 90 m3/s), a reduction of the rating curve
obtained by the 3D CFD model appears. This phenomenon is due to the drowning
of the weir.

3.3.2 The Drowning of the Spillway Weir

In order to verify the consistency of the 3D CFD model, the drowning of the
spillway weir is studied. In the book “Design of Small Dams” [4] the reduction of a
weir discharge coefficient according to the downstream level of water is presented.
Thus, the water level upstream and downstream of the weir, obtained thanks to the
3D CFD model, and the information extracted from “Design of Small Dams”
allows to estimate the reduction of the weir discharge coefficient.

The following figure presents the discharge coefficient obtained with the 3D
CFD model and the application of the Design of Small Dams relation (Fig. 12).

In both cases, for a flow rate higher than 90 m3/s over the weir, there is a
reduction of the discharge coefficient due to the drowning of the weir. Nevertheless,
a difference between the two curves appears. The relation taken from the Design of
Small Dams is made for a weir placed perpendicularly in a straight channel, which
is not the case for the Galaube dam spillway weir. That difference may explain the
gap between the two curves. Indeed, according to the Galaube spillway geometry

Fig. 12 Evolution of the weir discharge coefficient
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(converging area downstream the weir), the reduction of the flow rate must be more
important for this spillway.

The following figures present the water level on the spillway weir for different
situations: before and after the drowning of the weir, and during the transition. The
drowning of the weir can be seen on the third figure (Fig. 13).

4 Consequences of Flood on the Reservoir and Dam Safety
Works

4.1 Reservoir Water Level

The Galaube dam spillway rating curve permits to determine, for different floods
entering the reservoir, the level of water in the reservoir and the flow rate evacuated

Reservoir level: 721.7 m NGF – Flow rate: 82 m3/s Reservoir level: 721.7 m NGF – Flow rate: 82 m3/s

Reservoir level: 721.8 m NGF – Flow rate: 90 m3/s Reservoir level: 721.8 m NGF – Flow rate: 90 m3/s

Reservoir level: 722.0 m NGF – Flow rate: 102 m3/s Reservoir level: 722.0 m NGF – Flow rate: 102 m3/s

Fig. 13 Drowning of the weir
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by the spillway. That was possible, thanks to a hydrological model representing the
reservoir, the spillway rating curve and the flood entering the reservoir. These
results are presented in the following table. According to the CFBR (Comité
Français des Barrages et Réservoirs) [5], the flood design for a rockfill dam is the
10,000 year return period flood (Table 3).

The new reservoir’s maximum level is 722.39 m NGF, which correlates with an
increase of 63 cm of the current reservoir’s maximum level. The dam freeboard is
86 cm.

4.2 Safety Works

The increase of the reservoir water level and of the flow rate evacuated by the
spillway leads to define works to insure the security of the dam.

First of all, it is necessary to check the dam freeboard (vertical distance between
maximum reservoir level and elevation of dam crest) and the wave wall stability. It
appears that, currently, the Galaube dam can manage the wave action, even for the
new reservoir’s maximum level of water. Moreover, the wave wall is stable.

Second, the freeboard of the spillway channel training walls has to be recon-
sidered. Indeed, the new flow rate for the design flood has increased about 50 %
compared to the initial flow rate. Currently, the freeboard is not satisfactory to
safely insure the evacuation of the design flood, according to the recommendation
given by the Design of Small Dams. Moreover, an overflowing over the training
wall could be possible for the security flood. In that case, it is necessary to increase
the training wall height so as to respect both criteria: on the one hand, the minimum
freeboard presented in the Design of Small Dams for the design flood and on the
other hand, the safe evacuations of the security flood without overflowing.

Table 3 Evacuation of flood (without the outlet conduit)

1,000 year
period of
return
flood

5,000 year
period of
return
flood

10,000 year
period of
return flood
(design flood)

100,000 year period of
return flood (security
flood) (1.3 × 10,000 year
flow rate)

Flow rate
entering the
reservoir
(m3/s)

107 153 178 231

Flow rate
evacuated by
the spillway
(m3/s)

87.7 112.4 122.7 150.6

Reservoir
level of
water (m
NGF)

721.78 722.18 722.39 723.02
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The following figure presents the new minimum freeboard on the training wall
of the Galaube dam spillway. The height is increased to 90 cm (Fig. 14).

Finally, for the new design flood, the gate chamber could be filled of water and
thus unattainable. Moreover, the elevation of the access shaft to the intake tower has
to be increased in order to avoid overflows from the reservoir to the gate chamber.

5 Conclusion

A 3D CFD model has been developed in order to estimate:

• The Galaube dam spillway rating curve, and thus, determine the maximum
reservoir level for new hydrological conditions (10,000 year return period
condition),

• The flow characteristics into the spillway.

This model was validated on two points:

• The results of the 3D model were compared to the results of the initial studies,
• The model sensitivity has been tested on the following parameters: roughness

coefficients and thinner model mesh size.

Three simulations for a same level storage were made with different roughness
coefficients for concrete surfaces. The gap in terms of flow in the spillway is
insignificant (of about 0.2 %). As far as the mesh is concerned, in the initial
computational model, the mesh size in the area of the weir has been defined with the
following relation: one mesh size represents 6–7 % of the water level on the weir.
The new mesh size was reduced by 20 % and the gap between the flows on the
spillway for a same level storage is less than 1 %.

The spillway rating curve was calculated with the 3D computational model and
compared to the rating curve, which was determined during the studies of the
Galaube dam. For small flow values, the difference between the two rating curves
was not important (about 10 % in certain range of flow). But for important flow
values on the spillway (more than 90 m3/s), the rating curve calculated with the 3D
computational model was reduced. This phenomenon appeared as a result of the
drowning of the weir and thus reduces the capacity of the spillway for a certain
level of storage. The limit-flow rate was estimated at 90 m3/s. Beyond this value,
the weir discharge coefficient decreases because of the drowning.

This new rating curve was introduced in a hydrological model of the Galaube
dam reservoir, which allowed obtaining the reservoir water level and the flow rate
evacuated for different flood conditions entering the reservoir. This hydrological
model gives the new reservoir maximum level for the design flood.

Finally, all these results permit to define safety works to insure the safety of the
dam. Additional studies, focusing on the dam and the spillway, were lead. For
the dam, the freeboard and the wave wall stability were checked. It appears that the
current wave wall can manage the new reservoir’s maximum level. As far as the
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spillway is concerned, the current freeboard is not sufficient for the design flood.
The heights of the training walls have to be increased (of about 90 cm at most).
Moreover, the elevation of the access shaft to the intake tower has to be increased in
order to avoid overflows from the reservoir to the gate chamber. We can observe
that technique with this level of accuracy is used today by ISL to make the initial
design of a dam spillway. It permits to verify the behavior of water into the
spillway, and thus to control if everything is good or if a modification of the
spillway geometry has to be done.
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3-D Numerical Simulation of a Real Dam
Reservoir: Thermal Stratified Flow

Fatih Üneş, Mustafa Demirci and Hakan Varçin

1 Introduction

Inflow river water may have different temperatures, concentration of dissolved or
suspended substances from the ambient water in a dam reservoir. Therefore, density
of inflow river water is generally different from the ambient freshwater in the
reservoir. The differences may lead to baroclinic forces affecting the flow structure.
If river flow enters an ambient dam reservoir waters, then three basic types of
currents may occur. These are called the overflow, interflow, and plunging flow. If
density of incoming flow is smaller than the ambient water body in the reservoir,
this type of flow will move along the free surface and is called overflow. If reservoir
ambient water is stratified due to temperature or other effects, incoming flow will go
forward an intermediate layer that density of this layer is equal to inflow density.
This flow is named interflow. If a river water flowing density is denser due to lower
temperature, dissolved solids, or suspended sediments than quiescent water density,
then this type of flow will plunge below the ambient water, and the flow will move
along the reservoir bottom. This flow is called as underflow, density negatively
buoyant flow, stratified or plunging flow.

Real reservoirs do not have typical geometry. The geometry of the dam reservoir
inlet plays an important role in process of plunge, divergence flow, and underflow.
But in generally, it has a narrow valley, and river inflow may have little divergence
and more slope effect, or it has a wide valley, of course, river inflow may affect
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divergence. Such features may lead to incomplete lateral mixing of the inflow.
Therefore, the geometry of dam reservoir at the point of discharge entrance also
plays an important role in the formation of the plunge and the subsequent evolution
of the underflow. Contaminants are often transported and diffused as density
divergence flows into dam reservoir. Therefore, the analysis of such currents is very
important in order to predict the distribution of contaminants. The analysis of this
flow is of importance from the point of view of reservoir sedimentation studies,
water quality modeling and management, effluent mixing analyses and dam res-
ervoir flow characteristic parameters, such as circulation flows in ambient waters,
and habitat in dam reservoirs. It is also essential to study inflows transport sus-
pended solids, variation of temperature and velocity of stratified reservoirs, and the
formation of separated flows, such as wall-jet and free-jet flows.

River flows entering into the dam reservoir can have different temperatures due
to variation in temperatures over the year and therefore, density differences exist.
These variations may lead to lateral mixing of the inflow and uncertain currents in
dam reservoir. Moreover, real dam reservoirs can have very variable cross-section
geometry, shape, and volume. Therefore, the geometry of reservoir and seasonal
temperatures variation can play an important role in the formation of flow into the
reservoir such as buoyancy flow, density flow, and divergence flows.

Many researchers have treated the stratified reservoir, density plunging, and
divergence flow released on a sloping bottom in laboratory conditions [1–6].
Although most of the data available are from flume tests in laboratory, laboratory
experimental works are not sufficient to understand the longitudinal developments
of the hydraulic characteristics of density flows over a long distance. However,
mathematical model studies can give more information about density flow char-
acteristics over the entire dam reservoir. Therefore, a few authors have also con-
sidered the problem by solving it using mathematical models and numerical
solution to investigate the plunging and underflow [1, 3, 7–10]. Farrell and Stefan
[3] studied negatively buoyancy flow in diverging channel with experimental and
mathematical model. Singh and Shah [1] made an experimental study and mathe-
matical model for plunging flow in a dam reservoir. As a result of the researches,
different plunging flow model criteria are suggested. Unes [9, 10], one of the
researchers, investigated density flow in dam reservoirs using a three-dimensional
mathematical model including Coriolis effect. These solutions provided useful
results for further realistic reservoir model studies.

In the present paper, a simulation model of a real reservoir of medium size is
investigated using a previously developed numerical model for the dynamics of a
dam reservoir in three dimensions (3-D) by Üneş [9–12]. Since these types of
studies require accurate descriptions of the dynamics of inflow rivers and dam
properties, the dominant physical processes, initial and boundary conditions in the
long run variation, such as seasonal temperatures, inlet discharge, and reservoir
level are incorporated in the simulation model. The main aim of this research is to
create a dam reservoir model as accurate as possible to define realistic dam reservoir
flow parameters. In this way, the effect of the wall divergence angle in reservoir
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inlet, channel bottom slope variation of flow types and parameters through the dam
reservoir can be investigated.

2 The Mathematical Model Description

In this paper, 3-D mathematical model is used to better understand the real dam
reservoir flow. The present model equations are solved using FLUENT software
program based on the initial and boundary conditions of the field measurement
reservoir flow parameters. Model equations are solved using control-volume-based
technique. If dam reservoir with large volume and long dimensions is considered as
a whole, the Coriolis force effect should be added in the model. The length and
width on the surface of Egrekkaya dam reservoir are, respectively, 2360 and
7800 m in the month of August. In this respect, if real reservoir conditions want to
be obtained, the dam reservoir is investigated using the mathematical model
including Coriolis force. But the software does not incorporate Coriolis effect.
Therefore, a user defined function is written in C language to take into account this
effect in the software program.

The model results are calibrated field measurement data. In the model simula-
tions, it is assumed that density flows occur only due to differences in temperatures
of ambient water and inflow water. These flow types are modeled for different
seasonal conditions. The model can simulate the entire very long-dimension res-
ervoir, and additionally, plunging region and other parts of dam reservoir need not
be separated from entire reservoir flow. Stratified flows such as plunging, overflow,
and seasonal variation are examined using temperature variation through three
dimensions in a real dam reservoir. The flow parameters are evaluated from tem-
perature contour and desired velocity vector profiles in reservoir.

Since density flows in dam reservoir have circulation flow properties, eddy
viscosities are used to describe vertical transport due to velocity at the interface on
stratified flow in the mathematical model. To calculate eddy viscosities, k-ε tur-
bulence model approach is used [2, 3, 9, 10]. This method is very useful for
complex reservoirs that have inner circulation and temperature stratified flows.
Since the density difference occurs due to varying water temperatures, the present
mathematical model includes an energy equation for the heat transport in the
reservoir.

Three-dimensional mathematical model is applied to the actual size of the
Egrekkaya dam and reservoir. Model Simulations and results were compared with
previously measured dam reservoir flow for August. There is a good agreement
between the previously measured and field measurements data sets.
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2.1 The Mathematical Model

The reservoir shape (Fig. 1) is located in 3-D, x, y, and z, Cartesian coordinates.
A dam reservoir is a complicated phenomenon and hard to solve. Therefore, some
simplification process has to be made before presenting the governing equations.
One of them, the free surface phenomenon such as wind or wave effect is not
considered in reservoir surface, and the free surface of the reservoir is modeled as
rigid lid in the present model simulation. Furthermore, suspended or dissolved
substances effects are neglected on density differences. Another simplification is
that the temperature difference is taken to be the source of the stratified and
buoyancy flow. Inflow river properties, such as temperature variations and turbidity
currents, exhibit different models of density currents. It is a fact that turbidity
current occurring due to sediment laden reduces dam storage capacity. Since, at
present, a new master project includes consecutive dam construction and one dam
outflow creates inflow in another dam, the most effective parameter is taken as
temperature change of density reservoir flow. Therefore, extra temperature gradi-
ents are consisted in the reservoirs. The important issue in these types of projects is
to construct an accurately thermal stratification flow.

Small temperature differences are enough to produce density flow in the reser-
voir. Therefore, the density term in the momentum equation can be linearized using
the following approximation [2, 3]:

q ¼ Dqþ q0 ¼ bq0 T0 � T½ �; ð1Þ

where ρ is the water density, ρ0 is reference density taken in the present case as
reservoir water density, T is the water temperature, and β is the coefficient of
thermal expansion and is calculated as β = −(Δρ/ρ0)(1/ΔT), where ΔT is the tem-
perature difference between ambient and inflow river waters, ρ0 and T0 refer to the

Fig. 1 Egrekkaya reservoir (Google Earth) and measuring stations
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reservoir conditions. Equation (1) will be substituted into the momentum equation.
If density variation is not large, “(Δρ/ρ0)” is the neglected part of multiplier in
temporal and convective terms in the momentum equations, this process is called as
“Boussinesq approximation”. Reduced pressure, P0 ¼ P� q0gy, approach is also
considered as another simplification in this work. This relationship is meaningful
only when the rigid lid assumption is used. The occurred deflection along dam
reservoir flow due to Coriolis effects is considered in mathematical model for the
northern hemisphere. The amount of deflection of flow particles is directly related to
both its speed and latitude. So, Coriolis effect is only applied in the x and y com-
ponents of the momentum equations and energy equation.

If all the previous processes are applied, the mathematical model consists of the
following equations: the continuity equation, momentum equations, energy equa-
tion, and the turbulence model equations. When momentum equations are exam-
ined, it can be seen that reduced pressure and buoyancy terms, βρ0[T0 – T] is
directly related to the gravitation effect.

Continuity equation

@q
@t

þ @ðquÞ
@x

þ @ðqvÞ
@y

þ @ðqwÞ
@z

¼ 0 ð2Þ

Momentum equations

For the x axis,
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þ u
@u
@x

þ v
@u
@y
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þ meff
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þ @2u
@y2

þ @2u
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for the y axis,

@v
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þ u
@v
@x

þ v
@v
@y

þ w
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þ f u ¼ � 1
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@P
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þ @2v
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� �
þ @2u

@y@x
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þ @2w
@y@z

� �� �
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and for the z axis,

@w
@t

þ u
@w
@x

þ v
@w
@y

þ w
@w
@z

¼ � 1
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@P
@y
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� �
þ @2u
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þ @2v
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Energy equation

Temperature field is defined by solving the following Energy equation
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@z2

� �
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where u, v and w are the mean velocities in the x, y, and z directions, respectively, ρ

is the water density, P ¼ P0 þ qk 2=3ð Þ, P0 is the mean pressure adjusted to absorb
the hydrostatic portion of the gravity terms, k is turbulent kinetic energy and T is the
mean temperature, νeff is effective kinematics viscosity, νeff = ν + νt, where ν is the
kinematics viscosity and νt is the kinematics eddy (turbulence) viscosity; and
αeff = (ν /Pr) + (νt/σt) is effective thermal diffusivity coefficient; where Pr and σt are
the Prandtl and turbulent Prandtl numbers, respectively.

k-ε turbulence model equations

The k-ε turbulence model is used for the turbulence closure. The method is useful
for complex reservoirs that have inner circulation and temperature stratified flows.
Since k-ε turbulence model for density and stratified flow was used many times in
previous studies and successful results were monitored, the k-ε turbulence model
closure is used in the current study. The effect of turbulence is simulated using the
modified standard k-ε turbulence model including the suitable buoyancy terms.
Therefore, Standard k-ε model is a semiempirical model of Launder and Spalding
[13] based on model transport equations for turbulent kinetic energy (k) and its
dissipation rate (ε). k-ε transport model equations have been implemented by Rodi
[14]. For a three-dimensional unsteady flow at the sloping bottom reservoir, the
eddy viscosity νt is computed from the following equation:

mt ¼ Cl
k2

e
; ð9Þ

where k is the turbulent kinetic energy and ε is the turbulent energy dissipation rate
per unit mass. k and ε are obtained from the solution of the following equations in
three-dimensional flow.

Equation of k

@k
@t

þ �uj
@k
@xj

¼ @

@xj
mþ mt
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� �
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� �
þ Prodþ G� e ð10Þ

and equation of ε,
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re

� �
@e
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� �
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e
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e2

k
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e
k
G; ð11Þ

where Prod is the production of turbulent kinetic energy from the mean flow and is
given as
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Prod ¼ mt
@�ui
@xj

þ @�uj
@xi

� �
@�ui
@xj

ð12Þ

In these equations, G is the production or destruction of turbulent kinetic energy
by buoyancy forces and is given as

G ¼ gib
mt
rt

@�T
@xi

; ð13Þ

where β is thermal expansion coefficient. In addition, the values of the coefficientsCμ,
C1ε,C2ε,C3, σk, σ3, and σt appearing in the k-ε turbulencemodel equations used herein
were given the standard values recommended by Launder and Spalding [15]. For the
standard k-ε model, these constants are taken as Cμ = 0.09, C1ε = 1.44, C2ε = 1.92,
σk = 1.00, σε = 1.3, and σt = 0.9. C3 is not part of the standard k-ε model but enters
through the buoyancy terms and the constantC3 is not a stable value. In FLUENT,C3

is not specified, but is instead calculated according to C3 = tanh|w/u|, where w is the
component of the flow velocity parallel to the gravitational vector and u is the com-
ponent of the flow velocity perpendicular to the gravitational vector. Further details
and solution procedure can be found in the FLUENT user’s guide [16].

2.2 Boundary and Initial Conditions

Since flows of reservoir are unsteady and turbulence flow, boundary conditions in
flow field must be specified individually on the reservoir inlet and outlet planes, at
the walls, and at the free surface. Moreover, initial fields for each variable must also
be specified. So for each variable, boundary and initial conditions must be chosen
individually.

Velocity is given a symmetry condition at the free surface. At the reservoir
bottom and dam face, velocities are determined using the standard wall function
that is based on the proposal of Launder and Spalding [15]. This function assumes a
log-law velocity profile near the wall and is provided in FLUENT as follows:

up
u�

¼ 1
K
ln E

u�yp
v

� �
� DB; ð14Þ

where up is the mean flow velocity at point p; u* is the friction velocity; K is the von
Karman constant; E is the empirical constant having a value of 9.81; yp is the
distance from point p to the wall; and ΔB is the roughness function that depends, in
general, on the wall roughness height, Ks. At the inflow boundary, the horizontal
velocity component in the x direction, u, is given uniform velocity distribution. The
vertical velocity component in the y direction, v, is set to zero. At the outflow point
of the reservoir, the horizontal velocity component is allocated a value in order to
exactly balance inflow and the vertical velocity component is taken as zero. The
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initial velocity field into the reservoir consists of a forward horizontal velocity, u,
and zero vertical velocity, v, at all points except close to the dam.

The bottom and the free surface of the reservoir’s temperatures are taken as
adiabatic. The initial temperature field consists of a constant temperature throughout
the reservoir. The dam face temperature is taken equal to the initial temperature of
the reservoir water. The inflow river water temperature is set at a constant value
with no variation over river depth. Reservoir temperature conditions will be
changed later during the simulation run time. Therefore, initial temperature values
are not of importance.

The k and ε are given a symmetry condition at the free surface, the same as the
velocity condition in the turbulence model. So a zero gradient condition for k is
valid at the reservoir bottom and on the dam face. k and ε in the inflow river, and
near the wall grid points are given a linear profile related to the river shear velocity,
u* is proposed by Launder and Spalding [13, 15]. At the outflow point, k and ε
conditions are the same as the velocity conditions. That is, the zero gradient con-
dition is imposed at the outflow point for k and ε.

2.3 Application Details

The governing equations are solved using the computational fluid dynamics solver
FLUENT. In the study, the program solves the governing integral equations for the
conservation of mass and momentum, energy, and turbulence equations using
pressure-based solver numerical method. In this approach, the pressure field is
extracted by solving a pressure or pressure correction equation which is obtained
from continuity and momentum equations. In the solution control-volume-based
technique is used. This technique contains the following steps; first, division of the
domain into discrete control volumes using a computational grid, second, inte-
gration of the governing equations on the individual control volumes to construct
algebraic equations for the discrete dependent variables such as velocities, pressure,
temperature, and turbulence parameters, finally, linearization of the discretized
equations and solution of the resultant linear equation system to yield updated
values of the dependent variables.

When the velocity fields into the dam reservoir have complex currents such as
density flow or circulation flow, two types of problems arise because the density
reservoir flows are nonlinear and velocity–pressure field interdependent. These
problems are solved using the SIMPLE procedure approach. This procedure is the
iteration method and is based on the predictor–corrector approach. FLUENT pro-
vides the option to choose SIMPLE pressure–velocity coupling algorithms. Since
the density flow is unsteady and the run time is too large due to reservoir dimen-
sion, the fully implicit scheme is used for converting the discrete equations in the
present model to give a stable and realistic solution at the large time steps.
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3 Field of Study

Field data gathered from the Egrekkaya dam reservoir is used to obtain flows that
may occur through a real dam reservoir. Egrekkaya Dam in Ankara region (capital
of Turkey) was selected for this study. This dam which is 70 km away from Ankara
was constructed for the purpose of drinking water supply for Ankara. Egrekkaya
dam is an earth-fill dam; crest length is 340 m, height from the river bed is 67 m,
drainage basin area is about 780 km2, and maximum volume of reservoir is almost
1130 hm3. Generally, the highest inflow to Eğrekkaya dam reservoir was observed
in March and April. Moreover, the most water consumption in reservoir occurred in
April and August. In addition to, the most evaporation was observed in July and
August. It was defined 4.447 hm3 in reservoir volume during the year 1999 (DSI,
2001).

The data for Egrekkaya dam (used in this study) were obtained from Turkish
General Directorate of State Hydraulic Works (DSI). The observed (monitored)
data comprises the time period between February 1999 and October 2000 on a
monthly average basis [17, 18]. Three measurement stations are established by DSI
for water quality modeling through the dam reservoir. Egrekkaya reservoir map has
an intricate configuration due to narrow and variable cross-section (Fig. 1). The
centerline length and width of the largest place of dam reservoir in August are 7.8
and 2.36 km, respectively. The Sey and Çeterek River flow into the reservoir. Three
measuring stations on the dam reservoir are located in reservoir centerline
approximately 1.9, 5.3, and 6.3 km, respectively, from reservoir inlet. Location of
measuring station in Fig. 1 was determined according to DSI field measuring
stations presented in the same figure.

Inflow discharges from two inlet and monthly mean temperature variation data
measured at inlet gauging station are presented in Table 1. In the table, Ts °C), the
water temperature of entering Sey River; Tc °C), the water temperature of entering
Çeterek River; To °C), reservoir ambient water temperature; Qs ve Qc (m3/s),
monthly mean inflow discharges of Sey and Çeterek River. Temperature variations
for months measured at three gauging stations are given in Fig. 2. The measurement
comparison data for temperature variation in reservoir were the major components
of density difference between the inflow and dam reservoir during August.

The measurement records data for temperature variations throughout both res-
ervoir and the depth of the reservoir were obtained from DSI; meanwhile, mea-
surements were provided for three gauge stations along the reservoir for a time
period covering one year. Temperature variations within August and also at the end
of summer season are shown in Fig. 2.

Table 1 Two river inflow data entering Egrekkaya dam reservoir [11, 18]

Sey river Çeterek river

Ts (°C) To (°C) Qs (m
3/s) Tc (°C) To (°C) Qc (m

3/s)

August 10.3 24.2 2.0 6.1 24.2 0.2
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The reservoir flows are stratified during the warm season due to temperature
variations as seen in Fig. 2. These stratified flows occur as densities or plunging
flow during spring and summer due to temperature variation between inflow and
ambient water. Figure 2 shows that water temperatures in Egrekkaya reservoir were
in the range of 4.99–24.18 °C in August. Table 1 shows that the Sey and Çeterek
River flows entering the reservoir are averaged at 2.0 and 0.2 m3/s discharge,
respectively, with a temperature of 24.2 °C in August.

Flow parameters (temperature, velocity, pressure, etc.) are defined at every point
of the reservoir in the simulation model. For representing spring and summer
seasons, temperature stratified flow and plunging (density, negatively) flow are
clearly obtained from the model in August. The field measurements were compared
with the model results at gauging stations in the Egrekkaya reservoir. The model
showed a good agreement with the field values for these stations. Then, the strat-
ified flow, density, speed, and temperature variation in the reservoir body can be
obtained for whole dam reservoir. The results obtained simulations that provide
confirmation of the model’s ability for real dam reservoir flow.

4 Application of the Model

Before preparing the mathematical model in FLUENT of Egrekkaya dam, a
drawing software program, GAMBIT, is used to draw the experimental reservoir
configuration. After the reservoir shape is sketched with the drawing software by
taking a cross-section of each 50–100 m along the reservoir (67 m in depth, 2360 m
in width, 7800 m in length for warm season), as given in Fig. 3. The proposed

Fig. 2 Observed temperature variations in August for Egrekkaya dam at three gauging stations.
a Sampling station 1; b sampling station 2; c sampling station 3 [18]
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mathematical model is implemented into FLUENT with the appropriate boundary
and initial conditions.

Numerical diffusion is one of the serious problems in computational fluid
dynamics. Generally, numerical diffusion arises because of the inability of a dis-
crete grid in space and time to perfectly simulate continuous process [2]. In the
literature, there are many kinds of numerical diffusion, but in this study, especially
skewness error which is part of numerical diffusion is taken into account. If flows
such as recirculation flow, plunging flow, and underflow in a dam reservoir take
place at an angle to the numerical scheme grid lines, it is well known that the
occurrence of skewness error is inevitable.

Skewness and other problems are solved getting smaller mesh dimension grid
line. Since the real shape of reservoir is considered in the model, the skewness error
is increased due to the intricate shape of the reservoir. These errors are defined and
are corrected by increasing the numbers of mesh with GAMBIT. However, when
the mesh gets smaller, the numbers of mesh are increased. Obviously, this requires
more computer capacity and time. Furthermore, the computational domains for all
cases are approximately divided into 1070,000–1010,000 tetrahedral mesh volumes
to obtain acceptable skewness coefficients. This represents approximately 2500,000
nodes. In the model cases, the convergence criterion of flow parameters is taken as
0.001 for all runs. High capacity parallel computer system, which has 16 processes
were used in typical model runs where each process has 1 GB ram and high data
store capacity. Since Egrekkaya dam reservoir has big dimension and volume,
iteration and solution time of simulation model took about two months for each
model run. The calculation and iterations were run until insignificant changes are
observed in the flow field. The time included the development of underflow through
the dam reservoir and until it reached the steady state in the flow characteristic. In
order to have the desired converged solution, a time step size of 50–100 s and
maximum iteration per time step of 10 were chosen after the preliminary trials.

Fig. 3 Cross-section points at each 50–100 m layout and dam face section in August
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4.1 Model Results

Seasonal simulations yielded realistic flows measured in fields in all models.
Ambient reservoir water and inflow river water temperature vary during the year.
This change creates different types of density flow in the reservoir. Since incoming
flow temperature is generally smaller than the ambient water body in the reservoir
during the hot season, incoming flow as underflow moves along the bottom of the
dam ambient water (density negatively flow or plunging flow). However, unlike the
summer season, incoming river flow temperature is generally equal to or sometimes
greater than the ambient water body in the reservoir during the winter. Therefore,
incoming river flow as overflow will move along the free surface.

In this study, reservoir flows are modeled for August representing summer
seasons. Presented mathematical model is applied to Egrekkaya dam reservoir. The
data for Egrekkaya dam were obtained from measurements at three gauging sta-
tions. Table 1 and Fig. 2 show the independent variables governing the density flow
for the two season models in dam reservoir and temperature variations throughout
both reservoir and the depth of the reservoir.

In the model simulations, the reservoir is first filled with warm water in accor-
dance with the measured reservoir surface water temperature and air temperature,
and then the cold water in accordance with the measured inflow rivers water tem-
peratures and discharges are released at the upstream end of the inflow rivers channel
at a specified rate. The current proceeds forward until it reaches the downstream
boundary. The present model is the first step in the real dam reservoir simulation
model. The entire reservoir flow can be simulated with the presented model
approach. Therefore, plunging region need not be separated from entire reservoir
flow as in the previous study. Moreover, flow current parameters of all the points in
the reservoir such as temperature, velocity, density, turbulence kinetic energy, etc.,
can be defined in the real dam reservoir using the present simulation models.

Model results for August

In order to examine the real dimension reservoir flow, the mathematical model
governing equations are solved and analyzed for August with the computational
fluid dynamics solver, FLUENT. The model results were also examined and
compared with the observed field data. The measurements for August showed that
inflow water temperatures for Sey and Çeterek Rivers, Ts and Tc

oC, are defined at
10.3 and 6.1 oC), respectively. In addition to river inflow temperature, the ambient
water temperature is measured as 23.4 oC. Therefore, the density stratified flows are
formed due to the difference in warmth between stable water and inflow river water.
The run simulations in August show that, initially the inflow cold river water
advanced into the dam reservoir, and pushed forward under the ambient warm
water. Then the warm water is displaced forward and the flows are in the down-
stream direction at all points. The warm water is initially displaced forward. When
the denser cold water pushed slightly forward under the warm water, a recirculation
region appeared on both the section and the ambient water surface. Then, plunging
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flow starts and consequently the river inflow cold water flows downstream under
the ambient warm water as underflow current. Together with these formations, since
inflow river water plunges, ambient water is entrained in the downstream direction
and underflow water is diluted due to entrainment from the circulating warm water.

Temperature variations along the reservoir depth obtained from these simula-
tions and the measurements of DSI [18] are compared and the percentages of errors
are shown in Fig. 4 and Table 2. The percentage of errors at the first, second and
third gauging stations are determined as 3.1, 5.7, and 4.3 %, respectively. It can be
seen from the data and results in Table 2 and Fig. 4 that the mathematical model and
simulation results are found to be of the same magnitude as the field measurements
in the respective stations. These results indicate that the mathematical model can be
effectively used for reservoir flow estimation.

Isodilution contours, lines of constant temperature, are found in August.
Temperature variations of the model are consistent with the reservoir measure-
ments. These cases are investigated at three field station cross-sections where
observations are made, namely 1.9, 5.3, and 6.3 km, respectively, along the
reservoir.

The contours at the surface and the longitudinal sections (1.2, 1.4, 1.6, 1.8, and
2.0 km respectively) are also investigated and evaluated. Figures 5 and 6 show
contours of temperature fields of real dam reservoir for three measuring station
cross-sections and different longitudinal sections in 3-D. Thermocline variations in
the reservoir are defined through the dam face, cross and longitudinal sections.
Figure 5 represents the 3-D plot of the thermocline variation obtained from the
model for Station 1 and six sections along the Egrekkaya dam reservoir.

Fig. 4 Comparison of observed and present numerical model temperatures in August. a 1st
station, b 2nd station, c 3rd station
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Fig. 5 Cross-sectional view of thermocline variations at different water depths at station 1 and
various cross-sections along the Egrekkaya reservoir, and longitudinal section variations of
thermocline at 1600, 1800, and 2000 m in August

Fig. 6 Cross-sectional view of thermocline variations at different water depths at stations 2, 3, and
on the dam face, and longitudinal cross-sections at 1200, 1400, and 1600 m in August
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Figure 6 shows the results of the thermocline variation obtained from the model
for Stations 2 and 3, and also along the reservoir. Moreover, temperature variation
along the reservoir is stratified, and the development of underflow can be clearly
seen for August in Fig. 6.

Figure 7 shows the plot of the thermocline contour sections, and variations on
the side surface along the reservoir in August. As seen in these figures, temperature
variations change as the depths increase. Since Egrekkaya reservoir has an intricate
configuration, the water temperature of the reservoir increases along the reservoir
shoreline and in secluded places due to shallow water at littoral zone. As expected,
the water temperatures in shallow water along the shoreline are much higher than
deep-water parts of the reservoir as seen in Fig. 7. The determination of the tem-
perature variations in a dam reservoir is of importance, particularly in terms of
environmental pollution and water quality modeling.

It can be seen from the figures that since inflow Çeterek River temperature is
smaller than ambient water, plunging and stratification are observed in the reservoir
after the junction of Çeterek River. Even if the temperature difference between the
inflow and ambient reservoir water is approximately 1 °C, nevertheless, stratified
flow and temperature variations are clearly seen. Flow in borders of river is shal-
lower and slower than the flow in these areas is a variety. Also, affecting the surface
temperature conditions in the border regions reveals that this difference is more
pronounced.

Fig. 7 Temperature variation of side surfaces of the reservoir and cross-sections in August (dam
model perspective view from downstream)
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5 Conclusion

In this study, the inflow behavior of a real dam reservoir is determined for August.
The simulation analysis offers a useful insight into the development, variation of
ambient reservoir flow, and the impacts of the temperature variations on the res-
ervoir flow. If cross-sections of the river valley under the reservoir, the mean
temperature of the ambient reservoir water, the discharge and the temperature of
incoming river flow are known, then the dam reservoir flows occurring during the
year and other important reservoir parameters can be estimated from the mathe-
matical model simulation results.

Flows consisting of the real dam reservoir are greatly affected by the reservoir
cross-sections and shapes, seasonal changes, and variations in the river inflow
conditions. Overflow, plunging, and density flow and recirculation zone develop-
ment into the reservoir can be well defined in the temperature, velocity, pressure,
and turbulence fields in the model simulation results.

The model results are compared with the field measurements. The agreement
between the model results and the observed field data is found to be promising. The
developed mathematical model can also successfully simulate the turbulent density
flow under realistic reservoir conditions.

Clear and freshwater sources are dwindling and becoming contaminated
throughout the world due to growing population and environmental problems. In
this sense, the present model and results can also be utilized for the water quality
modeling, pollution problems of reservoir water, and management in real dam
reservoirs.
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Comparison and Validation of Two
Parallelization Approaches
of FullSWOF_2D Software on a Real Case

Olivier Delestre, Morgan Abily, Florian Cordier,
Philippe Gourbesville and Hélène Coullon

1 Introduction

Bi-dimensional (2D) hydraulic modeling is widely used in model flows in various
contexts, such as: rainfall overland flow [1–4], rivers [5], flooding [6], and dam
breaks [7, 8], sea dynamics [9]. 2D simulations are more and more used with (i) fine
meshes in case of high-resolution data [10, 11], (ii) big domains of simulation such
as big watersheds or long rivers [11] and (iii) long or multiple scenarios to study
uncertainties [11]. These modern applications imply high computational costs.

One solution to overcome this problem consists in parallelizing computation
codes. Parallelization is a coding method which allows many calculations to be
carried out simultaneously. This is based on the principle that a large problem can
often be divided into smaller ones and then, can be solved in parallel. Parallel
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architectures have become dominant for all computers since the beginning of the
2000s. In fact, with the processing speed, which is related to the increase in the
frequency of processors, may face some technological limits. The creation of
multi-core processors, processing multiple instructions at the same time within the
same component, solves this dilemma for office machines since the mid 2000s. To
be effective, the methods used for programming the different tasks that constitute a
parallel program, should be made with this aspect in mind. These methods were
initially developed theoretically and on supercomputers, which were at one time the
only computers having many processors. Nowadays, the parallelization is widely
used by software developers because of the pervasiveness of such architectures.
Alternative options used by scientific software developers to speed-up computation
rely on the use of GPU resources [12, 13].

Certain types of calculations are particularly well suited to parallelization, such
as 2D flow modeling and simulation of problems of large dimensions (for which
domain decomposition is possible). Thus more and more commercial softwares,
such as MIKE 21, MIKE 21 FM [14, 15], and TELEMAC 2D [16–19], are
developed with these parallel strategies. This allows modelers to use the resources
of powerful computing structures and thus decreases the cost of computing time.

In this work we are interested in FullSWOF_2D (Full Shallow Water equations
for Overland Flow) [1, 2, 20]. It is an object-oriented code devoted to hydraulic free
surface modeling applications, which requires important computation time. This
software is free and open-source software under the CeCILL-V2 (GPL compatible)
license which allows us to use the software without any limitation. The sources in C
++ are available from the website https://sourcesup.renater.fr/projects/fullswof-2d/
and the structure of the source code is designed to make future evolutions easy for
new developers. This software has been first designed to simulate rainfall overland
flow on agricultural fields [1, 2]. As this software is based on the resolution of the
2D shallow water equations (2D SWE), it is possible to use this software on other
kind of flows (river flows, dam-break, etc.). Also, two parallel versions,
FullSWOF_Paral of FullSWOF_2D have been developed [21]. The first one is
based on a master-slave architecture using MPI library (Message Passing Interface
[22, 23]) and the second one uses the implicit parallel library SkelGIS (Skeletons
for Geographical Information Systems [21, 24, 25]). These parallel versions have
been done in order to run calculations on large domains and on fine meshes as what
has already been done for the downstream part of the Var river [11, 26, 27]. The
non parallel version of FullSWOF_2D has already been validated on analytical
solutions which are integrated in SWASHES library [28, 29] and on real events
simulations [1, 2, 20]. As far as they are concerned, up to now, the parallel versions
have not been validated so extensively. We aim at validating and comparing
the performance of these two versions on real cases such as Malpasset dam break
[7, 8, 17] or the Toce valley flooding [30, 31]. At present time, the validation is not
achieved yet and work is still in progress in that direction. Thus, we have chosen to
present here the protocol we will use to achieve our purpose. This will be illustrated
with Malpasset test case. In the first part, we will present the material and the
method which will allows us to make this validation. We will describe the test
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case and present 2D Shallow Water Equations-based softwares (MIKE21,
MIKE21 FM, and TELEMAC) especially FullSWOF_2D and its parallel versions.
In the second part, we will present the numerical results obtained up to now with the
MPI version. In the final section, discussion and perspectives are then given.

2 Materials and Methods

To achieve our performance comparison between the two parallel versions of
FullSWOF_2D code, a well-documented dam-break case is used (Malpasset dam
break). Several 2D SWE-based models have successfully reproduced arrival time
and flood wave elevation estimation on several control points in the valley. It has to
be reminded that a dam-break event modeling can be done using different strategies,
depending on the purpose of a model. For a long distance dam-break wave prop-
agation study, 1D SWE-based codes are often used [17]. If purposes of a dam-break
model are to focus on local effects and/or short time after dam break then 3D SWE
or Navier-Stokes-based models are used to include the non-negligible vertical
velocity component which is highly present at this scale. 2D SWE-based codes are
used to model dam break when the objective is to assess flood extent and water
elevation of a dam-break wave, not without standing the omission of local vertical
effects and inevitable hypothesis on dam collapsing.

2.1 Malpasset Dam Break

Malpasset dam break is a real life application widely used as a benchmark test for
numerical methods and hydraulics softwares [7, 8, 13, 17, 32–35]. The Malpasset
dam was a 60 m high double curvature arch dam with a variable thickness between
1.5 and 6.77 m. The upper crest was 223 m long. It has been built because of lack of
water for irrigation and drinking needs, combined with the wish to stop regular
inundations by the river. This dam was located 14 km upstream of the river mouth
of the Reyran in Southern France (Fig. 1). In december 1959, Malpasset dam broke
due to heavy rain and discharged 49 × 106 m3 of water into the lower Reyran valley
at a velocity estimated to be up to 20 m.s−1. This catastrophic event caused more
than 400 casualties, mainly located in the city of Fréjus (Var). Due to its structure,
the failure was assumed to be very rapid. The flood wave swept across the
downstream part of Reyran valley modifying its morphology [36] and destroying
constructions (such as bridges and freeway). A map (1/20000 IGN map of
Saint-Tropez N°3, dated 1931) providing information on the valley topography
before the dam construction had been used to generate the Digital Terrain Model
(DTM) of the area [18, 19].

The French rules concerning dam safety have been revised and expanded fol-
lowing the disaster caused by Malpasset dam failure [18, 37]. In May 1968, a

Comparison and Validation of Two Parallelization Approaches … 397



decree made compulsory to provide emergency plans for all the large French dams.
As a dealer of most of the big French dams, Electricité de France (EDF) was
primarily concerned by this new regulation. Since that time, this French electricity
producer has developed means of study of dam-break waves to furnish emergency
plans. The main tools to achieve this type of study are constituted by scale-models
(physical models) and by numerical models using computer codes. Th tools allow
us to provide others maps of potential flooded areas. In 1964, a 1/400 scale model
of Malpasset event was built and has been calibrated against observations (shut-
down of three electricity transformers A, B and C located on Fig. 1 and maximum
flood levels at some 100 locations along the valley banks) by the Laboratoire
National d’Hydraulique (LNH), a division of EDF, in order to study dam-break
flows. The maximum water levels and wave arrival times were recorded at 9 points
in the scaled model (named from 6 to 14 on Fig. 1). This test has already been used
in the framework of CADAM (Concerted Action of Dam-break Modeling) [7, 38].
In this context, the valley bathymetry was distributed by EDF to all participants, as
a non-structured grid of some 13,000 points and calibration has been performed.
From this grid, we have generated a structured regular grid [21], that we are using
here and we have beneficiated from the calibration already done.

The dimensions of the domain are 16,500 m along x-axis with 1,100 cells and
6,600 m along y-axis with 440 cells, the total time of simulation is 3,000 s and we
consider the Manning friction law with a spatially uniform friction coefficient value
n = 0.033 m1/3.s−1. According to the information given by EDF, the dam was
considered as a straight line as illustrated on Fig. 2. As initial condition, water level
upstream of the dam was set to 100 m and the rest of the valley was considered dry
(illustrated in Fig. 2). Here, an open boundary conditions is used to represent a
constant sea level whereas other dry boundary conditions are considered as closed
boundary conditions.

Fig. 1 Malpasset test domain with location of the transformers, the 9 gages along the Reyran
valley and the dam
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2.2 2D SWE-Based Numerical Codes

FullSWOF_2D is a free and open-source software based on the 2D SWE under
conservative form. This set of conservation laws is resolved thanks to a finite
volume scheme, where the topography source term is treated thanks to the
hydrostatic reconstruction [39]. This numerical method is conservative, positive
water height preserving, and moreover well balanced (i.e., at least able to preserve
steady state at rest). Two strategies have been chosen to parallelize it. The first one
is a classical one. It is based on domain decomposition and MPI library. Domain
decomposition method consists in dividing the data into many independent
domains. On each domain, the code is executed by one anonymous process and
when it is necessary, the processes communicate between each others via calls to
MPI communication functions [22, 23]. The second one uses an implicit parallelism
library called SkelGIS [25]. An implicit parallelism library is a library which
proposes tools and interfaces to write a program, while hiding technical details of
the parallelization of codes. SkelGIS is a C++ header-only library (only composed
of C++ header files) to solve mesh-based partial differential equations in parallel,
while preserving a sequential programming style. SkelGIS is composed of four
components to hide parallelization of codes and to preserve a sequential pro-
gramming style. First, to hide the distribution of the mesh among available pro-
cessors, a distributed mesh is available, and called DM. Then, a way to map data
onto the DM is proposed and called the DPMap component. Furthermore, a set of
appliers, to apply user sequential functions (called operations) to a set of DPMaps,
is the third component of SkelGIS. Finally, the last component is a programming
interface to manipulate DPMaps almost as the containers of the C++ Standard
Template Library (using iterators and specific algorithms). Up to now, SkelGIS has
been implemented for Cartesian two-dimensional regular meshes and for the spe-
cific case of network simulations, where two different kinds of discretization are

Fig. 2 Initial water height conditions, non zero water heights are considered upstream the dam
and in the sea
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composed in a same simulation [40]. The parallelization of FullSWOF_2D using
SkelGIS has been detailed by Coullon et al. [24]. SkelGIS can be compared to OP2
[41] and Liszt [42], both created to handle parallel simulations-based on unstruc-
tured meshes discretization. OP2 is a complete implicit parallelism framework in
C++ with a specific compilation process. Liszt, on the other hand, is denoted as a
Domain Specific Language (DSL). Actually, the new language proposed by Liszt is
specifically compiled and transformed to a parallel program. SkelGIS is a light
header-only implicit parallelism library. Moreover, SkelGIS does not exactly pro-
pose the same level of abstraction than OP2 and Liszt.

To strengthen our comparison between the two parallel versions of
FullSWOF_2D, standard commercial codes solving 2D SWE are used to simulate
Malpasset dam-break case. Aim here is not to benchmark codes, but rather to check
FullSWOF_2D results within a control group of codes which relies on different
numerical schemes, and parallelization strategies. Numerical schemes of tested
standard codes used for our controls use different approach, either based on Finite
Differences (Mike 21), on Finite elements (TELEMAC 2D), or on Finite volumes
(Mike 21 FM and TELEMAC 2D). Moreover, the spatial discretization is different
among codes which rely either on structured mesh (Mike 21) or on non-structured
mesh (TELEMAC 2D, Mike 21 FM).

Mike 21 and Mike 21 FM hydrodynamic modules solve the 2D SWE. The codes
version used in this study are from the DHI 2012 release of the codes. Mike 21 uses
finite differences scheme, with an Alternate Direction Implicit (ADI) method which
implements an upwind treatment of the 2D SWE momentum equations convective
term [43]. This approach allows code to handle supercritical flow occurrence,
introducing numerical diffusion for computational stability sake [14, 44]. Mike 21
code solves ADI method using sequential CPU solution algorithm (Thomas algo-
rithm). Development is in progress at DHI and in latest version of the code to
include GPU-accelerated solvers for Mike 21 [45].

Mike 21 FM uses a spatially centered finite volume scheme. Roe solver is used
to calculate convective fluxes at each cell interface. The code allows to use first
order or second order method (Van Leer TVD slope limiter for second order in
space and a second order Runge-Kutta method in time) [14]. Mike 21 FM uses
shared memory (open MP) and distributed memory (MPI) architecture. These
parallelization methods use METIS domain decomposition algorithm [46, 47]
where computational domain is divided in sub-domains and where each CPU will
compute solution for a given sub-domain. The exchange between sub-domains is
computed using “halo-cells” [46].

TELEMAC 2D solves the 2D SWE, either using finite element or finite volume
schemes. The version of TELEMAC code used here is the release V.6.2.
TELEMAC 2D finite element method relies on a Stream Upwind Petrov-Galerkin
(SUPG) solver to solve the hydrodynamic equations [48]. TELEMAC is parallel-
ized using MPI. PARTEL is the utility used to proceed to mesh partitioning. Partel
relies on METIS utility [48].
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3 Results

3.1 Codes Results at Gaging Points and Transformers

Figures 3, 4, 5 and 6 illustrate results within the group of tested codes.
FullSWOF_2D results are all computed using the MPI version. The time arrival at
gauging points (Fig. 3), as well as elevation estimation of flood wave at these
different gauging points (Fig. 4) are comparable among the softwares. When
checking time arrival of the flood wave at the transformers (Fig. 5), it has to be
noticed that beside for the first transformer, where FullSWOF_2D time arrival error
is relatively more important compared to the other softwares, the results are com-
parable among numerical codes.

On Fig. 6, results show a comparison of the dam-break flood waves spatial
extend at a given time. Comparable results are observable among the different
softwares.

3.2 Parallel Experiments

To handle a complete comparison of both parallel implementations of
FullSWOF_2D, the last important point to deal with, and thus the last point of our
methodology, is to compare the obtained performance results. The most common
way to evaluate the performance of a parallel program is to compute the speedup of
the program. The speedup of a parallel programming represents the ratio between
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the sequential execution time of the program, and the parallel execution time of the
program. If we denote by p the number of processors (or cores) used by the parallel
program, the ideal speedup is p. It means that, theoretically, it is not possible to
obtain a better ratio than the number of processors used. To represent the speedup
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of a program, it is common to preserve the same inputs of the program, while
modifying the number of processors (or cores) for each run. Thus, the speedup of a
parallel program is drawn as a function of the number of processors. If the speedup
is linear, the parallel program has a regular performance and it does not suffer from
an increase of the number of processors. Thus, the load-balancing of work on the
different processors is good and the communication cost between processors does
not grow exponentially. The ideal speedup, as already explained, is represented by
the line f(x) = x. The more the speedup is close to the ideal line, the more the
performance of the program is interesting.

Figure 7 illustrates the first experiments carried out to evaluate the performance
of the MPI parallel implementation of FullSWOF_2D. To carry out those experi-
ments, the TGCC-Curie cluster (the 20th cluster of the top 500 list of November
2013) has been used. More precisely, a single “Curie super fat node” has been used.
It contains sixty eight-cores CPU Nehalem-EX clocked at 2.27 GHz with 512 GB
of memory. Thus, the speedup of the MPI implementation of FullSWOF_2D has
been evaluated from 1 to 128 cores.

On Fig. 7, one can note that the speedup of the MPI implementation of
FullSWOF_2D (drawn in red) is linear and close to the ideal speedup drawn in blue.
Thus, this speedup shows that a very good performance could be expected from the
MPI implementation of FullSWOF_2D. In the proposed methodology, speedups of
both implementations will be compared.

Fig. 6 Location of the front wave after 1500 s for the 4 considered codes

Comparison and Validation of Two Parallelization Approaches … 403



4 Conclusions and Perspectives

On the Malpasset dam-break test case, FullSWOF_2D version results are compared
to the results from other commercial softwares (Mike 21, Mike 21 FM, and
TELEMAC 2D) which relies on different numerical schemes and parallelization
strategies. FullSWOF_2D MPI version results in terms of hydrodynamic of the
dam-break event simulation are comparable to the range of results obtained by other
tested codes. The speedup of the MPI version of FullSWOF_2D code is promising.
The framework of the dam break will be used to compare the MPI version with the
SKELGIS version of FullSWOF_2D. Moreover, other applications are planed to be
used to strengthen the comparison such as the Toce Valley flooding case [30, 31]
and other real cases.
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Numerical Simulation of Hydrodynamics
and Residence Time in Alpine Lake
with Three-Dimensional Model

Wen-Cheng Liu, Ming-Hsi Hsu and Wei-Bo Chen

1 Introduction

In aquatic environment such as shallow lakes, can stratify and destratify in a day,
and may even remain persistently stratified over a couple of days. The entire water
column in a shallow lake can behave as a diurnal mixed layer. The diurnal physical
dynamics and the dynamics of phytoplankton [7], dissolved oxygen [1, 2], phos-
phorus [8], water color [12], methane [6], and other biogeochemical processes have
been investigated.

Typhoon-induced inflow in Taiwan is an important factor to affect the mixing in
the water column. Vertical mixing by turbulence in the mixed layer and circulation
due to meteorological conditions have been numerically studied using
one-dimensional mixed layer and two-dimensional, three-dimensional circulations
models. Most of the existing numerical models are based on solving the shallow
water equations, together with diffusion equations for the transport and dispersion
of constituents and pollutants. Many two-dimensional models [3–5, 9] have been
developed, but the deployment of two-dimensional models to simulate vertical
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mixing, circulation, and wind-induced currents is not appropriate because the
three-dimensional characteristics exist in the lakes. In recent years, a variety of
three-dimensional models have been developed to simulate the hydrodynamics and
wind-induced circulation, enabling to predict the substantial variation and reversal
of the current along the bed induced by the wind action.

In the present study, a real-time three-dimensional hydrodynamic and hydro-
thermal model is adopted to simulate water temperature and circulation in the
stratified lake. Model simulation was validated against water level, current,
time-series water temperature, and vertical profiles of water temperature in 2008.
The validated model was then applied to investigate the wind-driven current and
mean circulation in the Yuan-Yang Lake (YYL). The lake’s residence time was also
calculated and discussed using the validated model.

2 Description of Study Site

Yuan-Yang Lake (YYL) is in the northeastern region of Taiwan (24°35′N, 121°24′E)
(Fig. 1a). YYL is a small (3.6 ha), shallow (4.5 m maximum depth) lake in a
mountainous catchment 1,730 m above sea level. Figure 1b shows the bathymetry of
YYL. The lake and surrounding catchment (374 ha) were designated as a long-term
ecological study site by the Taiwan National Science Council in 1992 and joined the
Global Lake Ecological Observatory Network (GLEON) in 2004. The steep water-
sheds are dominated by pristine Taiwan false cypress [Chamaecyparis obtusa Sieb.
& Zucc. var. formosana (Hayata) Rehder] forest. YYL is slightly stained, with an
average DOC concentration of 6.1 mg L−1 and mean pH of 5.9. The average annual
temperature is approximately 13 °C (monthly average ranges from −5 to 15 °C) and
the annual precipitation is more than 4,000 mm. YYL is subject to three to seven
typhoons in summer and autumn each year, during which more than 1,700 mm of
precipitation may fall on the lake [11].

An instrumented buoy was deployed at the deepest spot in YYL (Fig. 1b) to
record surface dissolved oxygen (DO), water temperature, and wind speed every
10 min. Surface DO concentrations were measured at 0.25 m depth by a sonde
(600-XLM, YSI, Inc. Yellow Springs, OH, U.S.A.) fitted with a rapid-pulse oxy-
gen–temperature electrode (YSI, model 6562). Water temperatures were mea-
sured through the water column at 0.5 m increments by a thermistor chain
(Templine, Apprise Technologies, Inc. Duluth, MN, U.S.A.). Wind speed was
measured 1 m above the lake by an anemometer (model 03001, R.M. Young,
Traverse, MI, U.S.A.). Precipitation, air temperature, and downwelling photosyn-
thetically active radiation (PAR) were measured at a land-based meteorological
station approximately 1 km away from the lake. Variation in water level was
measured using a submersible pressure transmitter (PS 9800(1), Instrumentation
Northwest, Kirkland, WA, U.S.A.) deployed at the lake shore (Fig. 1b).
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Fig. 1 a Location of Yuan-Yang lake in Taiwan, b bathymetry, buoy, and water level locations,
and c unstructured horizontal grid of Yuan-Yang Lake
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3 Numerical Model

In this paper, a three-dimensional semi-implicit Eulerian–Lagrangian finite element
model [17] was implemented to the YYL. SELFE solves the Reynolds-stress
averaged Navier–Stokes equations consisting of conservation laws for mass,
momentum, and temperature, under the hydrostatic and the Boussinesq approxi-
mations, to yield the free surface elevation, three-dimensional water velocity and
water temperature.
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where (x, y): horizontal Cartesian coordinates; z: vertical coordinate, positive

upward; r: @
@x ;

@
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� �
; t: time; gðx; y; tÞ: free surface elevation; h(x, y): bathymetric

depth; u!ðx; y; z; tÞ: horizontal velocity, with Cartesian components (u, v); w: ver-
tical velocity; f: Coriolis factor; g: acceleration of gravity; ŵð/; kÞ: earth tidal
potential; a: effective Earth elasticity factor; qðx; tÞ: water density; by default,
reference value q0 is set as 1025 kg/m3; PAðx; y; tÞ: atmospheric pressure at the free
surface; p: pressure; T: water temperature; m: vertical eddy viscosity; l: horizontal
eddy viscosity; Ksv: vertical eddy diffusivity for water temperature, Fh: horizontal
diffusion for transport equation; _Q: rate of absorption of solar radiation; and Cp:
specific heat of water.

SELFE model is based on a finite element scheme. Unlike most
three-dimensional models, no mode splitting is allowed. Semi-implicit schemes are
applied to all equations to enhance stability and to maximize efficiency. An
Eulerian–Lagrangian method (ELM) is used to treat the advection, thus allowing
large time step to be used without compromising stability. The entire domain is
discretized in the horizontal and vertical directions. Unstructured triangular grids
are used in the horizontal direction.
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In the vertical, models based on terrain-following coordinated suffer, to some
degree, from the hydrostatic inconsistencies. This follows from the fact that
terrain-following coordinates do not conform to the geopotential, and the pressure
gradient is evaluated as the difference between two large components that tend to
cancel each other, thus being to large discretization errors. It can also be viewed as
result of evaluating pressure at a grid point efficiently using extrapolation when
steep bathymetric slopes are presented [16]. Many remedies have been used to
prevent this, including evaluating the gradient in the Z-coordinate [16] or applying
high-order schemes [14]. In the present model, the use of a hybrid coordinate
system in the vertical effectively wards off the hydrostatic inconsistency because the
Z-coordinates used in the deeper part of the vertical serves to “stabilize”, while
S-coordinates used at the upper part of the water column.

SELFE uses the Generic Length Scale (GLS) turbulence closure of Umlauf and
Burchard [15] which has the advantage of encompassing most of the 2.5-equation
closure model. The detailed description of turbulence closure model, vertical
boundary conditions for the momentum equation, the numerical solution methods,
and numerical stability can be found in [17].

In this study, the bottom topography data in the YYL which were measured in
August, 2007, were obtained from the Academia Sinica, Taiwan. The deepest depth
within the study area is 4.5 m near the buoy station (Fig. 1b). The model mesh for the
YYL consists of 4,148 polygons in horizontal direction (Fig. 1c). High solution grids
which include the mesh size ranged from 3.2 to 6.6 m are used in the YYL. The
terrain-following “pure S” layers were adopted in vertical direction and 20 evenly
spaced S-levels were used. The “pure S” representation of SELFE was chosen to
avoid the staircase representation of the bottom and surface, and thus loss of
accuracy. For this model grid, a large time step (Dt ¼ 120 s) was used in simulations
with no sign of numerical instability. It means that 263520 time steps for 1 year
simulation. One year of simulation takes about 2.5 days on an Intel Core I5 PC.

4 Model Validation

The SELFE has been successfully applied to several estuaries and coastal oceans
[10, 17], but little used to lakes. To ascertain the model accuracy for practical
application, a large set of observational data is used to validate the model and to
verify its capability to predict water surface elevation, residual current, and water
temperature in this study.

4.1 Water Surface Elevation and Velocity

The model validation of water surface elevation was conducted with daily discharge
at the inflow and outlet in the lake (shown in Fig. 1b). Figure 2a presents the
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time-series inflow and outflow discharges. It reveals that the peak discharge
occurred on September 6 due to the typhoon event. The observed water surface
elevations in the YYL from August 14 to September 10, 2008 were used to
compare with model predictions shown in Fig. 2b.

Good model performance is indicated by the calculated absolute mean error
(AME) and root-mean-square error (RMSE) statistic values. AME is the average of
the absolute values of differences between observed data and simulated values.
RMSE basically specifies the overall difference in the sum of squares normalized to
the number of observations. Both AME and RMSE provide an indication of the
magnitude of the model’s prediction uncertainty for a type data point. RMSE is
similar to a standard error of the mean for the model’s uncertainty. The AME and
RMSE between computed and observed water surface elevation are 0.65 and
0.79 cm, respectively. It reveals that the simulated results mimic the observed water
surface elevations.

Figure 3 presents the comparison of model simulated and measured velocity
profiles at the buoy station on September 16, 2008. It shows that the return current
occurred in the velocity profiles at u and v components. The simulated results
closely match the measured velocity profiles and indicate that the model has the
capability to predict the current patterns in the lake.
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4.2 Water Temperature

To validate the water temperature, the time-series data collected from July to
September 2008 was used to compare with simulated results. Figure 4a presents the
comparison of model predicted and measured water temperature at depths 0.25 and
3.5 m from July 6 to September 4, 2008. Two typhoon events hit Taiwan during
July 16–18 and July 26–29 and resulted in well mixing conditions because the high
precipitation and inflow occurred during these periods. The AME and RMSE
between computed and observed water temperature at 0.25 m depth are 0.96 °C
and 1.47 °C, respectively, while AME and RMSE at 2.0 m depth are 0.50 °C and
0.97 °C, respectively. Figure 4b–d illustrate the observed and calculated water
temperature profiles at three time periods.

Fig. 4 a The comparison of model predicted (open circles line) and measured (diamond) water
temperature in the YYL from July to September 2008. Vertical temperature profile at different time
spans b 17:00 July 14, c 5:00 July 28, and d 9:00 August 5
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5 Mean Circulation and Residence Time

5.1 Mean Circulation

The mean circulation in the YYL is one of the important factors responsible for the
transport and distribution of nutrients within the lake. In order to examine how the
nutrients could be distributed in the YYL, the mean circulation of the model that
runs for the period of May 1 to June 30, 2008 was yielded (Fig. 5). The large-scale
patterns of the mean surface circulation produced by the model follows the general
wind pattern over the area. The surface currents, in general flow toward the
southwest direction and forms a clockwise rotation. The bottom currents are in
opposite direction as surface currents due to return flows. The near-bottom currents
are smaller than surface currents. The mean surface currents were between 1.1 and
3.6 cm/s. The mean surface temperature during this whole period was around 22 °C
at the shallow area and 19 °C at the deep region. The mean temperature difference
between the surface and bottom was around 5 °C in the deeper region. No
remarkable cyclonic and anticyclonic circular gyres were found in the lake through
the simulated mean currents.

5.2 Residence Time

The evaluation of the mean residence time of water in a lake is a problem of
fundamental importance for theoretical and applied limnology. It can lead to the
knowledge of the proportions and dynamics of the chemical substances dissolved in
the water, or the rate at which the processes of concentration, dilution, and per-
manence of substances within the lake occur, with resulting implications for the
water quality.

Fig. 5 Mean circulation and average temperature during May and June 2008 at a surface b 1 m
below surface, c 2 m below surface, and d 3 m below water surface
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A first-order description of transport is expressed as “residence time” or
“flushing time”, a measure of water mass retention within defined boundaries.
Aquatic scientists often estimate retention time to compare to time scales of input or
biogeochemical processes to calculate mass balances or understand dynamics of
population and chemical properties [13].

The residence time is preferred in this study to investigate the possibility of
physical transport mechanisms. The experiment was conducted with a certain
amount of mass, m0, of a conservative tracer injected at time t0 and at certain
location. The time varying tracer mass, m(t), remaining in the water body is then
measured. The quantity m(t) is found from the spatial integration of the measured
concentration field within the water body, and its decline over time reflects the net
rate at which tracer leaves the water body. The rate of mass loss as a function of
time r(t) provides residence time distribution, uðtÞ,

rðtÞ ¼ uðtÞ ¼ � 1
m0

dm
dt

ð6Þ

Equation (1) represents the residence time distribution of unit, [T]−1. The mean
residence time, based on the first moment of r(t), can be calculated as

Tr ¼
Z 1

0
rðtÞtdt ¼ � 1

m0

Z 1

0
t½dm
dt

�dt ð7Þ

where t is time and Tr is the mean residence time.
One issue remains in the application of Eq. (7) is the upper limit of the inte-

gration. Theoretically, the integration should be processed to the time when the
residual mass reaches zero. In most circumstances, it may take infinitely long time.
In this study, we adopt 1 % of residual mass which is designed to be the upper limit
of the integration in Eq. (7).

The validated three-dimensional hydrodynamic and hydrothermal model was
used to calculate the residence time in response to different inflow discharges with
and without wind effects in the YYL. Tracer concentration of 10 was occupied in
the lake and then the model was run with different discharges from inflow
boundaries. To investigate the wind effects on the residence time, the model was
forced with northeast wind, southwest wind, and without wind stress. The wind
speed was specified with 1.4 m/s when wind stress was included.

Figure 6 plots the residence time versus the inflow discharge with and without
wind effects. In all three scenario runs, data obtained from hydrodynamic and
hydrothermal model simulations indicate that residence time reduce in response to
inflows in a similar pattern. Least square regression analysis was conducted.
Empirical best-fitting equations were obtained in forms of power law. The power
law empirical equations fit well with the residence time resulted from the hydro-
dynamic and hydrothermal model simulations, with correlation R2 values above
0.97. Empirical regression equations of residence time (Tr) versus inflows (Q) are
given below:
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(a) Without wind stress:

Tr ¼ �46:87 � lnðQÞ þ 85:69;R2 ¼ 0:97 ð8Þ

(b) With northeast wind effect:

Tr ¼ �16:02 � lnðQÞ þ 43:88;R2 ¼ 0:99 ð9Þ

(c) With southwest wind effect:

Tr ¼ �20:19 � lnðQÞ þ 48:31;R2 ¼ 0:99 ð10Þ

where R2 is coefficient of determination.
The simulated results reveal that the residence time without wind stress is higher

than that with wind stress, indicating that wind plays a significant role in mixing in
the lake. The residence time with southwest wind is slightly higher that with
northeast wind. A shorter residence time is beneficial to pollutant removal.

When the inflow is 0.6 m3/s, the distribution of tracer concentration at
cross-section C–S (see Fig. 1b) at 48th h with and without wind effects is presented
in Fig. 7. It reveals that the obvious stratification in trace concentration and the
concentration at the bottom layer is higher than that at the surface layer. The bottom
concentration without wind effect is higher than that with wind effect. The bottom
concentration with southwest wind is also higher than that with northeast wind. It
means that the residence time is higher without wind effect because it takes longer
time to reach 1 % of residual mass presented in Eq. (7).
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Fig. 7 Tracer distribution at cross-section C–S under the 0.6 m3/s discharge condition at 48th h
a without wind effect, b with northeast wind, and c with southwest wind
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6 Conclusions

A three-dimensional hydrodynamic and hydrothermal model was implemented and
applied to the subtropical alpine Yuan-Yang Lake (YYL) in the northeastern region
of Taiwan. The model was verified with measured water surface elevation, current,
and water temperature in 2008. Overall the model simulation results are in rea-
sonable agreements with observations. Through the verification results, we also
found that water temperature exhibited more mixing condition during the high
rainfall event, while more stratification occurred during the normal condition.

The validated model was also used to calculate the mean residence time in
response to different inflows with and without wind effects. Regression analysis of
model results reveals that an exponential equation can be used to correlate the
residence time to change of inflow discharges. The calculated system residence time
is strongly dependent on the inflows and wind effects. The residence time decreases
as the inflow discharge increases. The residence time without wind stress is higher
than that with wind effect, indicating that wind plays an important role in lake
mixing. The simulated results reveal that residence time is approximately 2–
2.5 days under low inflow with wind effect. Because the residence time is an
important indicator for lake water quality and ecosystem assessments, results from
this study are helpful for environmental management of the YYL.
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1D, 2D, and 3D Modeling of a PAC-UPC
Laboratory Canal Bend

Manuel Gómez and Eduardo Martínez-Gomariz

1 Introduction and Scope of the Study

The free surface flow is a type of flow widely studied in hydraulics, particularly
related with canals and fluvial dynamics. Their study can be made through 1D, 2D,
or 3D numerical modeling, the most common being the 1D modeling to carry out
the hydraulic analysis of rivers or channels. More and more is implemented on the
2D analysis, even assuming a higher computational cost, but the 3D analysis is not
considered too often yet. The 2D analysis is carried out in areas where the velocity
components in two directions dominate over the third (deltaic areas for example)
and 3D analysis is performed in localized areas, where clearly 3D effects (eddies
and complex phenomena) occur needing a higher computational cost.

Currently, in Campus Nord hydraulic lab in Barcelona, a canal is located to test
control algorithms, canal PAC-UPC. This canal tries to reproduce aspects of real
irrigation canals with gates and offtakes. It was built in 2003 and since then several
PhD and MSc theses related to irrigation canals were presented, and specifically
with the development of canal control algorithms. These algorithms aim at the
automation of the canal sluice gates, so that in every canal reach flow, water levels
can be prescribed at selected points, and sluice gates can be moved to ensure
desired water flows and water levels at those selected points (offtakes).

From the beginning it was observed the local over-elevation on the bend zone.
Because the canal aims to reproduce a real irrigation canal and the real irrigation
canal control problems, these over-elevations had to be studied and the conse-
quences over the canal facility have to be verified.
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Such flow behavior is clearly observable visually, which suggests that hydraulic
phenomenon occurs even with low velocities. Flow trajectories with abrupt changes
along the bend in the horizontal plane, and 90° turns off the streamlines in the
vertical plane are produced, before the pass is under the sluice gate. These paths
indicate that the velocity components are significant in all three directions and not
only prevalent in one (1D) or two directions (2D).

Figure 1 shows the irregularities that occur on the free surface, mostly next to the
bend and with the influences from the downstream sluice gate and the weir.

Numerical methods applied to hydraulic problems increasingly offer more
computing power and the market has a variety of softwares, including many
open-sources. A powerful tool for the modeling and simulation of 3D problems is
the Flow-3D program. This tool has been used for the studies reported in this work
and the analysis has been supplemented by open-source softwares such as Hec-Ras
and Iber [6]. So it has been performed a detailed flow analysis, through 1D-, 2D-,
and 3D codes.

The main objective of this study is to understand in detail the flow patterns in
this canal, when the flow encounters a bend, a weir, and a downstream sluice gate.
Obviously, this flow behavior knowledge may lead to secondary but no less
important goals, such as relocation of the measuring instrument if necessary or even
the rehabilitation of the bend shape if the flow behavior requires it.

The use of 1D, 2D, and 3D numerical modeling tools offers the possibility to
compare the results of these tools and study the pros and cons of each of these types
of approach. So the aims of this study can be summarized as:

• To understand in detail the hydraulic behavior of the flow that occurs in the
PAC-UPC laboratory canal curved reach.

• Comparison of 1D, 2D, and 3D modeling, and analysis of their suitability as
needed.

• Analyse, after the hydraulic behavior of the flow, the possibility of relocating the
canal instrumentation, and modify the shape of the canal’s structure.

Fig. 1 PAC-UPC laboratory canal bend in operation
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2 Canal Description

Canal PAC-UPC is the acronym of “Canal de Pruebas de Algoritmos de Control
(Test Canal Algorithms Control)—Universitat Politècnica de Catalunya (Technical
University of Catalonia)”. As its name suggests, it is a specially designed laboratory
canal for basic and applied research in the area of irrigation canal control, canal
instrumentation, canal modeling, water measurements, etc. It is implemented in the
Laboratory of Physical Models, Campus Nord UPC.

Its construction was intended to reproduce the characteristics of real irrigation
canals and thus control problems that may appear. For this reason, a canal with
maximum possible length and zero slope to produce the maximum time delay was
built. Limited space in the laboratory became necessary to construct the current
snake shape that optimizes the area occupied. This is a 220 m long canal, with a
rectangular cross-section of 44 cm wide and 1 m high, occupying a total floor area
of 22.5 m × 5.4 m approx.

As shown in Fig. 2, the elements of installation are as follows:

• A header reservoir
• Three vertical sluice gates (G1, G3, and G5)

Fig. 2 Detailed scheme of the whole PAC-UPC canal
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• Four rectangular weirs (W1, W2, W3, and W4)
• Nine level sensors (LS1 to LS9)
• A control room

Items marked as transparent are not in operation, such as gates 2 and 4, and
sensors 4 and 8, but it is possible to use if needed for future experiments. Sluice
gates and weirs allow different work operations.

3 General Approach to the Problem

3.1 Introduction

This study is on PAC-UPC canal and more specifically on the canal bend where
weir (W1) and sluice gate (G3) are located, according to Fig. 2.

Instrumentation needs, in particular the placement of the level sensors, took a
special interest in the study of these canal bends. With this canal design it is
possible to foresee how the streamlines, the more the higher the flow of velocity,
will perform a complex path through the canal-curved reach and also water levels
will be locally increased, difficult to control, and determine with some accuracy
unless detailed studies are made.

Based on the uncertain behavior of the flow in these bends of the PAC-UPC
canal and the study of the best placement of the level sensors as accurately as
possible, an experimental campaign of data collection was carried out. This con-
sisted the measurement of depths in 10 points throughout the canal bend for 10
different combinations (discharge, sluice gate openings, and height of the weir).
These experimental data are basic and essential to calibrate, and validate the models
presented in this study.

1D, 2D, and 3D numerical modeling proposed in with the dual purpose of: (1) to
study in detail this bend zone being able to determine accurately the placement of
instrumentation throughout the canal; and (2) allow the comparative analysis of 1D,
2D, and 3D models results in order to determine which one offers the most and best
information to this case study.

3.2 Study Zone Description

Four bends, three of them including a rectangular weir (W1, W2, and W3) are
located in one side of the canal. Bends showing a weir are those that generate a
complex flow pattern (if the weir is operating) and so a detailed study is interesting.
In this case, the bend, where W1 weir is located, was selected. It should be men-
tioned that the results of this study will be extrapolated to the different bends.
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Figure 2 shows highlighted the study area, with water level measurements and
hydraulic and instrumentation elements found there. Also note that there is not a
soft curve but it is a sudden change of direction at 90º, without rounded corners.
Study area has been reproduced in 2D and 3D model drawing, which has been
exported to Iber and Flow-3D program, respectively. Figure 3 shows a 2D plan map
with the location of the measurement points and a detailed 3D drawing.

3.3 Case Studies

The data used in the present study was acquired during 10 experiments performed
in the canal in steady flow conditions. Different discharges, sluice gate openings,
and weir heights were combined such as the Table 1 indicates. The variables taken
into account are described below:
Qi [m

3/s] Inflow to the study area, measured with a V-notch weir
w [m] W1 weir height. It is the sum of the wall concrete height (35 cm) and the

added plates, less 7 mm of embedded plate in the concrete wall
a [m] G3 sluice gate opening

Qi

Qo

Qw

G3

weir1

1

2

3

49

58

67

Fig. 3 Study zone. Measurement points in 2D drawing (left) and 3D drawing (right)
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Moreover, depth measurements were acquired at nine locations (Fig. 3), stra-
tegically distributed over the study area. Depths were measured at each of the
measuring points with a ruler. Additionally, LS6 level sensor readings provide the
downstream boundary condition of the study area.

The singularities of case 1 and 5 should be pointed out with respect to others. As
Table 1 shows for case 1, the weir height “w” exceeds values obtained in all points.
This indicates that W1 weir was inoperative. On the other hand, in case 5, the sluice
gate opening “a” is greater than any water depth for this case, so the gate has no
influence. These two cases are necessary to further calibrate the models, since the
cases in which both of the hydraulic elements (weir and sluice gate) substantially
influence the flow complicating the calibration/validation of the models.

3.4 Presence of a Weir and a Sluice Gate in the Canal Bend

Sluice gates and weirs are hydraulic elements studied by many different authors [2,
3] but significantly, different results have been obtained. It is possible to find in the
literature different formulas to estimate the discharge under a sluice gate [4] or over
a weir [7].

This is a clear experimental topic, since analytical studies have proposed various
simplifications, eventually included in the discharge coefficient. Some comments
are set out below:

• The discharge coefficient assumes the velocity and contraction sluice gate
coefficient uncertainties.

• The discharge coefficient is very sensitive to the sharpness degree of the sluice
gate lip, and also to the different developments of the boundary layer next to the
gate.

• The Cd both sluice gates as weirs, include localized energy losses.
• It is assumed that over the weir, velocities have horizontal direction. The dis-

charge coefficient assumes the error integrating the velocity distribution between
0 and depth over the weir.

• The discharge coefficient depends generally on the weir geometry and energy
head over the weir crest (h) or discharge (Q). In experimental tests in
sharp-crested weirs of various geometries, approximate values of Cd = 0.60 have
been obtained.

While individually, the hydraulic calculation of these structures has large
uncertainties, the implementation of these two comes close to each other, and the
weir in the bend zone (no perpendicular inflow to the plane of the weir) adds even
more unknowns, if possible, than the traditional study. That is why a detailed study
was set out in this paper.
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4 Numerical Modeling

4.1 Introduction

The experimental tests were simulated numerically using three different types of
software: Hec-Ras, Iber, and Flow 3D, through a 1D, 2D, and 3D approach,
respectively. Different results are presented by each one of these, in line with their
calculus limitations due to the simplifications of government equations of the
problem that they do. Obviously, Flow 3D software solves the full RANS equations
directly, so it offers complete information required for this detailed analysis.

Many numerical modeling studies in 1D, 2D, and 3D can be found in the
hydraulic engineering literature [6]. Some of them combine the use of 1D and 3D
models, the 1D analysis providing a first approximation to the problem and the 3D
analysis performing a more detailed analysis. However, few comparative studies
among these three approaches have been found. This can be due to the fact that they
are tools designed to solve different type of problems. But performance comparison
undertaken in this study is still of interest, since it can highlight the limitations and
benefits of each one.

4.2 Model Calibration

1D and 2D models have been calibrated by adjusting the discharge sluice gates and
weir coefficients. In the case of the 3D model, calibration was accomplished by
means of the surface roughness and the adequate turbulence model. Manning’s
coefficient was calibrated experimentally, obtaining a value of 0.016. This value
accounts for the whole dissipation energy and therefore, has been included in the
1D and 2D computation. However, it is not possible to use it for the 3D compu-
tation, because of the need to input the surface roughness and turbulence instead of
Manning’s coefficient.

The target of the calibration is to minimize the error between experimental and
numerical depths at each measuring point. The final results assure minimum
achievable errors and guarantee the validity of the model, without saying that this
model is the only correct one for this study.

4.3 One-Dimensional Numerical Modeling

The 1D approach has been done with the public domain code Hec-Ras. It has three
types of hydraulic calculation: steady flow, variable, and estimate sediment trans-
port in moving beds. The one-dimensional Saint Venant equations are calculated
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only in the case of unsteady flow, directly solving the Bernoulli equation for the
case of steady flow.

z1 þ y1 þ a1 � v
2
1

2g
¼ z2 þ y2 þ a2 � v

2
2

2g
þ DH ð1Þ

Where:

• z1 and z2: Elevation of sections upstream and downstream, respectively, com-
pared to an arbitrary reference plane.

• y1 and y2: Depths in each section considered.
• v1 and v2: Average velocity in each section. Steady flow is simply the quotient

between the discharge and the flow area.
• α1 and α2: Coriolis coefficients that correct the velocity distribution in each

section away from the uniform.
• ΔH: Energy dissipation between Sects. 1 and 2. This term considers the

continuing losses and is localized as follows:

DH ¼ I � L12 þ DHLOCAL ð2Þ

Being I, the energy gradient slope, L12 the distance between the two sections,
and ΔHLOCAL the localized energy losses.

This is a steady flow study. Thus Hec-Ras solves the energy balance equation
using the by-step method and the canal bend has been discretized using different
sections. The Hec-Ras program is intended to assume 1D flow, considering neg-
ligible the other two velocity components. Also slopes are considered to be very
small, less than 1v: 10 h. In this study the canal is horizontal.

As seen in this 1D analysis, the concept of turbulence does not appear. All
energy dissipation is imposed on the continuous and localized losses. As said
before, the Manning’s coefficient was calibrated experimentally and a value of
0.016 was obtained, thus assuming that all the energy dissipation was due to the
energy gradient slope without considering a turbulence model. The boundary
conditions for a subcritical flow are two: the discharge for upstream boundary
condition and a fixed water depth (LS6 reading) for downstream boundary
condition.

4.4 Two-Dimensional Numerical Modeling

The 2D numerical modeling approach has been developed with the public domain
code Iber [5]. It is a modeling system that uses high-resolution schemes (FVM with
TVD schemes), with a user friendly interface, compatible with GIS system. Iber
modeling system has the following features:
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• Simulation of free surface flow in natural and artificial channels.
• Resolution of the full Saint Venant Equations 1D and 2D.
• Explicit finite volume TVD schemes.
• Wetting and Drying front with an exact conservation of water volume.
• Graphical User Interface (pre and post processing) with GiD (CIMNE.www.

gidhome.com).
• GIS integration.
• Verified with different laboratory and field data.

Iber solves 2D depth averaged equation, also known as 2D Shallow Water
Equations (2D-SWE) or 2D St. Venant equations. These equations assume a
hydrostatic pressure distribution and a uniform vertical velocity distribution. It
solves mass and momentum conservation equations in two horizontal directions:

@h
@t

þ @ huð Þ
@x

þ @ hvð Þ
@y

¼ 0 ð3Þ

@u
@t

þ u
@u
@x

þ v
@u
@y

¼ �g
@Z
@x

þ 1
qh

@hsxx
@x

þ 1
qh

@hsxy
@x

� sbx
qh

ð4Þ

@v
@t

þ u
@v
@x

þ v
@v
@y

¼ �g
@Z
@y

þ 1
qh

@hsyx
@x

þ 1
qh

@hsyy
@x

� sby
qh

ð5Þ

Being h the depth, u and v are the velocity components in the horizontal x and
y coordinate directions, g is the gravity acceleration, z is the water surface elevation,
τxx and τyy are the normal turbulent stresses in the x and y directions, τxy and τyx, are
the lateral turbulent shear stresses, τbx and τby are the bed shear stresses in the x and
y directions, and ρ is the water density.

Iber computes the bed shear stresses by the following expressions: τbx = ρCfu|V|
and τbx = ρCfv|V| being |V| the modulus of the velocity vector, Cf the friction bed
coefficient computed by Cf = gn2/h1/3 with n = Manning’s roughness coefficient.
And the turbulent normal and shear stresses can be formulated with different types
of turbulent models: (a) Constant turbulent viscosity; (b) Parabolic model;
(c) Mixing length model turbulence; and (d) k- ɛ model.

These are different models increasing in complexity to obtain the turbulent
viscosity and it is possible to choose the most adequate for each study. All these
models are based on the formulation according to the Boussinesq’s assumption to
evaluate the turbulent or Reynolds stresses. In this case, as said before, energy
dissipation is considered through the Manning’s coefficient, so no turbulent model
has been taken into account. The dominium has been discretized with a cell size
mesh of 1 cm. On the other hand, the boundary conditions, introduced to the
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program, that fix the hydraulic behavior of the canal in subcritical regime are (the
case study):

• Upstream (input). Inflow (Qi) uniformly distributed.
• Downstream (output). Fixed water depth (LS6 reading) at the end of the canal

bend and a weir in the bend area.

4.5 Three-Dimensional Numerical Modeling

The three-dimensional numerical modeling has been developed through Flow-3D
code [1]. It is used for numerous applications by incorporating a “multiphysics”
environment and especially emphasize its behavior for simulation of free surface
flows. The numerically solved equations by Flow-3D for hydraulic studies are mass
and momentum conservation equations with some additional terms:

@

@x
uAxð Þ þ R

@

@x
vAy
� �þ @

@z
wAzð Þ þ n

uAy

x
¼ RSOR

q
ð6Þ

@u
@t

þ 1
VF

uAx
@u
@x

þ vAyR
@u
@y

þ wAz
@u
@z

� �
� n

Ayv2

xVF

¼ � 1
q
@p
@x

þ Gx þ fx � bx � Rsor

qVF
ðu� uw � dusÞ ð7Þ

@v
@t

þ 1
VF

uAx
@v
@x

þ vAyR
@v
@y

þ wAz
@v
@z

� �
þ n

Ayuv
xVF

¼ � 1
q

R
@p
@x

� �
þ Gx þ fx � bx � Rsor

qVF
ðu� uw � dusÞ ð8Þ

@w
@t

þ 1
VF

uAx
@w
@x

þ vAyR
@w
@y

þ wAz
@w
@z

� �
¼ � 1

q
@p
@z

þ Gz þ fz � bz � Rsor

qVF
ðw� ww � dwsÞ ð9Þ

Where (6) is the continuity equation and (7)–(9) are the Navier–Stokes equa-
tions. In addition, Flow-3D adds some components to the equations:

Ai Fractional area open to flow in the i direction
R Coefficient used to change Cartesian to cylindrical coordinates
ξ For Cartesian coordinates has a value of 0
RSOR Mass source. You can add flow entries for example
VF Fraction volume of fluid
uw; δus Components of relative velocities related to the mass source. For this

study are not taken into account
Gi Part of the gravity acceleration in the i direction
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fi Component of the viscous forces in the i direction
bi Abbreviation that only is taken into account when there are porous media.

It will be 0 in calculations of this study.

Flow-3D Model calibration was made for tuning parameters of energy dissipa-
tion. Such dissipation is due to surface roughness, and the effects of turbulence.
Since the experimental calibration assumed that all the energy dissipation was due
to the surface roughness, Manning number was calibrated, obtaining a value of
0.016. In this way, the value of Manning cannot be taken into account as Flow-3D
considers power dissipation by surface roughness and turbulence. In Figs. 4 and 5
are shown the calibration results for roughness surface and turbulence model
choice.

Finally, a value of 0.003 has been chosen for surface roughness and a RNG
dynamic calculation as turbulence model for all the cases. It has been used three
mesh blocks of cells of 1, 2 and 4 cm, respectively. The smallest cell size (1 cm) has
been used exactly in the most interesting zone, from the weir to 0.5 m sluice gate
downstream. Beside this has been constructed the 2 cm cell block and finally, the
biggest one with 4 cm cell size, close to both boundary conditions.

Fig. 5 Model turbulence calibration in Flow 3D. Case 4 analysis

Fig. 4 Roughness surface calibration in Flow 3D. Case 2 analysis
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Concerning the boundary conditions, three types are taken into account:
(1) Outflow: located in the weir; (2) Specified pressure (equivalent to fixed water
level): downstream of the study zone, using the Level Sensor 6 reading; and
(3) Mass source: located in the entrance of the study zone, with the corresponding
discharge as the case study. The initial condition has been considered close to the
real depth (experimental data) in each case.

4.6 Comparing Results Between 1D, 2D and 3D Numerical
Modeling

Once all the results are obtained, according to the three modeling approaches (1D,
2D, and 3D), a benchmark exercise had been done. Each program offers the results
in different formats, but it is possible to compare the obtained depths at the mea-
surement points. A comparative analysis of the differences was performed using a
histogram for each case study, obtaining a total of 10 histograms. In each of them is
represented, for each measurement point, the experimental depth and numerical
depths obtained with Hec-Ras, Iber, and Flow- 3D (Fig. 6).

It should be mentioned that the main target of the comparison between the
results of different computer codes is not to determine which program or calculation
methodology is the most appropriate. Getting closer numerical depths to experiment
is not indicative of a more appropriated model. In each case, it is possible to
compare the difference of the obtained numerical depths for each program with
respect to experimental depths.

There is no defined general trend attending to the results of the histograms, but
each case is independent. The obtained results by Hec-Ras in all cases are very
close to experimental, but bear in mind that, in almost all points, these are average
data in each section since, only one depth was obtained for each couple of mea-
surement points, and 1D approach cannot describe different water levels at the same
section. So, this results that in some cases differences are negative or positive
depending if we are in the internal or external part of the bend. So there is no better

Fig. 6 Comparative of the depths. Case 1 and 3
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code than another, but results lead to the use of each one. Of course it should be
mentioned that if the study requires only the determination of averaged water level,
the use of Hec-Ras program offers an excellent results in general terms.

5 General Results and Discussion

The obtained results using Hec-Ras does not provide information on the local
hydraulic behavior of the study area, although the expressions of weirs and sluice
gate used are well suited for 1D calculation. Iber gives more details about the flow
patterns in different cases, but neglects the vertical velocity changes, considering
just average values in vertical. The study area corresponds to a clear 3D behavior,
where the three velocity components are important. Therefore, a 3D calculation tool
such as Flow-3D is extremely useful for a comprehensive analysis of the PAC-UPC
canal bend.

By using a 3D calculation code, it has been able to obtain the following
information:

• Details of the recirculation zones, analyzing various cross-sections, and
observing the variation of the flow patterns. We can observe recirculation zones
before the gate, next to the corners near the walls, and recirculation zones
involving the three components of velocity.

• A simulation of weirs and sluice gates, without appeal to experimental
expressions of different authors, most of them 1D formula, and without a dis-
charge coefficient which summarized the whole uncertainty of the process.

• Detailed analysis of the streamlines and observing the different paths in the three
spatial directions. Further measurements with a Vectrino side-looking device
(Acoustic Doppler Velocimeter) will be used to confirm velocity results found
with the 3D model.

Fig. 7 Velocity vector in a plant cross-section, in a half depth approximately in case 3 (left) and
analysis of streamlines (right) in vertical planes
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Possibility to propose and check changes in the existing structure, as well as new
locations of instrumentation items if required (Fig. 7).

6 Conclusions

This study was focused in the PAC-UPC lab canal bend, with 10 experimental case
studies, varying flow, sluice gate opening, weir height, and measuring water depths
at 9 measurement points strategically located in the canal.

This zone has been modeled through 1D (Hec-Ras), 2D (Iber), and 3D
(Flow-3D) approaches and determining the water depth error in the different
measurement points, compared with experimental data. Calibration of the 1D and
2D models has been performed based on the weir and sluice gate discharge coef-
ficients, and using the experimentally calibrated Manning coefficient. 3D models
required the calibration of turbulence model used and the surface roughness value,
both being the key concepts of the energy dissipation problem.

For 1D and 2D models, there is great uncertainty regarding the weir and sluice
gate discharge coefficients. These coefficients require a laborious calibration pro-
cess based on reliable measures. Also Iber uses 1D expressions (weir and sluice
gates discharge formula), the 2D calculations already performed. Flow-3D solves
numerically RANS equations, which responds to a more general hydraulic case, and
therefore no empirical or theoretical expressions associated with elements such as
sluice gates or weirs are required.

A new proposed geometry of the bend was studied, with more rounded edges in
order to a soft incorporation into the bend. It was also suggested to change the weir
location, since during the canal construction there was no occasion to analyze
different alternatives at the time. The different flow behaviors in the bend after the
change in geometry are also studied. The weir behavior is also studied in terms of
changes in flow discharge, depending on new location, obtaining a 26 % more

Fig. 8 3D view of fluid depth ranges. Original structure (left) and proposed structure (right)
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discharge with the proposal location. New location is more oriented in front of the
incoming flow and rounded corners minimize the energy losses due to recirculation
zones (Fig. 8).

The current level sensor 5 located at the measuring point 3 was placed there, the
center wall, to protect the sensor against local disturbance velocities that could
distort the measurement. From the results, we can conclude that the high com-
plexity of the flow produces a great local depression of the free surface, precisely in
that area, which gives lower levels than other points in the nearby area. It is
proposed to relocate the sensor, closer to the gate above the gate opening, ensuring
lower velocities, as shown in Fig. 9.
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Limitation of High Water Levels in Bays
and Estuaries During Storm Flood Events

Benoit Waeles, Xavier Bertin, Damien Chevaillier,
Jean-François Breilh, Kai Li and Baptiste Le Mauff Dorn

1 Introduction, First Headings

Many questions have been raised after some major coastal floods induced by
extreme storms as Xynthia (February 2010) that occurred on the West Coast of
France and resulted in extensive damage. Several research projects aimed at ana-
lyzing the physical processes responsible for the very large observed storm surge
during Xynthia, compared to the wind that was not exceptionally strong. These
researches revealed that, this exceptional storm surge resulted mainly from an
Ekman transport related to the SW wind, strongly enhanced by the presence of
young and steep waves. This particular sea-state was explained by the unusual track
of Xynthia from SW to NE, which restricted the fetch to a few hundred km in the
Bay of Biscay [1]. In addition to the wind and sea level pressure effects, an
important contribution of the storm surge resonance on the continental shelf has
been highlighted [1, 11]. Statistical analysis was carried out to define the return
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periods of such events and to foresee the water levels that had been reached during
even more rare events (e.g. Pineau Guillou et al. [8]; Duluc et al. [5]).

However, flows through the coastline during submersion events are not well
described. Tide gauge measurements are only carried out occasionally in some
harbours, and there is limited information available on the water levels reached in
the bays or estuaries.

In the fluvial domain, flood phenomena are generally well understood either in
its forcing factors (rainfall, watersheds…), in the determination of the return periods
associated to the exceptional occurrences, or in the characterization of the flows
through the riverbanks. The design of the banks already benefits from this
knowledge. Land development strategies integrate generally expanding flood areas
behind the banks: the flows, through structures like spillways are oriented towards
non-urbanized areas or at least areas without any major issues. The water volumes,
by filling the expanding flood areas, help to limit the water levels reached on more
sensitives areas (urbanized areas, industrial sites…), as defined by eaudefrance.fr
(in Degoutte et al. [6]): “an expanding flood area is a natural or developed area
where the waters flow during the river flooding. The momentary storage of the
waters clips the flood by increasing its duration.”

By contrast, in the coastal domain, water volumes are often considered as
infinites with regards to the water volumes flooding the lands behind the coastline
during extreme storms. At mid-latitudes, storm surges are usually moderate and
therefore the water levels that may exceed the top of the protection works or natural
barrier beaches are generally induced by the concomitance of spring tides and a
storm surge associated with a low pressure and strong winds. The high variability of
the water levels induced, both in time (with vertical variation in the range of 1 m/h)
and in space (tide and storm surge may be amplified at the coastline), makes the
understanding of these mechanisms complex. In particular, the role played by the
terrestrial expanding areas is difficult to understand and quantify.

This study, which involves process-based numerical models validated with
reference to tide gauge measurements, tends to specify in what extent the flooding
behind the coastline may limit the water levels reached during exceptional events.

2 Contexts: Description of Areas and Extreme Events

Processes for both embayed and estuarine environments are analyzed within
Eastern Channel (Authie Bay and Dives Estuary) and along French Atlantic coast
(Aiguillon Bay) (Fig. 1).
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2.1 Pertuis Charentais Sea, Aiguillon Bay and Lay Estuary

Pertuis Charentais Sea is located in the central part of the Bay of the Biscay,
characterized by a continental shelf with width locally exceeding 150 km. Tide
regime is meso- to macro-tidal (spring tidal range >6 m in the inner Pertuis
Charentais Sea) and semi-diurnal. Offshore wave regime is characterized by median
significant wave heights (Hs) in the order of 1.5 m and winter storms can epi-
sodically induce Hs exceeding 8 m (e.g. Bertin et al. [2]). Aiguillon Bay is a tidal
bay mainly consisting of kilometric tidal mudflats and Lay Estuary to the North of
the bay entrance. The bay coastline corresponds to several kilometres of dykes.
These dykes isolate the Poitevin marshland, whose hundreds of square kilometres
are under typical high sea levels. During Xynthia storm, more than 150 km2 of the
Poitevin marshland were flooded [3], causing extensive loss of human lifes and
material damage.

2.2 Authie Bay

Morphology of Authie Bay, in the North-East of eastern Channel, is mainly
characterized by very shallow areas including an extensive sandy spit in the
southern part of the bay entrance and large mudflats with broadly developed
schorre.

Fig. 1 Location of studied coastal areas
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Low-lying areas south of the bay are parts of the Marquenterre territory that is
framed by two bays (Authie and Somme). These areas are former salt marshes, with
reclamation starting in the twelfth century. The coastline at the South of Authie Bay
consists of an earth embankment; the so-called Mollières dyke, that has already
experienced overflows. In 1984 and 1985 several storm events occurred and
extreme levels induced rather large submersion with water penetration at several
kilometres inland. Top level and general state of the Mollières dyke is questionable
with regards to extreme storm events and to sea level rise related to global warming.
Low-lying areas behind the dyke are globally 1–2 m lower than assessed high water
levels for a centennial event.

Hydrodynamic features are first characterized by a macro-tidal environment with
tidal ranges upto 9 m. Waves are very low due to, among others, drastic damping
over the sand banks at the bay entrance. During storm events, strong winds usually
blow from SW to W and the southern part of the bay are then sheltered. Authie
River flood conditions, even for strong floods (1/1 year or more) were shown to
induce an almost negligible contribution to extreme water levels.

2.3 Dives Estuary

Dives estuary is a narrow estuary in the SE of the Bay of Seine. There is a
macro-tidal regime with tidal range up to 8 m or more. Estuary banks are mostly
artificial and footprints of inter-tidal areas are small. Low-lying areas behind the
estuary banks are largely urbanized.

3 Numerical Modelling Set-up

3.1 Pertuis Charentais Sea: Aiguillon Bay and Lay Estuary

LIENSs laboratory performed a hindcast of the storm surge and flooding associated
with Xynthia, based on a numerical modelling system that couples a 2DH hydro-
dynamic circulation model (SELFE [14]) and a spectral wave model (WWMII [9]).
The two models share the same decomposition domain and unstructured grid. The
grid consists of more than 1.5 million triangular elements and encompasses the
whole NE Atlantic, with a resolution ranging from 30 km offshore, far from the
study area to less than 5 m along the coastline. Such a spatial resolution is necessary
to correctly represent the wave-breaking zones and the dykes and natural barriers,
as usual obstacles to flooding. Comparisons with available data (tide gauge in La
Rochelle harbour and wave buoy offshore Oléron Island) show that the numerical
modelling system is able to reproduce water levels and wave conditions during
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Xynthia with normalized errors in the order of 5 and 10 %, respectively. The
extension of marine submersion induced by Xynthia is also satisfactorily repro-
duced, particularly over the Poitevin marshland.

3.2 Authie Bay

The model system is based on MIKE21 (DHI) software.
Within the framework of risk mapping studies, 1/1–1/100 years extreme levels

have been assessed. Evaluation is based on statistical analysis of Dieppe tide gauge
data [10] and dedicated simulations (carried out by [4]) of specific events with a
model set-up on the whole Eastern Channel and refined in the bay of Authie, and in
its surroundings. Surge contribution to extreme levels is in the 1–1.5 m range.

Tide and storm surge induced levels in the bay are shown to be lowly spatialized.
Sensitivity tests have been carried out for various wind conditions. For the simu-
lated extreme events, there is low variability of high water levels in the bay:
increase between bay entrance and end remains globally lower than 0.2 m.

For simulations with flooding, the flexible mesh grid is adapted to reproduce
correctly the smaller structures, like dykes and roads that are obstacles to flows;
mesh dimensions there are metric. Characteristic bottom roughness values have
been specified for the bay and for the low-lying areas.

Validation of the model system, including for submersion process, has been
carried out for historical 1984 and 1985 events for which the model show consistent
agreement with partial observations [4].

Simulations have been run for schematic extreme events in the future, including
a centennial event with a hypothesis of 0.6 m sea level rise related to global
warming.

3.3 Dives Estuary

On behalf of Dives-sur-Mer city council, for a risk mapping study, a MIKE 21
numerical model has been set up to simulate marine submersion. Boundary con-
ditions were specified schematically, at several kilometres off the mouth of the
estuary, combining spring tide water level variations with a uniform offset to rep-
resent storm surge and sea level rise related to global warming. Mesh dimensions
on the dykes are metric.

Different scenarios of flooding were run: no marine submersion at all, submer-
sion on right bank (Dives-sur-Mer side) and submersion on both sides.
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4 Results

4.1 Pertuis Charentais Sea: Aiguillon Bay and Lay Estuary

Comparisons of reached high water sea levels, with and without flooding, sim-
ulated by the model set-up by LIENSs [7] show that the levels are significantly
higher when the flooding is disabled in the simulations. Flooding occurs over the
whole Poitevin marshland, with high water level differences increasing progres-
sively from 0.2 m at the bay entrance to almost 1.0 m in the Sèvre Niortaise
estuary (Fig. 2).

4.2 Authie Bay

Results of simulations, with and without flooding areas behind the coastline, have
been compared for the same extreme schematic events (as described in the previous
chapter). The comparison is related to the simulated high water levels over the
whole bay and the coastal water surroundings.

Limitation of high water level starts at the entrance of the bay: high water levels
are 0.1 m lower than high water levels, if the dykes on the bay coastline were
assumed to be high enough to avoid submersion. Then, limitation is increased within
the bay: a mean value of 0.3–0.4 m is obtained and a maximum of 1 m is reached

Fig. 2 Differences of maximum sea level between a simulation allowing flooding and a
simulation not allowing flooding in the LIENSs numerical model. Xynthia event. Red lines
indicate the inland limits of flooded areas. Axes in geographical coordinates
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upstream. However, submersion of low-lying areas is simulated in the South of the
bay; tide damping has almost the same intensity on both sides of the bay (Fig. 3).

4.3 Dives Estuary

Results are mapped in order to represent impacts of flooding on right bank
(Dives-sur-Mer side) only and on both sides (Dives-sur-Mer and Cabourg).

Tide clipping is much more consequent, in case both sides of the estuary are
flooded. There is an increase of tide clipping from mouth to upstream: a mean value
of 0.5 m is obtained on the study area whereas the difference exceeds 2 m upstream
(not shown on map) (Figs. 4 and 5).

4.4 Synthesis of Results for Limitation of High Water Levels

For the different sites and set up numerical models, the following table summarizes
hydrodynamic (tidal ranges and storm surge) characteristics, information on flooded areas
with regard to bay or estuary areas, and then orders of magnitude of high tide limitations.

Fig. 3 Differences of maximum sea level between a simulation allowing flooding and a
simulation not allowing flooding. Assessed centennial event in 2100. Gray stripes show flooded
area
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Fig. 4 Differences of maximum sea level between a simulation allowing flooding (on right bank)
and a simulation not allowing flooding. Assessed centennial event in 2100

Fig. 5 Differences of maximum sea level between a simulation allowing flooding (on both right
and left banks) and a simulation not allowing flooding. Assessed centennial event in 2100
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Sites Model Extreme event Results

Type Tidal
rangea

(m)

Storm
surgea

(m)

Sea level
riseb (m)

Flooded
areac

Limitation of
high tide levels

Aiguillon Bay,
Lay Estuary
and Sèvre
Niortaise
Estuary

SELFE
(LIENSs)

Xynthia
storm

6 1.5 no 6–7 (ref.:
Aiguillon
Bay)

0.2–0.5 m in
the bay, and
upto 1 m in the
Sèvre Niortaise
Estuary

Authie Bay MIKE21
(Creocean)

schematic
1/100 years
event

9 1 0.6 7 0.1–0.8 m in
the bay

Dives Estuary:
Dives-sur-Mer
flooding

MIKE21
(Creocean)

schematic
1/100 years
event

7.5 1 0.6 1 0.2–0.3 m
along the
section where
flooding occurs

Dives Estuary:
Dives-sur-Mer
and Cabourg
flooding

MIKE21
(Creocean)

schematic
1/100 years
event

7.5 1 0.6 10 0.4–0.6 m
along the
section where
flooding
occurs, up to
more than 2 m
upstream

aOrder of magnitude on the study area for the simulated event; bHypothesis related to global warming; cRatio:
flooded surface/bay (or estuary) surface

5 Discussion on High Tide Limitation Process

In estuaries, effect of lateral tidal storage (local inundation of tidal flats or flood
plains), on tidal range is already well described for classic conditions (e.g. Van Rijn
[13]) or extreme events [12]. Van Rijn carried out computations, on the Scheldt
Estuary, reducing or increasing the surface areas. Among others, results showed
that an increase of about 20 % (relative to the total 450 km2 between the mouth and
the end of the estuary) of the surface areas led to lower tidal range values of about
0.3–0.4 m (i.e. almost 10 % of the 4 m tidal range). Research undertaken by
Townend and Pethick on the Humber Estuary highlighted the capacity of inter-tidal
areas to dissipate major flood events. Sensitivity tests, with flood in plains area
representing up to four times the current estuary area, suggested that high water
levels could be lowered to approximately 0.5 m in the inner estuary and to more
than 2 m upstream (where the respective contributions of tide, surge and river flood
on high water levels are about 5, 1–1.5 and 0.5 m).

Roughly speaking, increasing lateral surface areas along estuaries deviates the
system, from a funnel-shaped morphology that is known for favouring tidal
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amplification. During submersion, events related to extreme sea level conditions,
the low-lying areas behind the coastline make the estuary less funnel-shaped with
regard to the tide propagation during flood. The role of low-lying areas is the same
as lateral tidal flats in tidal damping.

Another way to describe the processes that induce tidal signal clipping is to
compare the tidal prisms with the water volumes that flood the low-lying areas
behind the coastline. During the Xynthia storm, the volumes that flooded
Charente-Maritime and Vendée departments corresponded to a non-negligible
fraction of the tidal prisms of the Pertuis Charentais Sea (area between Ré and
Oléron Islands and the continent): the order of magnitude is assessed to be 10 %.

Hypsometry curves (i.e. variation of potential wet area with water level) of such
coastal domains can also be analyzed to understand the general trend of tidal
clipping process. For both bays and estuaries, flooded areas behind the coastline
tend to modify the shape of the hypsometry curve. When the crests of the dykes
along the coastline are exceeded, broad low-lying areas modify consequently the
hypsometry towards convexity (assuming wet area on the X-axis and water level on
Y-axis). That is to say, the system (bay or estuary and low-lying areas) is related to
a more convex hypsometry than the bay or the estuary itself. For the upper part of
the tide, flows experience more frictional losses due to bed shear stress if low-lying
areas are submerged.

6 Conclusions

The results from the different models applied in both bay and estuary environments
showed that flooding of low-lying areas behind the coastline tends to limit high
water levels. This limitation is rather significant as it may exceed 0.5 m. Therefore,
it has to be taken into account in numerical modelling methodology for submersion
phenomena and a unique model including both coastal waters and low-lying areas
is relevant to simulate the limitation process. In case of a nesting approach with the
land model open boundary along the coastline, the models need to be run together
in two-way nesting; one-way nesting from sea to land largely overestimates the
water volumes towards the low-lying areas and then the extent of the submerged
areas.

Planning strategies for coastal defense and risk mapping are of course closely
linked; reflections and studies have to be carried out on the global scale of coastal
systems (bays, estuaries, inlets…). Historically, borders between administrative
areas were defined at the location of bays and estuaries. Then, defense strategies
and risk mapping are often managed at local scales. The consequences are unre-
alistic risk mapping and unsuitable coastal defense strategies. Furthermore, the
setup of unsinkable dykes along the coastline may increase high tide levels on other
parts of the bay or the estuary which are managed by other authorities, and then
increase pressure on existing defenses.
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With regard to the strategy for coastal defense against flood risk, the results
highlight the necessity to include flood plains that provides storage volumes behind
the coastline; managed retreat is already planned in coastal systems such as the
Humber estuary in the UK [12]. Complementary guideline/elements for reflection
include the location of coastal defenses. If possible, it would be preferable not to
locate dykes directly along the coastline, but further inland. Such a strategy induces
lower high tide levels at the dyke location and dykes do not require to be designed
to resist to the wave action. Moreover, it allows minimizing the risk elsewhere or at
least not to worsen it.

Acknowledgments We acknowledge the help of Creocean’s colleagues, Alain Juif and Jehane
Ouriqua, for their technical support.
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A Stochastic Model for Particle Deposition
in Turbulent Flows and Clogging Effects

Céline Caruyer, Jean-Pierre Minier, Mathieu Guingo
and Christophe Henry

1 Introduction

Particle deposition in turbulent flows is a phenomenon met in various applications
which can lead to fouling and affect normal operating conditions of key components
of industrial processes. Particle deposition is due to several thermohydraulic or
chemical processes. Fouling can be divided into different stages: with first depo-
sition of single particles on a clean surface, and then formation of a multilayer
deposit, up to a possible complete blocking of the fluid cross section.

In our modeling approach, the complete fouling phenomenon is separated into
four elementary phenomena (Fig. 1) which are as follows:

• Deposition: governed by particle–fluid interactions and particle–surface
interactions.

• Resuspension: a particle initially deposited on a wall loses contact with it. This
phenomenon depends on the balance between the hydrodynamic efforts exerted
on a deposited particle by the flow and the adhesion forces between the particle
and the wall. These adhesion forces can be of different natures (van der Waals,
electrostatic forces) and depends on parameters that can be difficult to know
precisely, such as the characteristics of surface roughness.
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• Agglomeration: for a high concentration of particles in the flow, particle–par-
ticle interaction must be taken into account. For instance, the formation of
aggregates can modify the particle mass flowrate toward the wall (since particle
aggregates have a different inertia compared to “elementary” particles, their
response to near-wall turbulence is also different, and thus their probability to
reach the wall).

• Clogging: several layers of particle can accumulate on the surface, forming a
multilayer deposit. Particle–particle interactions are important in this phenom-
enon. For a sufficiently significant particle deposit, the influence of the deposit
morphology on the local flow structure must be modeled; an example of this
influence being the acceleration of the local flow velocity during its passage
through a cross section reduced by fouling.

In this model, the interactions between particles and near-wall coherent struc-
tures are explicitly simulated [7]. The modeling approach is not limited to particle–
turbulence interactions, and particle–surface interactions are accounted for using an
energy balance method: particles impacting the wall (or particle already deposited)
deposit if their wall-normal kinetic energy is high enough to overcome the energy
barrier, otherwise they rebound on the surface [8, 9].

The model accounts accurately for two major fundamental mechanisms: first, the
hydrodynamic transport of particles (which describes particle–fluid interactions
such as particle–turbulence interactions) and, second, the attachment mechanism
(where physico-chemical interactions between two bodies occur). Roughness is also
specifically included in the stochastic description of the surface since it plays an
important role, in particular in repulsive cases where the energy barrier can be
lowered [9].

Fig. 1 Elementary phenomena of fouling
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The present article deals with the clogging issue and, more precisely, with the
influence of multilayer deposits on the flow. The first part describes the multilayer
deposition model, while the second part is dedicated to the influence of a deposit on
the fluid flow. Different approaches able to perform this coupling are briefly
described. Then a calculation which brings out the impact of a deposit on the flow is
performed, using a porous medium approach.

2 Multilayer Deposition

Recent developments [8] have shown that the model is not only able to reproduce
single-particle deposition and resuspension but can also be applied to simulate the
formation and the growth of multilayer deposits. Such deposits result from the
competition between particle–fluid, particle–surface, and particle–particle interac-
tions. According to the chemical properties of the surfaces involved (both particles
and walls), different morphologies of the deposit can exist (monolayer, dendrite,
multilayer) and this is well captured qualitatively by the present model. For the
cases considered in the present paper, we neglect particle–particle interactions in the
bulk of the fluid and particle detachment is also not taken into account.

2.1 Modeling Approach

When modeling the formation of multilayer deposits, the transport step is not
modified and only the attachment step is extended to account for particles inter-
acting with fouled surfaces.

The deposition of a particle on a fouled surface is given by an energy balance
approach in the wall-normal direction. The wall-normal kinetic energy of incoming
particles is the result of the transport step, while the wall-normal energy barrier
between a particle and a fouled surface is determined according to the attachment
model. This means that the interaction between a particle and a fouled surface is
similar to the interaction between a particle and a rough substrate (covered by
hemispherical asperities).

Then, various cases can appear: if the particle interacts with a clean surface, the
energy barrier is given by the model developed previously, whereas if deposited
particles are present inside the contact area, the energy barrier is determined using
the DLVO theory [12], named after Derjaguin–Landau [2] and Verwey–Overbeek
[15], assuming interaction energies to be additive:

Upart�surf ¼ UDLVO
part�plate 1� Scovð Þ þ

X
UDLVO

part�part;
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where Scov is the surface coverage, Upart-plate is the interaction between a particle
and the plane, and Upart-part is the interaction between particles.

The contact surface Scont defining the contact area is

Scont ¼ p ð2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RpartRdep

p þ RdepÞ2;

where Rpart is the particle radius and Rdep is the deposited particle radius.
If deposited particles are present inside the contact area, a particle is chosen

randomly among them and the incoming particle is deposited on this one with a
random angle.

Two parameters have been introduced in the simulation of fouling: the jamming
limit and the minimal porosity. The jamming limit corresponds to the maximum
attainable surface coverage of deposited particles. This parameter has been intro-
duced since the use of a probabilistic approach allows single-particle deposition to
occur until a surface coverage of 100 % whereas, in reality, the packing of spheres
on a surface cannot be higher than a jamming limit (equal to 90 % for a 2-D
hexagonal close packing of spheres). Once the surface coverage reaches that limit
value, incoming particles are always considered to deposit on adhering particles
(Fig. 2). The minimal porosity of a cell is equal to 0.366 for a structure obtained by
random deposition of monodispersed particles.

2.2 Numerical Results

2.2.1 Effect of the Ionic Strength

Bacchin et al. [1] studied the deposition of 4.9 µm latex particles under Brownian
motion on polymer substrates (PDMS). In this experiment, multilayer deposition
was observed with an ionic force of I = 100 mM, but no multilayer deposition
occurred at I = 10 mM or lower (Fig. 3). Particle–particle interactions have been
calculated using a zeta potential of −52 mV at pH 7 for the two ionic strengths

Fig. 2 Multilayer deposition
of particles on the wall.
Calculation with a low
jamming limit and particle–
particle attraction
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considered and a Hamaker constant of 4.10−20 J. Particle–substrate interactions
were not considered. Numerical results confirm that the model is able to predict the
formation of multilayers: multilayer deposition occurs at an ionic strength of
100 mM, while only monolayers can be formed at an ionic strength lower than
60 mM.

2.2.2 Effect of the PH

Perry et al. [14] studied the deposition of 250 nm alumina particles on silicon
substrates. The study was performed for different pHs and showed that the first
layer is determined by particle–surface interactions, while next layers are piloted by
particle–particle interactions. For a pH of 3, a monolayer deposit was obtained
because particle–surface interactions are attractive but particle–particle interactions
are repulsive. At pH = 9, a multilayer deposit develops due to particle–particle
attraction (close to the point of zero charge of alumina particles). At a pH of 10,
there is no deposit on the substrate due to high particle–surface repulsion. These
qualitative results have been confirmed numerically (Fig. 4).

Fig. 3 Clogging behavior of polymer substrates by 4.9 μm latex particles at various solution
conditions: red line I = 10 mM, green line I = 100 mM

Fig. 4 Clogging behavior of silicon substrates by 250 nm alumina particles at various solution
conditions: pH = 3 (black), pH = 9 (red), pH = 10 (green)
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3 Influence of the Multilayer Deposit on the Fluid Flow

When the size of multilayer deposit becomes significant which means that the fluid
section is reduced, it is important to account for the influence of the deposit on the
fluid flow in order to obtain more realistic evolutions, both of the fluid flow and of
the deposit formation.

3.1 Possible Approaches

Different methods can be applied to address this issue, such as Arbitrary Lagrangien
Eulerien (ALE) methods [3, 11], porous medium approaches, hybrid methods, or
Smoothed Particle Hydrodynamics (SPH) approach [6, 13].

The choice of a modeling approach is based on two criteria: first, it needs to be
consistent with models already developed within the framework of statistical or
stochastic models; second, it must be sufficiently open to allow future developments
(in particular, the deposit cohesion and multilayer resuspension) to be introduced.
According to these criteria, we have retained the porous medium approach.

3.2 Chosen Modeling Approach: Porous Medium Approach

The impact of the deposit on the flow can be taken into account at the mesh size by
the use of a porous media approach (Fig. 5). Indeed, the number of deposited
particles is known at the end of each time step, and each wall-bounded cell can then
be described by its porosity which represents the volume fraction not occupied by
the deposited particles. As particle deposition goes on and the resulting deposit
grows in size, the cell porosity is decreased (from one down to zero when the cell if
completely clogged or blocked). A head loss coefficient is added in the equation of
momentum for concerned cells in order to represent the pressure variation induced
by the passage of fluid through a porous medium. This method has the advantage of
being rather simple to implement since it does not require important numerical

Fig. 5 Mesh and cell
porosity
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developments. However, the use of a single head loss coefficient in every cell
implies that the deposit formed is properly described by the porosity only. This may
appear as a restrictive assumption since the deposit morphology (dendrite or
compact clusters) can change. Yet, it is believed that in simple geometry (such as in
a parallel-plate channel), the interactions at play in fouling are not highly dependent
on the cell position and the resulting deposit morphology is rather homogeneous
and thus properly described by its porosity. It should be borne in mind that this
assumption may become unrealistic in complex geometries (such as impacting jet
or sudden reduction of the fluid cross section) due to specific hydrodynamic con-
ditions (this remains to be studied both numerically and experimentally though).

A fluid flow in a porous medium is modeled using the Darcy law:

u ¼ � k
l
rP;

where u is the velocity (m/s), p is the pressure (Pa), μ is the dynamic viscosity
(Pa.s), and k is the permeability (which depends only on the porous medium, in
m2). The hydraulic conductivity or the permeability coefficient of the porous
medium (m/s) is written as

K ¼ kqg
l

:

The momentum equation with the head loss term Kpdc is

q
@ui
@t

þ qui
@ui
@xj

¼ � @P
@xi

þ l
@2ui
@x2j

� qKpdc:ui:

The head loss coefficient is given by correlations according to different con-
figurations, such as a flow through a pile of spheres or in cylinders with a section
restriction. Laws have a phenomenological origin and are obtained from experi-
ments realized in a macroscopic scale.

This method remains simple enough to be implemented in a straightforward
manner and does not require extensive numerical developments. However, as
mentioned previously, it should be borne in mind that the underlying assumption is
that the deposit is homogeneous in space so as to describe it using only its porosity.

According to the literature, the regular head loss in a duct is

DP ¼ k
l
D
q
U2

2
;

where λ is a head loss coefficient (m−1) dependent of the flow nature, l is the duct
length, D is the hydraulic diameter, ρ is the fluid density, and U is the velocity.

The head loss coefficient Kpdc is defined such as
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DP ¼ KpdcqU;

where Kpdc ¼ k l
D
U
2 :

The cell porosity ε can be defined by

e ¼ Vcel � Vpart

Vcell
;

where Vcel corresponds to the volume of the cell, Vpart is the particle volume given
by Vpart ¼ Ndep

4
3 p r

3
p with rp the particle radius, and Ndep is the number of deposited

particles in the cell (considering a monodispersed case, i.e., all particles have the
same diameter).

The head loss, according to the porosity, for a pile of spheres of the same
diameter, is given by the Ergun formula [5]:

DP
H

¼ 150lf
qf d2p

ð1� eÞ2
e3

þ 1:75
1� e
e

1
dp

Uj j
" #

qf U

DP ¼ Kpdcqf U

Kpdc ¼
150lf H

qf d2p

ð1� eÞ2
e3

þ 1:75 � 1� e
e3

H
dp

Uj j

; ð1Þ

where H is a characteristic length of the granular medium, μf is the fluid dynamic
viscosity, and ρf is the fluid density.

The head loss is the sum of two terms representing, respectively, the losses of
viscous and kinetic energy of the fluid. This law is valid for fluid flows through
porous media formed by pile of homogeneous, fixed, and spherical particles from
laminar to turbulent flows.

The necessary data to calculate the head loss coefficient are

• the porosity (determined from the number of deposited particles in each cell),
• the characteristic length H, and
• the diameter of the particles dp.

Initially, the cells of the fluid domain have a porosity of 1, and thus a head loss
coefficient equals 0. The cell porosity decreases according to the number of
deposited particles in this cell. The head loss term is calculated with the Ergun law
(1) according to the cell porosity at each time step.

The maximal compactness of sphere pile with a same diameter is c = 0.74, thus a
minimal porosity of εp = 1 − c = 0.26. For a random deposit, the compactness is
between 0.591 and 0.634 [8].

Other formulae exist to take into account the polydispersion by a mean diameter
and the standard deviation [4] or the mean Sauter diameter [10]. The non-sphericity
of particles can be also considered using appropriate formulae. Some improvements
have still to be provided to have a head loss coefficient more representative of
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general cases. The porosity is homogeneous in the cell, and it is calculated from the
number of deposited particles and does not depend on the deposit morphology. At
the moment, developments are performed for monodispersed particles.

4 Results and Discussion

4.1 Particle Injection in a Cylindrical Duct

This test case is performed with the deposition and clogging models, while no
resuspension is considered. The flow is calculated at each time step in order to take
into account the impact of the deposit on the fluid flow. The geometry is a cylin-
drical duct with a diameter of 1.27 cm and a length of 1.22 m. The mesh is
composed of 159,040 hexahedra, and a radial cut of the mesh is represented in
Fig. 6. Ten particles are injected onto the flow at each time step (Δt = 10−4 s) from
the center of the inlet with an initial velocity directed toward the wall (Fig. 8). Large
particles with a diameter of 8.10−5 m (monodispersed) are injected in order to
obtain a multilayer deposit more rapidly and observe the effect on the flow. Only, a
part of the wall between 0.025 and 0.03 m is considered favorable for deposit
growth, somewhere else particles impacting the wall are removed.

The head loss coefficient is calculated by the Ergun formula (1) according to the
cell porosity (Fig. 7).

In Figs. 8, 9 and 10, we can see the injection of particles and the growth of a
deposit as a function of time. The flow is perturbed by the multilayer deposit, and
the bulk velocity increases with time since a part of the section is blocked by the
deposit.

Fig. 6 Radial cut of the mesh
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Fig. 8 Deposit of particles and velocity at t = 0.1 s

Fig. 7 Head loss coefficient according to the cell porosity

Fig. 9 Deposit of particles and velocity a t = 10 s
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4.2 Evolution of Fluid Velocity and Pressure with Time

Figure 11 displays the fluid velocity along the duct at different times, at the center
of the flow and near the wall. At the initial moment, the flow velocity at the center
of the flow increases along the duct because the flow is still in a transition state. The
velocity at the center of the flow increases from 12.5 to 15 m/s when the deposit
grows (between 0 and 30 s). The multilayer deposit reduces indeed the pipe cross
section resulting in an increased fluid velocity (for a constant flow rate). On the
contrary, the velocity near the wall decreases inside the deposit and also down-
stream. The velocity just downstream the deposit is very low and increases again
further away (4 m/s at the exit of the domain). A zone of recirculation is observed
downstream from the deposit around z = 0.025–0.03 m (Fig. 12).

Figure 13 shows pressure profiles along the duct at different times at the center
of the flow and near the wall. Near the wall, there is a small pressure rise upstream
from the deposit and a depression downstream. The pressure gap through the
deposit is about 106 Pa. At the center of the flow, the pressure is also perturbed by
the deposit.

Fig. 10 Deposit of particles and velocity a t = 30 s

Fig. 11 Velocity along the cylindrical duct for four different times t = 0, 10, 20, and 30 s (left at
the middle of the flow, right near the wall)
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The cell porosity is determined from the number of deposited particles in a cell.
If the cell porosity becomes inferior to a limit value (equal to 0.366 for a structure
obtained by random deposition of monodispersed particles), we prevent particles
from depositing in this cell and a rebound condition is applied (Fig. 14).

4.3 Sensitivity Study

To test the influence of the head loss coefficient on the flow velocity, different
parameters such as the particle diameter or the fluid velocity are modified in the

Fig. 12 Zone of recirculation downstream of the multilayer deposit

Fig. 13 Pressure along the cylindrical duct for four different times (left at the middle of the flow,
right near the wall)
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Ergun formula (1). The head loss coefficient is represented in three cases according
to three porosities (Fig. 15). The red curve corresponds to a head loss coefficient
calculated with the initial velocity, the blue one to the previous case, and the green
one to a particle cluster.

A ratio of almost five is obtained for the maximal value of the head loss
coefficient.

A difference of about 2 % is observed on velocities at the center of the flow for
the various head loss coefficients (Fig. 16 left). An increase about 10 % exists
between the initial velocity and the velocity at t = 10 s. In Fig. 16 (right), we

Fig. 14 Cell porosity at t = 30 s

Fig. 15 Head loss coefficient
according to the porosity for
different parameters
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observe a reduction of the velocity in the zone corresponding to the deposit (around
z = 0.025–0.03 m). According to the value of the head loss coefficient applied, the
velocity which is obtained in the deposit is in the range within −2 and −3.5 m/s
against approximately 10 m/s upstream of the deposit formation. For pressure,
differences of about 24 % are found near the wall downstream of the deposit
(Fig. 17).

For the three conditions, the evolution of the multilayer deposit is slightly dif-
ferent because of the velocity difference.

The deposit morphology has an influence on the prediction of the head loss
coefficient applied in the momentum equation and thus on the fluid flow
calculations.

Fig. 16 Velocity along the cylindrical duct at t = 10 s for different head loss coefficients (left at the
middle of the flow, right near the wall)

Fig. 17 Pressure along the cylindrical duct at t = 10 s for different head loss coefficients (left at the
middle of the flow, right near the wall)
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5 Conclusion and Perspectives

The present work has presented new coupled approaches to address the influence of
a particle deposit on the carrier-fluid motion. Among the methods presented here,
the porous medium approach seems well adapted to capture the coupled effects
between the fluid flow and the particle deposits. In this approach, fluid velocities
modified by multilayer deposits are predicted using a head loss coefficient in the
momentum equation. However, there are some limitations due to the uncertainty on
some parameters and even to the formulation of a physically relevant law for the
head loss coefficient. At the moment, an Ergun law has been retained but additional
developments are needed to come up with accurate expressions. Furthermore, it is
difficult to have experimental data to validate the results. On the other hand, our
understanding of particulate fouling remains incomplete. Significant efforts are still
required to comprehend resuspension in multilayer deposits and to explore the
influence of the deposit morphology on inter-particle cohesion. To put forward one
example, the deposit morphology plays also an important role and must be correctly
included in the modeling picture. Thus, this is clearly a subject which is currently
evolving, with some uncharted aspects, and, in that sense, it appears justified to
select an approach (such as the porous medium one) which allows first develop-
ments to be made without too many complications. It is believed that with new
insights provided by experimental studies and feedbacks from additional numerical
works, a proper framework will be outlined. Finally, it is worth recalling that
particle resuspension must also be accounted for and, in turn, this represents an
additional challenge as particle re-entrainment from multilayer deposits is more
intricate than single-particle re-entrainment.
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Part III
Two-phase Flows and Cavitation



Presentation of the Multi-Phase CFD
Solver NEPTUNE_CFD

Namane Mechitoua, Mathieu Guingo and Philippe Montarnal

Nomenclature

g Gravitational acceleration (m.s−2)
I′ Interfacial momentum transfer (kg.m.s−2)
P Pressure (Pascal)
U Mean velocity (m.s−2)
T Temperature (Kelvin)
α Volume fraction (m3/m3)
μ Dynamic viscosity (kg.m−1.s−1)
Σ Turbulent constraint tensor
Γ Mass transfer term (kg.m−3.s−1)
Π Heat transfer term (J.m−3.s−1)

1 Introduction

Further to a thorough analysis of the industrial needs and of the limitations of
current simulation tools, EDF (Electricite de France) and CEA (Commissariat `a
l’Energie Atomique) launched in 2001 a long-term joint development program for
the next generation of nuclear reactor simulation tools. The NEPTUNE Project [1],
which represents the thermal-hydraulics part of this comprehensive program, aims
at building a new software platform for advanced two-phase flow
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thermal-hydraulics allowing easy multi-scale and multi-disciplinary computations
meeting the industrial needs. The different modeling strategies can be taken into
account through four different simulation scales: direct numerical simulation
(DNS), computational fluid dynamics (local CFD), component (subchannel-type
analysis), and system (reactor modeling) scales. New physical models and
numerical methods are being developed for each scale as well as for their coupling.

This paper consists of a general presentation of the model implemented in
NEPTUNE_CFD code, originally designed for CFD scale simulations.
Applications of this code are illustrated through the detailed presentation of two
examples; the first one borrowed to hydraulic domain and the second one to nuclear
domain.

2 Multi-Fluid Volume Averaged Models

2.1 General Equations

Multi-fluid volume averaged models play a central role for numerically handling
multi-phase flows having complex and rapidly changing topology of the interface
separating two immiscible fluids. In order to avoid description of the small scales
that may appear in multi-phase flows, a volume (or time) averaging of the
Navier-Stokes equations leads to a set of separate mean balance equations for each
phase [2, 3] which looks like to the single-phase conservation equations of mass,
momentum, energy, and turbulent quantities. The averaging procedure in time
and/or space introduces additional coupling inter-phase transfer terms between
phases, which have to be modeled.

NEPTUNE_CFD code solves the general compressible or incompressible
multi-field balance equations, which is an extension of the “two fluid-one pressure”
model to the case of m phases (up to 20 envisaged). The mass and momentum
balances for each phase k are written as follows:

@akqk
@t

þ divðakqk~UkÞ ¼ Ck ð1Þ

@akqk~Uk

@t
þ di~vð~Uk � akqk~UkÞ ¼ di~vðak~�sk þ~�RkÞ � ak ~rPþ I

!0
k þ akqk~gþ ak~Sk

þ CkU
I
k;

ð2Þ

where αk and Uk represent, respectively, the volume fraction and the velocity of
phase k at the same given spatial point.

The global volume, momentum, and mass conservations imply
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XNphase

k¼1

ak ¼ 1
XNphase

k¼1

~I 0k ¼ 0
XNphase

k¼1

Ck ¼ 0: ð3Þ

Notice that
~�sk is the laminar viscous constraint tensor:

~�sk ¼ lkð~�r~Uk þ t~�r~UkÞ � 2=3~~1div~Uk ð4Þ

~�Rk is the turbulent constraint tensor:

~�Rk ¼ � akqk~U
00
k � ~U

00
k

D E
ð5Þ

~I
0
k represents the momentum interfacial transfer of all phases p onto the phase
k (drag, added mass, turbulent contributions to drag and added mass, …):

~I 0k ¼
X

p 6¼k

~I 0p!k : ð6Þ

Additive equations for each field can be used in order to model physics, such as
turbulence, phase separation, diameter of the inclusion, nucleate boiling near walls,
and radiation heat transfer. The influence of turbulence between phases is taken into
account through correlations which modify the turbulent viscosity. The correlations
depend on turbulence quantities of each phase, such as turbulent kinetic energy and
turbulent dissipation, the covariance of the fluctuating velocities and the turbulent
characteristic time scale of the droplet and bubbles.

For the important particular case of two-phase steam/ liquid flows involved in nuclear
safety problems, with mass transfer due to heat transfer, the source and sink terms
appearing in enthalpy balance equations can be written with the following general form:

Pk ¼ CkHk þP0
k;P

0
k ¼ nkðTsat � TkÞ

With:P
k
Pk ¼ 0;

P
k
Ck ¼ 0

ð7Þ

Several models are available in NEPTUNE_CFD for evaporation and conden-
sation physics, taken into account through the heat transfer coefficient nk. The
simplest form, proposed in terms of characteristic time scales, can be written as

Evaporation of liquid fluid:

P0
L ¼ aLqLCpLðTsat � TLÞ=sF ; P0

V ¼ 0 if TL � Tsat: ð8Þ

This is the mass transfer of liquid into steam which limits in upper bound the
averaged liquid temperature to the saturation temperature.
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Condensation of steam fluid:

P0
V ¼ aVqVCpvðTsat � TVÞ=sC; P0

L ¼ 0 if TV � Tsat: ð9Þ

This is the mass transfer of steam into liquid which limits in lower bound the
averaged steam temperature to the saturation temperature.

For obtaining realizable models preserving the boundedness of the volume
fractions, the rate of creation/destruction of steam should be respectively propor-
tional to a nth power of the depleted phase.

2.2 Numerical Procedure

A segregated procedure is used for advancing in time [4]. The first step consists of
predicting velocity for each phase from the momentum equations. This step solves
an implicit equation for velocity, all other variables as pressure and volume fractions
being frozen. Then, a reduced form of the momentum equations containing the
predicted velocity, the implicit part of the pressure, and volume fractions gradients is
coupled with the mass equations. This system is solved using sub-cycles, combining
mass predictions and pressure corrections. The convergence of the non-linear system
is assessed if the predicted volume fractions obey to the volume conservation. This
criterion is very strong since it applies to the maximum volume conservation con-
straint over the computation domain. The elliptic feature of the overall algorithm is
due to the elliptic form of the pressure correction equation. Taking into account of
the non-linear coupling between pressure and volume fractions within the sub-cycles
and the symmetric treatment of all fields, it makes this algorithm tractable for the
whole range of void fraction, without any artificial numerical need.

Spatial discretization follows a 3D full unstructured finite volume approach, with
a collocated arrangement for all variables. A face-based data structure allows the use
of arbitrary-shaped cells (tetrahedron, hexahedron, prisms, pyramids, …), including
non-matching meshes. Numerical consistency and precision for diffusive and con-
vective fluxes for non-orthogonal and irregular cells are taken into account through a
gradient reconstruction technique. A careful treatment of gradient terms of
momentum equations, similar to a Rhie and Chow interpolation, is needed in order to
avoid spurious oscillations of pressure, velocity components, and volume fractions.

2.3 Focus on Interfacial Drag Modeling

Among the different forces including in the momentum interfacial terms, the
interfacial drag between immiscible phases has a key role in the modeling of
momentum transfer. Considering the example of two phases, this term can be
written in the following form:
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0
1 ¼ a1a2F12ð~U2 � ~U1Þ � ka1a2

l
D2 ð~U2 � ~U1Þ: ð10Þ

It depends on the relative velocity and a coefficient F12 homogeneous to a
dynamic viscosity divided by the square of a length D characteristic of the
two-phase flow.

In dispersed flows modeling, physical considerations show that this length scale
is proportional to the diameter of the inclusion. Formulas and correlations corre-
sponding to the drag of a non-deformable sphere by a continuous fluid surrounding
it are generally used (bubble and droplet laws).

For liquid/gas flow covering all the range of void (0 up to 1), the translation of
the volume fraction values in terms of drag modeling is not unique. Figure 1 shows
an example of choice of models for a volume fraction close to 0.5. We can consider
a stratified flow with two continuous phases and two types of dispersed flows
(dispersed droplets in a continuous gas or dispersed bubbles in a continuous liquid).
The simplest form provided in NEPTUNE_CFD is the SIMMER flow chart [5], for
which dispersed droplets in a continuous gas are considered for a void fraction
greater than 0.7, dispersed bubbles in a continuous liquid are considered for a void
fraction smaller than 0.3. For intermediate values taken between 0.3 and 0.7, the
drag law is continuously interpolated between a bubble and droplet drag law. This
quite simple model gives acceptable results for a quite wide range of applications,
as it can be shown in [5, 6, 4].

Nevertheless, for pure stratified flows, the model described above may lead to a
significant over-evaluation or under-evaluation of the friction between the gas and
the liquid. Indeed, the drag model based on the friction between a dispersed and a
continuous phase is sensitive to the diameter value. Interfacial area modeling, which
gives information about the dimensions of the inclusions, still remains a challenging
task for two-phase flows simulation.

Instead, the recognition of large interfaces within a volume averaged model
represents a viable alternative for improving the modeling of the friction. A three
layers model, named Large Interface Model or LIM, has been implemented in
NEPTUNE_CFD [7, 8]. If the void fraction varies between 0 and 1 on three
contiguous cells, a specific friction law is applied in the intermediate cell in which
the void fraction is far from 0 and 1. Figure 4 shows a scheme of such a

Fig. 1 Example of flow chart choices for a volume fraction *0.5
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configuration of flows. The dispersed/continuous drag law (10) projected on the
recognized separation surface is replaced by a continuous/continuous friction law,
taking into account the laminar and turbulent contributions on both sides of the
interface. The other part of the dispersed/continuous drag law acting along the
strongest gradient of the volume fraction is conserved, even if it has no longer
physical signification. It links the residual phase velocity to the most present phase
velocity and hence avoids the apparition of too large relative velocities, which may
induce numerical difficulties.

Multifluid approaches concerning the simulation of large bubbles are under
development [9]. These techniques can be used for simulating free surfaces, as large
bubbles can degenerate into large interfaces (Fig. 2).

3 Free Surface Flow Over a 3D Gated Creager Spillway

The first example concerning the flow upon a Creager spillway equipped with three
segment gates has been investigated by the use of a reduced scale experiment at
EDF R&D [10]. The experimental tests performed in a current channel allowed

• To measure the discharge for different geometrical configurations (number of
the gates in service, position of the gates with respect to the highest level of the
spillway, opening, …) and two types of pile; and

• To show hysteresis phenomenon due to the transition between a free surface
flow and a partially confined flow controlled by the gate.

This case is particularly interesting for the evaluation of CFD codes [11], since
non-linear phenomena drive the transition when the water level touches the gate.
Moreover, a predictive evaluation of the free surface level is capital, since it
determines if there is or not air entrainment under the gate.

The configuration contains three Creager weirs separated by two piles and three
fixed gates, opened of 15 mm. Half of the geometry is simulated, provided that the
flow remains symmetric in average according to a vertical plane located at the
middle of the intermediate bump. Figure 3 shows the experimental setup viewed of
front and behind and the unstructured mesh composed of hexahedra and prisms.

Fig. 2 Recognition of a surface of separation between two stratified flows (red and blue)
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The hysteresis phenomenon has been reproduced by imposing an inlet flow-rate
corresponding to the hysteresis zone and two initial different water levels, respec-
tively, slightly lower and higher than the level of the gate. The numerical simula-
tions then give two steady water levels, corresponding to a free surface flow and to
a mixed flow controlled by the gate. Figure 4 shows on the coarsest mesh the initial

Fig. 3 Reduced scale model of the Creager spillway equipped with 3 sector gates. Corresponding
mesh of the configuration

Fig. 4 Reproduction of the hysteresis phenomena at 80 l/s. White and green lines represent initial
and final levels
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water levels (white line) and the final water levels (green) corresponding to a
discharge for which a hysteresis phenomenon can be observed.

Figure 5 shows a mixed flow (free surface and partially confined) obtained for a
charge of H/Hd = 2, for which the sector gate is submerged.

Figure 6 shows the relation of the computed discharges by passes with the
imposed upstream charge. The computations have been performed with the fol-
lowing boundary conditions: the charge (corresponding to the stagnation pressure)
and the level of liquid and air (through volume fractions of the two phases) at the
inlet, a pressure condition at outlet; the computed pressure is prolonged to the
boundary faces and rescaled in order to remain close to the atmospheric pressure far
from the liquid flow.

The computed discharges are in good agreement with the experimental data,
only available for non-dimensional charges ranging from 0.6 up to 1. The first slope
corresponds to a free surface flow passing under the sector gate, the second slope to
a flow controlled by the sector gate, and the third slope to a flow submerging the
sector gate. The Large Interface Model (LIM) model gives here much better results
than the dispersed drag model.

Fig. 5 3D flow with sector
gate submerged with water
(H/Hd = 2). Liquid volume
fraction field (red = liquid and
blue = air)

Fig. 6 Flow-rate by passes with respect to the imposed charge
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4 Heated Tube Bundle Modeled at a Component Scale

The study presented here is an evaluation of NEPTUNE_CFD used at a component
scale, for which the structures are homogenized with the fluid. The test-case
VATICAN performed at EDF R&D [12] represents a full scale tube bundle rep-
resenting a part of fuel assemblies of cores of french PWR reactors. Figure 7 shows
the geometry of the tube bundle at a horizontal dilated scale with its tube support
plates at 4 locations (left) and the used mesh with the porosity distribution repre-
sented the fluid volume fraction (right). Freon fluid flows vertically upward, heated
by a 10 × 4 tubes of 9.5 mm diameter. There are three independent heating zones,
delivering a maximum heat flux of 15 w/cm2. The experimental steam fractions are
obtained with Gamma radiography: attenuation of Gamma rays on both sides of the
model gives the density of the traversed medium, and hence the void fractions.

The heating power dissipated in the homogenized volume containing the fluid
and the heating tube increases the average temperature of the liquid. This latter can
be smaller than saturation temperature, while close to the tube bundle, temperature
may exceed saturation temperature, involving evaporation of the liquid. This
phenomenon, filtered par the spatial scale, is taken into account by the sub-saturated
model of THYC code [13], implemented in NEPTUNE_CFD [14].

Figure 8 shows the axial profile of the pressure along the vertical axis z to two
horizontal ribs corresponding to the left and right branches. The difference between
the experimental data and the computed pressure is low. The axial head losses more
important in the center of the configuration do not involve transverse pressure
gradient. As the head loss coefficients are very large according to the radial

Fig. 7 Geometry of the heated tube bundle at dilated scale (left). Mesh and porosity distribution at
right scale (right)
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direction, the flow is adjusted axially. The axial velocity of the mixture is of the
order of 2–6 m/s as shown in Fig. 9, much larger than the transverse velocity.

The computational results compare fairly well with experiment. The relative
difference between the measurements and the calculation is less than 1 %. On the
absolute point of view, the simulations overestimate the pressure of 5000 pascals.

Figure 9 shows the results obtained by two multi-phase flow models upon the
VATICAN test-case. THYC, the EDF reference code for thermal-hydraulics core
simulations, uses a “4 equations” model corresponding to two mass balances, a
mixture momentum balance, and a mixture enthalpy balance. NEPTUNE_CFD
uses a “6 equations” model, corresponding to two mass balances, two momentum
balances, and two energy balances. For the VATICAN test-case, the sub-saturated
heat transfer model of THYC is implemented in NEPTUNE_CFD.

NEPTUNE_CFD and THYC reproduce correctly the main characteristics of the
two-phase flow in the tube bundle. The maximum evaporation is in the central zone,
because the friction of the flow on the separating plate significantly lowers the
velocity of the coolant. The used model overestimates the steam in the central area
of the flow behind the separator plate. The model reproduces properly the flow and
heat transfer and mass transfer in the intermediate zones and board.

The relative velocity computed by NEPTUNE_CFD between steam and liquid is
small compared to the velocity of the mixture, confirming the validity of the
homogeneous model used for this type of configuration.

Fig. 8 Experimental and numerical pressure vertical profile
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5 Conclusion

The paper deals with a short presentation of the model implemented in
NEPTUNE_CFD code, originally designed for CFD scale simulations.
Applications of this code are illustrated through the detailed presentation of two
examples; the first one borrowed to hydraulic domain and the second one to nuclear
engineering.

The numerical results obtained by NEPTUNE_CFD upon the 3D gated creager
spillway compare fairly well with experimental data and with numerical results
obtained with methods widely used for free surface flows simulation. A predictive
simulation of such flows, characterized by the presence of dispersed and separated

Fig. 9 Experimental and computed radial profiles of steam volume fraction for several heights
(left). Axial velocity of the steam-liquid mixture (right)
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fluids in the same computational domain, still remains a challenging task for which
multi-fluid approach coupled with accurate interface locating method still under
development can be promising.

The second presented study concerns computations of flows within a heated tube
bundle at a component scale, for which fluid and structures are homogenized. The
obtained computational results upon the axial pressure profiles and radial steam
volume fractions are reasonably comparable with experimental data. The model
overestimates evaporation in the central zone just behind the separated plate and
correctly reproduces the flow and mass/heat transfer in the intermediate zones.
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Multifield Approach and Interface
Locating Method for Two-Phase Flows
in Nuclear Power Plant

Stéphane Mimouni, Romain Denèfle, Solène Fleau
and Stéphane Vincent

Nomenclature

c Color function
d Diameter (m)
g Gravitational constant (m.s−2)
n Interfacial normal vector (m.s−1)
F Volume force (N)
I Interfacial momentum transfer (kg.m−2.s−2)
P Pressure (N.m−2)
S Rate-of-strain tensor (s−1)
T Total stress tensor (kg.m−1.s−2)
U Mean velocity (m.s−1)

Greek letters

α Volume fraction
ε Diffusivity of artificial compression step (m2.s−1)
κ Curvature (m−1)
ν Viscosity (m2.s−1)
ρ Density (kg.m−3)
σ Surface tension (m−1)
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τ Relaxation time (s)
Δ Filter width (turbulence model) (m)
Γ Mass transfer (kg.m−3.s−1)

Subscripts

i,j Space directions
k,p Field index
cg Continuous gas field
dg Dispersed gas field
cl Continuous liquid field

1 Introduction

Many situations in nuclear power plant are characterized by liquid vapor interfaces
as the dewatering step of the cold leg of the reactor pressure vessel, boiling crisis,
and flows occurring in a steam generator. Let describe the industrial context in a
few words.

During a loss-of-coolant accident, a relevant safety issue in the context of PWR
life extension study is the possibility of a cold shock, the so-called Pressurized
Thermal Shock (PTS), when subcooled water flows from Emergency Core Cooling
(ECC) system through the cold leg (a horizontal pipe) toward the reactor pressure
vessel. The thermal hydraulics problem is to evaluate the heat-up of water between
the ECC injection and the vessel. A two-phase stratified flow may take place in a
part of the cold leg, as well as more complex turbulent two-phase flow configu-
rations in the cold leg region close to the ECC injection and in the downcomer
region below the junction with the cold leg. In the situations of interest, the cold leg
is thought to be a liquid–vapor stratified flow; the ECC jet is thought not to
break-up and to plunge into the free surface; direct contact condensation takes place
with a maximum in the ECC region of the cold leg; the free surfaces are thought to
be mostly wavy or rough; the water and gas are turbulent.

In this context, the interface locating method is of relevant interest to deal with
mass, momentum, and energy exchanges through the interface. In cells where the
interface is not captured, the interfacial area, mass, momentum, and energy transfer
terms correspond to that of bubbles, droplets, or other intermediate states. The paper
aims at improving the interface locating method without changing the models
already validated against experiments.

Moreover, in two-phase CFD involving large interfaces, the liquid or gas volume
fractions cover the whole range from 0 to 1 and the great majority of cells are of
course out of large interfaces. There can be bubbles entrained below the jet or
droplets ejected. These phenomena could require a multifield approach to be taken
into account.
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When a liquid is flowing onto a heated wall, the heat transferred by the wall to
the liquid causes the liquid to partly evaporate, therefore giving a two-phase bubbly
along the wall. This kind of situation, called nucleate boiling regime, is an efficient
manner to evacuate the heat produced into the wall, for example by Joule effect or
by a nuclear reaction. Unfortunately, in nucleate boiling, heat flux increases and
reaches a maximum value with increasing surface temperature. Further increase in
the surface temperature results in decreasing heat flux because the transition from
nucleate boiling to film boiling takes place. The maximum heat flux that can be
obtained by nucleate boiling is referred to as critical heat flux (CHF). In the case of
controlled heat flux, a slight increase of heat flux beyond the CHF can cause the
surface temperature to rise to a value exceeding the surface material’s maximum
allowable temperature. This in turn can cause severe damage or meltdown of the
surface.

As a consequence, CHF has been extensively studied in the last five decades, as
a major limiting phenomenon for nuclear power plant capabilities, as well as in
other industries.

Two-phase flows are featuring many other industrial applications such heat
exchangers and chemical reactors. Based on the interface structures, several flow
regimes can be identified and commonly separated into three main groups; sepa-
rated flows, dispersed flows, and the last group would contain the flows such as
bubbly annular, churn turbulent, or slug flow. Although this classification has been
experimentally confirmed since a few decades, the numerical simulation of complex
two-phase flow regimes is still challenging and a universal model remains to be
established.

There are several approaches for two-phase flow modeling, describing the
interfaces either with a dispersed or a located point of view. Bubbly flows are often
modeled with an Eulerian-dispersed description, within the two-fluid model of Ishii
[1]. The averaged momentum balance equation is in this case closed with a set of
interfacial forces such as drag, lift, virtual mass, and turbulent dispersion. These
forces rely on empirical or statistical correlations making assumptions on the
bubbles mean diameter and shape, generally considered as spherical or slightly
ellipsoidal. To treat accurately problems where these assumptions are not verified,
an interface tracking model is preferred to follow the distortions of the bubbles.

On the other hand, large interface flows such as slugs or free surfaces are mostly
simulated through located approaches such as front tracking [2], Level-set [3, 4], or
Volume of Fluid [5] with an Eulerian point of view or Lagrangian grid methods [6]
with a Lagrangian point of view. All these methods aim at calculating the local
characteristics of the interface, such as the curvature and the normal vector, to
model the interfacial transfer in the momentum equation.

New approaches are explored to simulate more accurately the transition regime
between bubbly and separated flows. The concept of a four-field and two-fluid
model has been presented and studied over the last decade [7, 8].

Each phase is decomposed into a continuous and a dispersed field, resulting in a
four-field system of mass, momentum, and energy equations. This kind of approach
requires the set of mass transfer terms between the continuous and the dispersed
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fields of the same physicochemical phase. A spatial cutting length is dividing a
phase between unresolved structures that are modeled and the larger ones that are
simulated. This concept allows the simulation of a wide range of two-phase flow
regimes with both a good accuracy on the behavior of the most distorted interfacial
structures, and less CPU consuming than the direct simulation of every two-phase
scale. If the dispersed fields are commonly dealt with an Eulerian point of view,
several methods can be used to locate the interface between the liquid and gas
continuous fields.

We present a hybrid multifield approach based on this four-field concept. It
consists in modeling the two-phase flow with an Eulerian approach, the gas phase
being split into two fields. The small bubbles, assumed to be spherical, are modeled
with a dispersed approach, whereas the larger bubbles, considered as too distorted
to be accurately described by correlations, are simulated through an interface
locating method. As a first step toward this new approach, we simplify the general
concept by considering the liquid phase as continuous in our simulations. The
principle of this three-field approach is summarized in Fig. 1. This approach is
generalized to simulate free surfaces (large bubbles considered as continuous gas
phase degenerate into large interfaces) and heat and mass transfer.

Fig. 1 Scheme of the principle of the multifield hybrid approach. The gas phase is split into two
fields, one being dealt with a dispersed approach (green) and the other one having its interface
located

486 S. Mimouni et al.



2 Two-Field Model

These models have been implemented in the CFMD code NEPTUNE CFD [9]. The
flow motion is followed using the two-fluid model of Ishii [1] extended to n-phase.
With the assumption of a common pressure for all fields, the system consists in
three balance equations per field, describing the conservation of the mass, the
momentum, and the energy. The solver SIMPLE [10] is based on a finite volume
discretization, together with a collocated arrangement for all variables. An iterative
coupling of the equations is used to ensure both mass and energy conservation. The
data structure is totally face based, which allows the use of arbitrary-shaped cells
including nonconforming meshes.

Following the strategy of the code, the choice is made to keep an Eulerian point
of view for every field. In this section, we restrict our study to adiabatic cases,
simplifying the system to the mass and momentum.

2.1 Governing Equations

The overall method is based on the Eulerian multifluid formalism. The closure laws
for the dispersed field have already been validated. It has given reasonable agree-
ment with experimental data in cases where spherical shape assumption is valid.

The two-fluid model is based on Eulerian multifield balance equations, described
by Ishii [1]. These balance equations can be written as a mass (Eq. (1)) and a
momentum (Eq. (2)) equation per field in case of isothermal simulations:

@t akqkð Þ þ @xi akqkUk;i
� � ¼ Ck ð1Þ

@t akqkUx;i
� �þ @xj akqkUk;iUk;j

� � ¼ @xj akTk;ij
� �� ak@xiPþ akqkgi þ Ik;i: ð2Þ

2.2 Dispersed Gas Field

The Eulerian-dispersed approach for small interfaces that can be considered as
spherical has already been validated [11, 12]. It has given reasonable agreement
with experimental data, using the multifield CFD code NEPTUNE_CFD.

Ik is the sum of all interfacial forces acting between the dispersed field and the
liquid, such as drag force, lift force, wall lubrification, virtual mass, and turbulent
dispersion force. The closure laws used here and more details of the dispersed
modeling of bubbly flows can be found in Mimouni et al. [11, 12].
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2.3 Continuous Gas Field

The continuous gas field is mostly described by the position of its interface. As the
modeling is done in an Eulerian point of view, this interface is localized by a
volume color function c. The closure laws for the continuous field are here a drag
force (Eq. (3)) representing an inner wall friction law and the surface tension force
(Eq. (4)). This latter is expressed in a volume discretization, allowed by the
Continuum Surface Force (CSF) method of Brackbill [13].

~F1!2
drag ¼ a1a2ðU1 � U2Þða1q1 þ a2q2Þ

sdrag
� dX ð3Þ

~Fk
st ¼ akr r � rc

rck k
� �� �

rc � dX ð4Þ

dX is the cell volume. An artificial compression step was coupled to a level-set
method by Olsson and Kreiss [14] (Eq. (5)), resulting in a conservative level-set.
This model controls the interface thickness, allowing a constant accuracy on the
interface properties calculation such as the local curvature and the interfacial vector.

@sak þrðakð1� akÞ~nÞ ¼ eDak; ð5Þ

where e ¼ Dx=2 and Ds ¼ Dx=32, which correspond to a interface thickness spread
over five cells [19].

In a first approach, sdrag was taken equal to 10−7. Nevertheless, we do not take
into account the variation of viscosity with this expression. Therefore, by consid-
ering the standard drag coefficient formulation, we derive the new following
expression:

a2\0:3 : Fbubble ¼ a1a2
18l1
a1d2p

ðU2 � U1Þ
a2 [ 0:7 : Fdroplet ¼ a1a2

18l2
a2d2p

ðU1 � U1Þ
0:3� a2 � 0:7 : Fmix ¼ 0:7�a2

0:7�0:3Fbubble þ a2�0:3
0:7�0:3Fdroplet

: ð5Þ

To allow continuous evolutions between bubbles and droplets, we implement the
drag force as presented. For the definition of the characteristic distance dp, we
separate two domains: the domain close to the interface and far from the interface.
Moreover, we introduce the possibility to deal with a third dispersed phase flow
with a continuity between the drag force applied to large interfaces and to the
dispersed field. Then, we consider that dp is equal to the diameter of the dispersed
bubbles/droplets far from the free surface and equal to dp ¼ a2

ra2k k close to the

interface. A smooth transition between both domains is explained in Fig. 2.
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2.4 Validation Cases

These approaches for the simulation of either dispersed or located bubble interfaces
have already been validated against experimental measurements in previous work
[15, 16] with the drag force given by (3). As examples, the numerical predictions
for the experiments of Bhaga and Weber [17] and of Brereton and Korotney [18]
are presented in Fig. 3.

As already discussed above, we do not take into account the variation of vis-
cosity with the formulation given by (3). In case of lower liquid viscosity, the
superimposition of the Bhaga’s experimental data and the results of the simulation
(Fig. 4) show a real benefit with the new drag force. The fact that we take the
viscosity into account in the force seems to improve the simulation.

In the following, we show that the interface locating method developed can be
applied to calculate free surfaces. The method is assessed on Rayleigh–Taylor
instability and Kelvin–Helmholtz instability.

Fig. 2 Clipping method,
dpdisp corresponds to the
diameter of the dispersed
bubbles/droplets

Fig. 3 The picture on the left presents the comparison between experimental captures from Bhaga
and Weber [17] and numerical prediction of the final shape of a rising bubble (red line) for four
viscosities of the liquid phase. The picture on the right shows the in-line coalescence phenomena
of two bubbles. The upper pictures are experimental captures, and the lower are numerical
calculations, the time interval being the same for both series (dt = 30 ms)
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The Rayleigh–Taylor instability occurs in a system with two immiscible fluids of
different densities in the presence of gravity fields such as rP ^ rq 6¼ 0. The fluid
with higher density (q1 ¼ 3 kg=m3, l1 ¼ 0:03 Pa:s), is initially located above the
fluid with lower density (q2 ¼ 1 kg=m3, l2 ¼ 0:01 Pa:s). The simulation was
performed in a closed box (H = 5 m, L = 1 m) [19]. A wall boundary condition was
imposed at the top and the bottom of the mesh and symmetry boundary planes
everywhere else. The interface between the two fluids was initialized as a small
cosine wave with an amplitude equal to 1 mm. Figure 5 represents the amplitude
instability plotted against time and shows that CFD calculations are in good
agreement with theoretical results (Fig. 6).

The Kelvin–Helmholtz instability deals with a system with two immiscible
fluids, which move with different velocities (Thorpe’s experiment, see [19]). The
Kelvin–Helmholtz instability is observed when the relative velocity between the
two fluids exceeds a critical velocity. This experiment was performed in practice
and also simulated, which allows a comparison with theoretical and experimental
data. The two fluids are contained in a rectangular tube, which is tilted for a small

Fig. 4 The picture presents the comparison between experimental captures from Bhaga and
Weber [17] and numerical prediction of the final shape of a rising bubble (blue and green lines) for
lower viscosity of the liquid phase. Left sdrag ¼ 10�7. Right New drag force

Fig. 5 Comparison of the
simulation with the different
drag forces, without surface
tension, adaptive time step,
mesh with 46,080 cells
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angle (sin(γ) = 0.072). The dimensions of the tube are L = 1.83 m and H = 3 cm (see
Fig. 7). The mesh contains 80 × 4880 cells. Both fluid layers have the same initial
height h1 = h2 = 1.5 cm.

The properties of the two fluids are q1 ¼ 780 kg=m3, l1 ¼ 0:0015 Pa:s and
q2 ¼ 1000 kg=m3, l2 ¼ 0:001 Pa:s. The surface tension is equal to 0.04 N.m.

A wall boundary condition was imposed everywhere except in front and behind
planes, where symmetry conditions are imposed. We compare the previous drag
force with the new one, in terms of interface shape, critical wave number, evolution
of the maximum value of the average velocity of the interface U at the beginning of
the simulation, and the velocity profile, where

U ¼ a1q1U1 þ a2q2U2

a1q1 þ a2q2
: ð6Þ

In Fig. 8, we can notice that the instability appears later in our simulations than
in Štrubelj’s ones (see p. 62, [19]). Nevertheless, the evolution is slower with the
new drag force. The waves are also more regular with this force, which is better.
The wave numbers obtained with the FFT are equal to 149.5 m−1 for the previous
drag force and 194.6 m−1 for the new one. The results are closer to the experimental
data with the new drag force (Fig. 9).

Fig. 6 The velocity U
corresponds to the expression
defined in Eq. (6)

Fig. 7 Thorpe’s experiment
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In Fig. 6, we see that the new drag force is in better agreement with the theory
because the curve with the new drag force does not have discontinuities. Therefore,
we improve the simulation results with this drag force. In fact, the new drag force
has a more physical expression, which reduces the numerical instabilities. Finally,
the velocity profiles are equivalent with the two drag forces (not represented in the
paper).

3 Three-Field Model

3.1 Computational Model

As explained previously, the three-field model consists in a multifield approach
where the gas phase is split into two separated fields. To build this approach, mass
transfers have to be implemented between these two gas fields. Three contributions
of this mass transfer term between the gas fields have been identified. The first one

Fig. 8 Influence of the drag force expression in terms of interface shape, Left previous drag force
with: new drag force, only the middle 0.6 m long section of the channel is shown

Fig. 9 Scheme of the principle of the field coupling in the multifield hybrid approach. The gas
phase is split into two fields. Each one exchange momentum with the continuous liquid phase
through specific closure laws. The exchange between the two gas fields is modeled by mass
transfer terms (inducing momentum exchange, cf. Eq. (3))
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is the initiation of a located large bubble by accumulation and coalescence of the
dispersed field. A criterion based on the dispersed phase void fraction and its
gradient is settling the coefficient of this dispersed to continuous mass transfer, as
presented in Eq. (7). The second is the creation of dispersed field when the located
interface becomes unresolved. Pigny [20] proposed to consider a located bubble as
unresolved if its diameter is lower than 8 Δx. As it can be seen in Fig. 10, a bubble
with a diameter inferior to 8 Δx will present, because of the CSF scheme for the
curvature calculation, an overlap of the information used to calculate the curvature
at two opposite points of the interface. The resolution criterion for a local interface
is evaluated by the comparison of the local curvature and the local void fraction
gradient of the continuous gas void fraction to the space scale of the grid. Knowing
the thickness and the curvature of a resolved interface, it results in a first numerical
criterion for the dispersed gas creation of Δx/20, presented in Eq. (7). Finally, the
interaction between dispersed field and a located interface has to be modeled. Only
coalescence is modeled here, and the dispersed field is merged into the continuous
gas field when it comes across the interface:

Ccg creation ¼ Cdg!cgHðadg � acritÞHðradg �racritÞ

Cdg creation ¼ Ccg!dgH jracgdX� Dx
20

� �
; ð7Þ

where H is the Heaviside function. The two coefficients Cdg→cg and Ccg→dg are
relaxation times modeling the time scale of the two creation transfers. These
creation terms of the continuous (Eq. 8) and the dispersed (Eq. 9) gas fields are
gathered in the mass transfer term Eq. (10):

Fig. 10 Illustration of the
limit of the resolution of a
bubble with the calculation of
the curvature with the CSF
method from Brackbill. The
two layers of neighbor needed
for the calculation of the
gradient and then the
divergence of the gradient are
represented, respectively, in
blue and green
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Cdg!cg ¼ adgacg
qg
Dt

¼ Ccg creation � Cdg creation
� �

: ð8Þ

The coefficient αdg αcg is directly derived from the two-fluid formalism. The
resulting coupled approach is illustrated in Fig. 9. We use a simple Heaviside
function activating the transfer between the two gas fields when the volume fraction
of the dispersed field is over a critical value (adg [ acrit ¼ 0:3) and when

radg [racrit ¼ 1=20Dx.
Although this first demonstrating test case has physical modeling for each field,

the threshold Cdg→cg is just an example to show the capability of the method.

3.2 Experimental Comparisons

The bubble plume case chosen here is the experiment of Castillejos [21]. As
illustrated in Fig. 11, air is injected at the center of the bottom of a cylindrical water
tank of diameter 50 cm. The initial water height is 40 cm, and the air mass flow is
876 cm3 s−1, the inlet being a 6.35 mm diameter nozzle. This experiment presents a
range of bubble sizes from about 6 cm to smaller than 1 mm. That makes it very
difficult to model with classical two-phase two-field models such as the Euler–Euler
dispersed two-phase approach because of the difficulty to set up correlation for the
closure laws when the ranges of bubble size and shapes are so wide.

A full resolution of every interface scales would be in this case very CPU
consuming. Considering a local interface as fully resolved when the curvature
radius is 15 times the grid scale [15, 16], it would require a mesh containing several
millions of cells to follow correctly bubbles with a diameter of 1 mm. The
experiment is simulated with the two-field and two-phase and with the three-field
and two-phase approach. The mesh contains about 5.8 million of cells, which
allows a calculation during a week on 768 processors. The filtering scale at the
center of the domain is 5 mm for the located gas structure in the flow. The dispersed

Fig. 11 Castillejos’s experimental apparatus sketch (on the left side). The pictures on the right are
experimental captures of the plume few centimeters above the inlet
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field of the three-field and two-phase approach is modeled through a simplified
mono-dispersed approach with a constant bubble diameter set to 1 mm.

Figure 12 presents snapshots of the simulated plume at different times (0.5, 1.0,
1.5, 2.0, and 2.5 s) with the two-field and two-phase approach. Two phenomena can
be observed on this picture: the air flow after the inlet is puffing, creating the large
bubbles of about 6 cm length, and the high fragmentation rate of the plume.

As it can be seen for example on the second plume snapshot at t = 1.0 s, the
smallest bubble simulated at the top of the plume is far from being correctly
resolved on the spatial grid that we used here. This is exactly what is expected from
the hybrid three-field and two-phase approach. Instead of refining the mesh size,
which is known to be currently impossible for the aimed application (Re numbers
too high for DNS Simulation), the idea is to model the small two-phase scales that
can be considered as spherical or ellipsoidal. Figure 13 presents the snapshots of the
simulated plume at the same times as in Fig. 12, but using the three-field and
two-phase approach. The isosurface of the volume fraction of the dispersed field
(αcg = 0.15) has been superposed in red to identify the areas where the interfaces are
located, and where they are modeled.

A first result is hereafter that our coupled hybrid approach is numerically
effective. In addition, it can be observed in Fig. 13 that the aimed areas (i.e., the
under-resolved interfaces of the two-field and two-phase approach) have been
detected and modeled with a dispersed approach in the three-field and two-phase
model. More quantitatively results are available in [16] where a reasonable
agreement between calculations and experimental data is reached, but the higher
averaged void fraction at the center of the plume suggests that additional efforts

Fig. 12 The picture is a view of the gas plume after 2 s of injection for the case of a two-field and
two-phase simulation. The iso surface of the volume fraction of the continuous field (αcg = 0.5) is
colored in blue

Fig. 13 The picture is a view of the gas plume after 2 s of injection for the case of a three-field and
two-phase simulation. The isosurface of the volume fraction of the continuous field (αcg = 0.5) is
colored in blue, and the isosurface of the volume fraction of the dispersed field (αcg = 0.15) is in
red
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should be made on the transfer terms that have numerically be set here. In other
words, Eqs. (7) and (8) and particularly the two relaxation times Cdg→cg and
Ccg→dg deal with a computational model, and additional efforts should be provided
to describe more accurately the physical phenomena involved.

4 Heat and Mass Transfer

4.1 Physical Model

Two total enthalpy balance equations are solved in supplementary for each field:

@

@t
akqk hk þ V2

k

2

� �� �
þr � akqk hk þ V2

k

2

� �
Vk

� �

¼ ak
@p
@t

þ akqkg � Vk þ Ck hki þ V2
k

2

� �
þP0

kAi þ q000wk �r: ak q
k
þ qT

k

� 	h i
k ¼ l; v

; ð9Þ

where hk is the phase-averaged enthalpy for phase k and hki is the
interfacial-averaged enthalpy. The term P

0
kAi denotes the interfacial transfer term of

heat, the quantity Ai being the interfacial area concentration. The term q000wk denotes
the wall-to-fluid heat transfer per unit volume and unit time for each phase. The two
terms q

k
and qT

k
denote the molecular and turbulent heat fluxes inside phase k.

The interface sharpening equation given by (5) is generalized by the new for-
mulation (10) in order to ensure the mass conservation in case of heat and mass
transfer:

@sa2q1q2 þrða1a2q1q2~nÞ ¼ eDða2q1q2Þ: ð10Þ

For the cases we are going to deal with in this section, the interfacial mass
transfer rate is defined as

C ¼ q2 þ q1
L

; ð11Þ

where q1 and q2 are the heat fluxes coming from the liquid and vapor sides of the
interface, respectively, and L is the latent heat. In the NEPTUNE_CFD code, the
sum of the heat fluxes is divided by the difference between the vapor and the liquid
enthalpy (which is close to the latent heat).

Then, the heat fluxes are defined as
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qk ¼ kk ð@xiTkÞ ni; ð12Þ

where n is the normal vector to the interface pointing from vapor to liquid and λ is
the thermal conductivity. In the first approximation, we use the following expres-
sion for the heat flux in the stratified cell for the liquid phase (phase 1):

q1 ¼ h1 ðTsat � T1Þ; with h1 ¼ k1=y1, where y1 is the evaluated thanks to the
liquid volume fraction in the stratified cell: aS.

Therefore, we define T1 and y1 (replaced by X1 in the following expression) and
Tsat by

X1 ¼ aSX
S
1 þ ð1� aSÞX1

1 and Tsat ¼ aST
2
sat þ ð1� aSÞTS

sat: ð13Þ

The notations and the configuration of the three cells in the “LI3C method” [22]
are given in Fig. 14. Then, for the vapor phase (phase 2), the same expressions are
used to calculate T1, y1, and q2 with aS, the volume fraction of vapor in the stratified
cell. For Tsat, we take also into account its value in the liquid cell:

Tsat ¼ 0:5ðTS
sat þ aST

2
sat þ ð1� aSÞT1

satÞ: ð14Þ

Moreover, in this part, we also deal with the possible presence of vapor in the
liquid as a residual phase. In this case, we add an interfacial transfer term to relax
the vapor temperature toward the saturation temperature:

P
0 ¼ a1a2q2Cpv

Tv � Tsat
s

: ð15Þ

Fig. 14 Diagram of the three
cells in the LI3C method and
notations for the heat flux
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4.2 Validation Case

The Stefan problem deals with a 1D heat and mass transfer between water and
steam. Vapor and liquid are contained in a tube with a heated wall [23]. In this case,
vapor is superheated and the liquid temperature is equal to the saturation temper-
ature: Tsat = 373.15 K. The wall temperature keeps a constant value during the
simulation: Twall = 398.15 K. As a consequence, there is a temperature gradient in
the vapor phase (Fig. 16). The pressure of the system was equal to 1013 hPa, the
surface tension to 0.059 N/m, and the latent heat to 2.26 106 J/kg. For the initial-
ization of the volume fractions, we defined four cells, which contain only vapor, a
cell with 50 % of each phase and the rest with liquid only. We also initialized the
vapor temperature with an affine function. Therefore, we see in Fig. 15 that the
results are in good agreement with the analytical expression of the interface position
for all the mesh refinements. For all these simulations, the average mass balance
error was equal to 10−5 % and the average energy balance error to 10−7 %.

Fig. 15 Stefan case: interface
position

Fig. 16 Conditions of simulation at a given time for the Stefan problem, the liquid boils and the
interface moves to the right side due to volume expansion of the liquid–vapor phase change
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5 Conclusions

A multifield numerical model, coupling the dispersed two-phase and interface
located approach, has been established. Every field is followed with an Eulerian
point of view. The dispersed field is modeled through the Euler–Euler two-fluid
model, and the interface of the continuous gas field is located with a tracking
method, extending a level-set method to the two-fluid Eulerian formalism. The
approach has proved to be numerically robust, even used on a nonconforming
mesh. A first comparison with experimental observations has been presented and
showed a qualitatively good accordance. The quantitative comparison now shows
tendencies and points out the effort that has to be made on the modeling of the
transfer terms between the two gas fields.

This type of coupled models is of relevant interest for complex and industrial
two-phase simulations. The coupling terms presented here should be improved by
the further comparison with experimental measurements. In particular, the creation
term for the continuous gas field should rely on the dispersed bubble diameter,
which is calculated through coalescence and break-up models. This means that a
polydispersed approach for the dispersed gas field should be used to improve the
physical modeling. Another difficulty is the modeling of the two-phase turbulence
of such two-phase structures. The LES modeling of two-phase turbulence terms is
still a major issue in the literature [24]. In the present work, the turbulence was not
modeled.

In this context, heat and mass transfer are also challenging because of numerical
instabilities for large time step.
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Large Eddy Simulation of Cavitating
Throttle Flow
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Nomenclature

a, C1, C2 Closure coefficient in turbulence model (-)
CL, CT*, Cε1 Closure coefficient in turbulence model (-)
Cε2, Cη, Cμ Closure coefficient in turbulence model (-)
D Interphase exchange term of ε-equ. (W/m3s)
E Magnitude of velocity gradient tensor (s−1)
f Elliptic relaxation term (s−1)
g Gravitational acceleration (m/s2)
k Turbulence kinetic energy (m2/s2)
K Inter-phase exchange term of k-equ. (W/m3)
L Length scale (m)
M Inter-phase exchange term of U-equ. (N/m3)
nph Number of phases (-)
N 000 Number density of bubbles (1/m3)
p Pressure (Pa)
P Shear production term (m2/s3)
Q Second invariant of velocity gradient tensor (s−1)
S Velocity strain tensor (s−1)
t Time (s)
T* Turbulent time scale (s)
U Velocity (m/s)
v2 Reynolds stress normal to wall (m2/s2)
V Volume (m3)
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W Vorticity tensor (s−1)
x, y, z Space coordinate directions (m)
�z Z-coordinate divided by channel depth (-)
α Volume fraction (-)
Γ Mass transfer rate (kg/m3s)
ε Turbulence dissipation rate (m2/s3)
μ Dynamic viscosity (Ns/m2)
ν Kinematic viscosity (m2/s)
ρ Density (kg/m3)
σk, σε, σζ Closure coefficient in turbulence model (-)

1 Introduction

There are various approaches for the numerical simulation of cavitating two-phase
flow, i.e., injector flows. They can be roughly subdivided by the treatment of the
conservation equations, Euler or Lagrangian, by the cavitation model, and by the
method for the turbulence closure. The Euler-Eulerian multi-fluid approach is
widely used for cavitating injector flows, as discussed by Alajbegovic et al. [1] and
several others. There the liquid and gaseous phase(s) are treated as inter-penetrating
continua, and for every phase the complete set of transport equation is solved. This
is different to the Euler-Lagrangian approach which applies the Eulerian approach
for the continuous phase, and the Lagrangian treatment for the dispersed phase. For
injector flows, the Euler-Lagrangian approach has benefits in the description of
single-bubble effects, i.e., bubble oscillations and implosions, but suffers from
attenuated validity in regions with dominating vapor phase. Explicit interface
tracking with volume-of-fluid (VOF) or similar methods for surface capturing are
nowadays applied for detailed investigations of single-bubble flows; for most of the
industrial applications the computational effort is too high.

Many cavitation models are based on the Rayleigh-Plesset equation, and either
solve it fully for individual parcels, as discussed by Giannadakis et al. [2], or they
neglect viscous and surface tension term to obtain correlation for the mass transfer
and solve it within the Euler-Eulerian framework, as discussed by Alajbegovic et al.
[3]. Other cavitation models are based on the thermodynamic equilibrium
assumption and focus on compressibility effects, as presented by Schmidt et al. [4].

For the turbulence treatment, Reynolds averaged Navier-Stokes equations in
combination with different kinds of eddy viscosity models for the turbulence clo-
sure is state of the art for many years. The most famous model is the two-equation
k-ε model of Launder and Spalding [5]. In the meantime, there exist many
improvements of this model. Most of them focus on better near wall treatment,
extension of the Reynolds number range, and the predictability of separation
effects. For multi-fluid flows, the turbulent transport equations are solved either for
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every phase separately, as mixture, or only for the dominating continuous phase. In
recent years, Large Eddy Simulation has become a very popular method for sim-
ulating turbulent flows. This method is certainly superior to RANS methods in
strongly separated flows, since it simulates directly the large turbulent structures
and models only the influence of the sub-grid scales on the resolved ones. Through
low-pass filtering of the Navier-Stokes equations, the small scales are eliminated
and a turbulence closure is necessary. In many cases, this is done by the eddy
viscosity assumption, as proposed by the well-known Smagorinsky model [6].

The aim of the present study is to perform unsteady RANS as well as LES
simulations of a cavitating throttle flow within the Euler-Eulerian multi-fluid
approach, and to compare the vapor distributions and velocity profiles with mea-
surements performed in the previous publication presented by Morozov and Iben
[7]. These experiments analyze the cavitating flow in micro-geometries which are
close to real-life Diesel injection systems. Although a rectangular channel is used,
and the pressure is lower than in a state-of-the-art common rail system, the optical
measurement technique provides an understanding of the cavitation inception, and
clearly shows shear flow cavitation effects in combination with laminar separation.

The paper is organized as follows. The second section discusses the modeling
approach, containing a brief summary of the Euler-Eulerian multi-fluid model, the
cavitation model, and the turbulence modeling. The third section deals with the
experimental set-up, and the fourth section discusses the numerical set-up including
geometry, solution procedure, and shows the comparison between simulations and
experiments.

2 Theoretical Background

2.1 Multi-Fluid Model

The Euler-Eulerian multi-fluid approach has been applied for the throttle flow
simulations in the present study. Based on the work of Drew and Passman [8], the
complete set of conservation equations is solved for an arbitrary number of
inter-penetrating phases, nph. The governing equations are obtained from an
ensemble-averaging procedure of the conservation equations. Each phase is char-
acterized by its volume fraction α. The governing equation for conservation of mass
is described by the equation

@akqk
@t

þ @

@xj
akqkUk;j
� � ¼ Xnph

l¼1;l6¼k

Ckl; ð1Þ

where ρk is the density, Uk is the velocity vector, and Γkl represents the mass
transfer rate per unit volume between phases k and l. Here and in all the other
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transport equations the Einstein summation convention is implied. The ith com-
ponent of the momentum conservation equation for phase k is given as

@akqkUk;i

@t
þ @

@xj
akqkUk;jUk;i
� � ¼� ak

@p
@xi

þ @

@xj
akqk sk;ij þ stk;ij
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þ akqkgi þ
Xnph

l¼1;l6¼k

Mkl;i þ
Xnph

l¼1;l6¼k

Ukl;iCkl:

ð2Þ

τk,ij denotes shear stress tensor (divided by the density), g is the gravitational
acceleration vector, and the term Mkl represents the interfacial forces between the
phases, such as drag and turbulent dispersion. Uniform pressure, pk = p, for all
phases is assumed, and the sum of the volume fractions of all phases must equal one
to fulfill the compatibility condition.

2.2 Cavitation and Erosion Model

The CFD code AVL FIRE® offers several cavitation models, linear or non-linear,
and also poly-dispersed cavitation model. All models are based on the simplified
Rayleigh-Plesset equation for single-bubble growth to obtain a correlation for the
mass transfer and solve it within the Euler-Eulerian framework, as discussed by
Alajbegovic et al. [3]. The viscous and surface tension terms of the
Rayleigh-Plesset equation are neglected. The linear cavitation model assumes
balance between pressure term and quadratic term only, while the non-linear cav-
itation model additionally considers the bubble radius acceleration term. The
poly-dispersed cavitation model solves additional transport equations for bubble
number density and interfacial area and takes into account bubble break-up and
collisions. Details about this model are discussed by Wang et al. [9].

The focus of the current study is on the turbulence model. Thus, the most simple
cavitation model, the linear cavitation model, was applied for the simulations. There
the mass transfer between dispersed vapor phase d and continuous liquid phase c is
described by the equation

Cdc ¼ 3:95
Dp
jDpj

qdffiffiffiffiffi
qc

p N 00013a
2
3
d Dpj j12¼ �Ccd ; ð3Þ

where N 000 is the bubble number density, and Δp denotes the difference between
static and saturation pressure.

The erosion model used in the present analysis follows the work of Berchiche
et al. [10], and Franc and Riondet [11]. The driving force for the erosion mechanism
is the bubble collapse on the material surface. If the collapses occur repeatedly at
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the same location, the material yields after a certain time, and material removal is
started. After removal of the hardened layer, the erosion process accelerates until
steady material removal rate is reached. The applied model estimates the so-called
Mean Depth of Penetration Rate (MDPR) under steady material removal conditions.
Thus, the MDPR represents the rate of the solid material removal in meter per
second. The essential point of the cavitation erosion model is to quantify the flow
aggressiveness, or the mean amplitude of impact loads. Regions of collapsing
bubbles are identified by negative mass transfer term, Γdc < 0. If these regions are
located near the wall surface within a critical distance, the cavitation erosion model
is evaluated. Details about the model and implementation can be found in the
publication of Greif and Wang [12].

2.3 Turbulence Model

The nature of the flow through fuel injectors is turbulent. The Reynolds numbers of
the experiments are in the range of 20,000 and above. The aim of this study is to
compare different turbulence models in cavitating throttle flows with respect to
velocity fields and vapor distribution. Therefore, simulations with the four-equation
k-ε-ζ-f model, which is an unsteady RANS model, are compared with Large Eddy
Simulations.

2.3.1 RANS Model

Following the same ensemble-averaging procedure as that used for deriving the
multi-fluid transport equations, one obtains turbulent transport equations for each
phase. The four-equation k-ε-ζ-f model proposed by Hanjalic et al. [13] and
enhanced by Basara [14] is particularly suitable for predicting near wall turbulence.
The authors propose a version of the eddy viscosity model based on Durbin’s
elliptic relaxation concept [15]. The aim is to improve numerical stability of the
original �m2 � f model by solving a transport equation for the velocity scale ratio
f ¼ �m2=k instead of the wall normal velocity scale �m2. This model has been adopted
for multi-fluid applications, and it is fully available in the CFD code FIRE®. The k-
ε-ζ-f model solves transport equations for every phase for the turbulence kinetic
energy k, the turbulence dissipation rate ε, and the velocity scale ζ which determines
the ratio of wall normal velocity scale and k. Additionally, elliptic relaxation
equations for f, which is a parameter closely related to the pressure-strain redis-
tribution term, are solved for each phase k. The full model is given below:

The eddy viscosity is obtained from the equation

ltk ¼ ClfkkkT
�
k ; ð4Þ
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where T�
k is the turbulent time scale. The transport equations for the turbulent

kinetic energy kk and the turbulence dissipation rate εk of phase k yield

@akqkkk
@t

þ @

@xj
akqkUk;jkk
� � ¼ @

@xj
ak lk þ

ltk
rk

� �
@kk
@xj

� �

þ akPk � akqkek þ
Xnph

l¼1;l6¼k

Kkl þ
Xnph

l¼1;l6¼k

kklCkl

ð5Þ

@akqkek
@t

þ @

@xj
akqkUk;jek
� � ¼ @

@xj
ak lk þ

ltk
re

� �
@ek
@xj

� �
þ akqk

C�
e1Pk � Ce2ek

T�
k

þ
Xnph

l¼1;l6¼k

Dkl þ
Xnph

l¼1;l6¼k

eklCkl:

ð6Þ

The production term due to shear is given by Pk ¼ stk;ij@Uk;i=@xj. The terms Kkl

and Dkl represent the exchange terms for turbulence between phases k and
l. According to the closure assumptions for multiphase turbulence of Lee et al. [16],
it is assumed that the turbulence level of the dispersed phase is equal to the con-
tinuous phase, and the interaction between these phases is neglected. In the equa-
tions for kk and εk, the differences to the standard k-ε model of Launder and
Spalding [5] are the limitation of the time scales Tk, the omitted compressible
correction term, and adapted closure coefficients. The transport equations for the
velocity scale ratio are described by the equation

@akqkfk
@t

þ @

@xj
akqkUk;jfk
� � ¼ @

@xj
ak lk þ

ltk
rf

� �
@fk
@xj

� �
þ akqkfk � akqk

fk
kk
Pk

þ
Xnph

l¼1;l6¼k

fklCkl; ð7Þ

and the elliptic relaxation equation for fk yields

fk � L2k
@2fk
@xj@xj

¼ C1 þ C2
Pk

fk

� � 2
3 � fk
Tk

: ð8Þ

The turbulent time and length scales, T�
k and Lk, are given by

T�
k ¼ max min

kk
ek
;

affiffiffi
6

p
Clfk

ffiffiffiffiffiffiffiffiffi
SijSij

p
 !

;CT�

ffiffiffiffi
mk
ek

r !
ð9Þ
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Lk ¼ CL �max min
k3=2k

ek
;

ffiffiffiffi
kk

pffiffiffi
6

p
Clfk

ffiffiffiffiffiffiffiffiffi
SijSij

p
 !

;Cg
m3k
ek

� �1
4

 !
: ð10Þ

The constant C�
e1 in the turbulence dissipation equation is damped close to the

wall according to

C�
e1 ¼ Ce1 1þ 0:045

ffiffiffiffiffiffiffi
1=f

p� �
: ð11Þ

The closure coefficients of all equations in the k-ε-ζ-f model are summarized in
Table 1.

2.3.2 LES Model

The idea of the current study is to apply the governing LES equations for every
phase of the Euler-Eulerian transport equations separately. This means that the
turbulence of every phase is independent from the other phases, the coupling in
between, and therefore the effect on turbulence takes place through the interfacial
mass and momentum exchange terms. This is different to other approaches where
the LES governing equations are either taken into account only for the dominating
liquid phase, as applied by Niĉeno et al. [17], or where only one mixture velocity
field for all phases is calculated. The benefit of the applied approach is that all
phases, liquid and vapor, have same relevance, and the turbulent structures are well
represented in zones where one phase dominates. In zones of coexisting phases, the
effect of turbulence is weighted by the phase volume fraction.

Alajbegovic [18] has shown that sub-grid scales (SGS) filtered balance equations
of mass and momentum have the same form as those obtained from the
ensemble-averaging. Thus, the SGS filtered momentum balance equation based on
Eq. (2), and applied for incompressible flows, can be written as

@ak �Uk;i

@t
þ @

@xj
ak �Uk;j �Uk;i
� � ¼ � ak

qk

@�p
@xi

þ @

@xj
akðmk @

�Uk;i

@xj
�ðUk;iUk;j � �Uk;i �Uk;jÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

srk;ij

Þ

0
BB@

1
CCA

þ akgi þ 1
qk

Xnph
l¼1;l6¼k

ðMkl;i þ �Ukl;iCklÞ:

ð12Þ

Table 1 Closure coefficients of the four-equation k-ε-ζ-f model

Cl ¼ 0:22 rk ¼ 1:0 re ¼ 1:3 Ce1 ¼ 1:4 Ce2 ¼ 1:9 rf ¼ 1:2

C1 ¼ 0:4 C2 ¼ 0:65 a ¼ 0:6 CT� ¼ 6:0 CL ¼ 0:36 Cg ¼ 85:0
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The overbar indicates filtered properties, and the term srk;ij denotes the residual or
SGS stress tensor which is often modeled by the Smagorinsky model [6]. This is an
eddy viscosity model, and for phase k the relation between SGS stress tensor and
the filtered strain rate tensor �Sk;ij can be written as

srk;ij �
1
3
sk;iidij ¼ mk;T

@ �Uk;i

@xj
þ @ �Uk;j

@xi

� �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

2�Sk;ij

¼ 2mk;T�Sk;ij; ð13Þ

where mk;T denotes the eddy viscosity. In the Smagorinksy model, mk;T is modeled
by mk;T ¼ CsDð Þ2 �Skj j, where Cs is the Smagorinsky coefficient depending on the
flow regime, Δ is the length scale depending on the cell volume, D ¼ V1=3, and the

resolved strain rate tensor is �Skj j ¼ 2�Sk;ij�Sk;ij
� �1=2

. Alternatively to the Smagorinsky
model, the Coherent Structure Model (CSM) proposed by Kobayashi [19, 20] uses
a local coefficient CCSM for the calculation of the eddy viscosity, as described by
mk;T ¼ CCSMD

2 �Skj j. There the eddy viscosity is modeled by a coherent structure
function FCS with a fixed model parameter. FCS is defined as the second invariant
Qk normalized by the magnitude of the velocity gradient tensor Ek, FCS ¼ Qk=Ek,
and it plays a role of wall damping. Qk and Ek are defined by the equations

Qk ¼ 1
2

�Wk;ij �Wk;ij � �Sk;ij�Sk;ij
� � ¼ 1

2
@ �Uk;j

@xi

@ �Uk;i

@xj

Ek ¼ 1
2

�Wk;ij �Wk;ij þ �Sk;ij�Sk;ij
� � ¼ 1

2
@ �Uk;j

@xi

� �2

�Wk ¼ @ �Uk;i

@xj
� @ �Uk;j

@xi
;

ð14Þ

where �Wk;ij is the grid scale vorticity tensor. CCSM is then calculated by the equation

CCSM ¼ 1
22

FCSj j3=2FX; ð15Þ

where FX ¼ 1� FCS is the energy decay suppression function. Since �Sk;ij�Sk;ij and
�Wk;ij �Wk;ij are always positive, FCS and FΩ have definite upper and lower limits of
�1�FCS � 1 and 0�FX � 2, respectively. Consequently, CCSM is always positive,
and its range is narrow as described by

0�CCSM � 0:05 and 0�Cs ¼
ffiffiffiffiffiffiffiffiffiffiffi
CCSM

p
� 0:22: ð16Þ

The strong advantages of the CSM model are that no damping function near the
wall and no additional transport equations are needed; it is applicable for laminar
flows, and the model implementation uses no time-averaged values which make it
easily applicable for fully transient flow problems.
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3 Experimental Facilities and Optical Measurement
Technique

The experiments used for this study have been already published in the previous
publication of Morozov and Iben [7]. A brief summary of the experimental facility
and the optical measurements techniques is given here. Details about continuative
work are described by Iben et al. [21].

A complete hydraulic system consisting of a fluid tank, a high pressure pump, a
metal throttle, and a cooling system for fluid was installed. The metal throttle is
sandwiched between two sapphire glass windows. The optical access allows
visualization of the fluid flow with high pressure differences up to 1000 bar. The
tested geometry, a throttle with a sharp inlet called I-channel, is included in a steel
plate with a thickness of 300 μm. The test facility, the geometrical dimensions of
the throttle, and the location of the measuring planes are illustrated in Fig. 1. The
flow enters and leaves the domain perpendicular to the steel plate plane with low
fluid velocity due to the large entrance and exit diameters. The flow path is marked
with a light blue line. The inlet and outlet pressures are measured by Kistler
pressure sensors with a sampling rate of 50 kHz. Working fluid is commercially
available Diesel fuel. The experimental results were not influenced by small vari-
ations of Diesel fuel properties such as component composition, viscosity, and
density from one manufacturer to another. Additionally, measurements of pressure
and temperature field distributions as well as variations of the channel geometries
have been performed, but they are not considered in this study.

The distribution of liquid and vapor regions was determined by using light
transmission measurements. The local velocity profiles and local velocity fluctu-
ations were measured through Laser-Induced Fluorescence (LIF). The optical part
consisted of the imaging System with ≈10 times optical magnification in combi-
nation with digital cameras PCO SensiCam and DiCAM and a set of light sources,
i.e., flash lamp, continuous wave He–Ne (633 nm), and pulsed KrF (248 nm) ex-
cimer lasers. The system supported an image size 1280 × 1024 pix with resolution
up to 0.8 μm/pix and image recording times of 10 ns (KrF-laser and

Fig. 1 Test facility and throttle with optical access (left), plate with throttle (middle), throttle
geometry with positions of the three measurement planes IN1, M2, and OUT1-GR (right).
Geometrical dimension are presented in μm
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DiCAM-camera for velocity measurements) and 100 ns (flash lamp and
SensiCam-camera for cavitation and turbulence visualization).

The LIF method for the velocity measurements has an estimated error of 3 %
inside the velocity range of 50–500 m/s. It is essential to consider that Diesel fuel
has strong absorption at 248 nm, and practically 100 % of light is absorbed within a
100-μm layer of Diesel fuel. Additional measurements of the spatial decays of
LIF-signal in the direction perpendicular to the pumping direction were made.
These measurements show that LIF-intensity has an exponential decay with
intensity maximum at the glass wall and a penetration half width of about 15 μm.
This means that the measured velocity profiles show the flow conditions in a
relative thin layer close to the sapphire glass wall, as illustrated in Fig. 2 right. In
[7], calibration coefficients have been used to realize a proper fit between mass flow
data and direct velocity data. In this study, an arithmetic mean value of the simu-
lated velocity profiles in 15-μm layer near the wall is compared with the direct
velocity data from the measurements. Thus, no calibration coefficient is applied,
and this explains the different scales of the experimental data between our study and
the velocity profiles published in [7].

4 Numerical Simulations

4.1 Geometrical Model and Simulation Set-up

Four simulations with changing outlet pressure and different turbulence models
have been performed. For simplicity, compressibility and thermal effects are
neglected. This means that all simulations are performed incompressible and energy
equation is not solved assuming iso-thermal behavior. Fluid properties of Diesel
have been applied. For the liquid phase, the density is set to 830 kg/m3, the
saturation pressure is 4500 Pa, and the dynamic viscosity is 0.0021 Pa·s which
corresponds to a temperature of approximately 48 °C. The operation conditions are
summarized in Table 2. The computational mesh of the LES simulations is

Fig. 2 Computational mesh for LES (left); measured region to be compared with averaged
velocity profiles (right)
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illustrated in two different zoomed views in Fig. 2 left. The channel height Ly is
295 μm, channel depth Lz is 300 μm, and the length Lx is almost 1 mm. Note, the
coordinate axis x points into flow direction, y into the channel height direction
where the point of origin is in the channel center, and z points in direction per-
pendicular to the glass wall where the origin is located at the frontal glass wall.

In the channel region, the computational mesh of the LES simulations is four
times finer than the mesh of the RANS simulations. Static pressure of 300 bar is
applied on the boundary faces on the left-hand side, and total pressure of 120 or
165 bar on the right-hand side. For the LES simulations, the time integration is done
with the fully implicit second-order three time level scheme; the spatial discreti-
zation is performed with the second-order accurate central differencing scheme for
the momentum and pressure equations, and the MINMOD scheme [22] as differ-
encing scheme for the volume fraction equation. A very small blending with the
first-order convection scheme in the momentum equation avoids numerical oscil-
lations in the velocity field. The RANS simulations are performed with first-order
implicit Euler method for time integration. The pressure correction equation is
solved with standard SIMPLE algorithm. The linear cavitation model with fixed
nuclei number density is applied for all four cases.

The RANS simulations have been initialized with zero velocity and pure liquid
in the whole computational domain. After approximately 0.5 ms, the flow field, and
especially the local vapor distribution, has reached a quasi-steady state. Then the
simulation is continued to reach at least 1 ms for the evaluation of the results. In
order to reduce the computational effort for the LES simulations, they have been
started with the final flow field of the RANS simulations, and a few time steps are
calculated on the coarse mesh. Then the flow field is mapped onto the finer mesh
and the simulation is continued for further 0.1–0.2 ms until the local velocity,
pressure, and vapor fluctuations are fully developed. Finally, the averaging period is
started for at least 0.1 ms to produce the results for comparison with the RANS
simulations and the measurements.

Table 2 Operation conditions of the simulation cases

Case RANS
300-120

RANS
300-165

LES
300-120

LES
300-165

Turbulence model RANS k-ε-ζ-f LES-CSM

Inlet–Outlet pressure [bar] 300-120 300-165 300-120 300-165

Simulation time step [s] 5 × 10−7 5 × 10−9

Simulation time/averaging
time [s]

10−3 10−4

Total number of cells 1,854,258 17 097 570

Mesh resolution in channel
(Nx × Ny × Nz)

73 × 43 × 42 292 × 172 × 168
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4.2 Simulation Results

This section presents the comparison of the simulated and measured vapor distri-
butions and velocity profiles, and shows the predicted regions of cavitation erosion.
The light transmission measurements provide images of the vapor distribution.
Since an image is always two-dimensional, but the vapor distribution is highly
three-dimensional, it was decided to compare the transmission images with
iso-surface plots of the vapor volume faction at αd = 0.5 as shown in Fig. 3. There,
single-shot transmission images are compared with instantaneous LES and the
RANS simulations, and they show a good agreement. It is interesting to observe
that the vapor field from the LES 300-120 simulation is not stable. The more or less
homogenous vapor cloud from sheet cavitation formed at the channel entrance
periodically alternates with the fully scattered vapor field formed from the growing
flow instabilities at the shear layer. The LES 300-165 case is operated with lower
pressure difference. There, only small vapor pockets are formed in the vortex
centers along the shear layer in which the local pressure is significantly lower than
in the surrounding bulk flow. Since the RANS simulation cannot resolve this effect,
case RANS 300-165 does not show any vapor.

Figure 4 shows the vapor distribution from the statistical evaluation of 50
transmission images, and the averaged volume fraction in two plane cuts parallel to
the glass wall of case LES 300-120, at z = 50 μm (�z = 0.166) and at the mid-plane of
the channel at z = 150 μm (�z = 0.5). Dark blue represents presence of vapor and red

Fig. 3 Vapor distribution of the experiment (left), instantaneous iso-surfaces of the vapor volume
fraction at α = 0.5 of the LES simulations (middle), and iso-surfaces of the vapor volume fraction
at α = 0.5 of the RANS simulations (right) for the pressure difference 300-120 bar (top) and
300-165 bar (bottom)

Fig. 4 Statistical evaluation of the experimental vapor distribution from N = 50 images (left),
averaged vapor volume fraction at a distance of z = 50 μm from the glass wall (middle), and at
z = 150 μm (right) for case LES 300-120
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stands for liquid. These images cannot be compared directly, since plane cuts
should not be compared with the transmission images. Nevertheless, an overall
agreement of the vapor cloud contour is visible, although the experiment shows
slightly more vapor than the simulation.

Figure 5 presents flow field snap-shots of the cases LES 300-120 and LES
300-165 in the channel center cut at �z = 0.5. The pressure fluctuations from the flow
instabilities in the shear layer are clearly visible. The low pressure in the vortex
center is the origin for the vapor pockets. In the plots of the velocity field, one can
observe that the longer the cavitation zone, the later the transition from laminar to
turbulent flow takes place. Case LES 300-120 has a more distinct vapor cloud, and
therefore the bulk flow stays longer laminar. The transition to turbulent flow in case
LES 300-165 takes place earlier. The experiments show similar behavior. One can
conclude that a distinct cavitation zone damps the flow instabilities in the shear
layer, and the bulk flow is longer laminar.

Next the simulated velocity fields are compared with the LIF measurements
performed in three planes called IN1, M2, and OUT1-GR. Locations of these planes
are sketched in Fig. 1. The simulations have shown that the shape of the velocity
profiles strongly depends on the distance to the glass wall boundary. While at the
channel center plane, at z = 150 μm, the bulk flow is fully developed; the velocity
profiles closer to the wall show different shapes and magnitudes. Exemplarily,
Fig. 6 shows the profiles at different z-positions for LES 300-165 in M2 and
OUT1-GR, and for RANS 300-165 in M2. Owing to the high light absorption of
Diesel fuel, the LIF method provides velocity profiles close to the glass wall, as
illustrated in Fig. 2 right. Thus, the measured LIF profiles are compared with the

Fig. 5 Instantaneous pressure (top), velocity (middle), and volume fraction (bottom) of cases LES
300-120 (left) and LES 300-165 (right) in the central cuts at z = 150 μm (�z = 0.5)
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arithmetic mean of the simulated velocity profiles at different z-positions between
approximately 2.5 and 15 μm (�z = 0.00833 and �z = 0.05) where the laser sheet has
its highest intensity. For the LES simulations in planes M2 and OUT1-GR, the
mean value is composed from thirteen velocity profiles, for the RANS simulations,
due to the coarser mesh, only from three profiles.

The full comparison of all velocity profiles in the three measurement planes is
shown in Fig. 7. Only x-components of the velocity in main flow direction are
measured. Hence, negative velocities may occur. Note, different scales in y-axis are
used for the three measurement planes. The LES simulations show very good
agreement with the measurements. Especially, the curves in plane M2, shown in
Fig. 7 middle, match very well. Only case LES 300-165 in plane OUT1-GR, shown
in Fig. 7 top-bottom, overestimates the velocity and shows double peaks. At higher
distance from the glass wall this double peaks vanish. The results of the RANS
cases are acceptable but do not have the same quality as the LES cases. It is
assumed that one reason is the relative coarse grid. As listed in Table 2, the mesh
resolution of the RANS simulations is four times coarser (in every coordinate
direction) than that of the LES. Especially close to the glass wall where the velocity
profiles were measured, the coarser mesh has higher impact on the result quality. In
the channel center plane, the difference between LES and RANS is significantly
smaller. This can be observed, if one compares the velocity profiles of plane M2 at
�z = 0.5 in Fig. 6 left and right, for cases LES 300-165 and RANS 300-165,
respectively. Both curves show comparable plateau and shape.

Finally, the erosion rate results of case LES 300-120 are presented in Fig. 8. The
cavitation erosion model calculates the distribution of the mean depth of penetration
rate MDPR which represents the rate of the solid material removal. Currently, the
simulation allows qualitative prediction of the erosion damage. For quantitative
prediction, micro-hardness surface measurements to obtain the thickness of the
hardened layer and the metallurgical shape factor are mandatory. Since these data
were not available for the current study, only qualitative erosion damage is shown.

Fig. 6 Simulated velocity profiles at different distances from the sapphire glass wall (z-position)
for M2 in case LES 300-165 (left), OUT1-GR in LES 300-165 (middle), and M2 in RANS
300-165
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The left-hand side of Fig. 8 shows the averaged MDPR distribution on the channel
wall, and the averaged vapor distribution in black-white style in the cut at �z = 0.583.
The averaged MDPR is obtained through time-averaging of the instantaneous
MDPR over the entire simulation time. The highest erosion damage will take place
near the tail of the vapor cloud. There the bubble collapse rate has its maximum,
and consequently erosion damage will start there. This behavior can be also

Fig. 7 Velocity profile of LES 300-120 and RANS 300-120 (top), and LES 300-165 and RANS
300-165 (bottom) compared with the measurements at the measurement planes IN1 (left), M2
(middle), and OUT1-GR (right)

Fig. 8 Qualitative prediction of the mean depth of penetration rate (MDPR) of case LES 300-120.
Left Averaged MDPR and averaged liquid volume fraction. Right instantaneous MDPR and
instantaneous liquid volume fraction
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observed in Fig. 8 right where the instantaneous MDPR and vapor distribution are
shown. If bubble collapse, indicated by negative mass transfer rate Γdc in Eq. (3),
takes place near the wall, the instantaneous MDPR is evaluated. The higher the
bubble impact rate, which is related to the mass transfer rate Γdc, the higher is the
MDPR. The other operation point, calculated at case LES 300-165 has much lower
vapor, and consequently no remarkable erosion damage is predicted.

5 Summary and Conclusions

LES simulations with the coherent structure model have been performed on cavi-
tating throttle flow for two operation points with different pressure conditions. The
simulated vapor distributions and velocity profiles have been compared with
measurements and RANS simulations. There is a good agreement between simu-
lation and experiment. Furthermore, the LES gives deeper inside into the flow
phenomena. Beside of the transition of the bulk flow from laminar to turbulent, the
LES resolves the flow instability in the shear layer at the channel entrance. The
consequential pressure fluctuations are the cause of vortex cavitation on small
scales which cannot be resolved by RANS simulations in general. Moreover, the
simulations have shown that the bulk flow in the throttle channel is inhomogeneous,
and that the comparison of simulated velocity profiles or vapor distribution at single
cuts with experiments is not reasonable. The applied erosion model allows quali-
tative prediction of the erosion damage. Simulations with even finer computational
meshes in order to resolve more details of the shear layer instability, taking into
account liquid compressibility and thermal effects, and qualitative prediction of the
erosion damage are part of further research.
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Rans Computations of a Cavitating Tip
Vortex

Jean Decaix, Guillaume Balarac and Cécile Münch

Nomenclature

aL Liquid volume fraction
rv Cavitation parameter
C Chord length (m)
I Angle of incidence (degree)
K Turbulent kinetic energy (m2/s2)
P Pressure field (Pa)
pvap Vaporisation pressure (Pa)
ui Velocity field (m/s)
m Molecular kinematic viscosity (m2/s)
mt Turbulent eddy viscosity (m2/s)
x Turbulence frequency (1/s)
rij Viscous stress tensor (kg/(m.s2)
sij Reynolds stress tensor (kg/(m.s2)
s Gap width (m)
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1 Introduction

A tip vortex develops when an obstacle of finite span is immersed in a flow. Tip
vortices can be encountered both in external and internal flows. External flows can
be illustrated by the helicopter rotor blades or by aircraft wings, for which the tip
vortex develops at the end of the wing close to the leading edge. For the external tip
vortices, the researches focus on the vortex growth and decrease. Internal flows that
involve tip vortices are encountered in aircraft engines or hydraulic turbines. In
these cases, the influence of the gap between the blade and the stator is of the most
importance. A large part of the studies are confined to one-phase flows due to the
difficulties to perform measurements and numerical simulations for two-phase
flows.

For one-phase flow, several experimental studies investigate the influence of the
gap width on the tip vortex behaviour [1, 2]. One of the most documented studies
was performed by Devenport [3, 4] in the case of a compressor cascade. Overall,
these studies focus on the field downstream the blade by analysing the mean and
turbulent flow and the influence of a moving end wall. The turbulent flow is not
isotropic since the longitudinal fluctuations dominate. Moreover, the endwall
motion does not affect the main features of the tip vortex. An attention is also
devoted to the wandering motion of the tip vortex. This phenomenon is not well
understood; particularly, it is not clear if the wandering depends on the experi-
mental tunnel [5].

Numerically, the tip vortex was investigated using various models as vortex
methods [6], Reynolds Averaged Navier Sokes (RANS) approach coupling with an
eddy viscosity model [7] or second moment closure [8], or Large Eddy Simulation
[9]. In [10], the author uses the Joseph criterion to determine the regions that can be
affected by cavitation. Nevertheless, no cavitation simulations have been attempted.

Since several years, cavitating flows have been experimentally investigated in
various configurations. Some studies focus on the tip vortex [11, 12]. The study of
Miorini gives information of the velocity field inside the gap due to PIV mea-
surements. However, the measurements are rarely available inside the vortex.
Regarding the computations, only few attempts have been performed [13, 14] using
RANS or ILES (Implicit LES) modelling. The validations are often restricted to
flow vizualisations.

The present work consists in the computation of a truncated Naca 0009 profile
mounted in a channel. The computations are carried out with the OpenFOAM
solver release 2.1.0. Previous RANS and LES computations without cavitation have
been already performed [15]. In the present study, a non-cavitating case is firstly
computed and compared with experimental measurements provided by the
Laboratory of Hydraulics Machines—Swiss Federal Institute of Technology
Lausanne [16, 17]. Then, cavitation is introduced in the simulation. Results are
discussed by comparisons between the cavitating and non-cavitating cases.
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2 Flow Modelling

The OpenFOAM solver provides various turbulence and cavitation models. For the
present computations, the two-phase flow is modelled using a homogeneous
relaxation model. Therefore, the two phases are considered to share the same
velocity, the same temperature and the same pressure. The mixture density is
computed as

q ¼ aLqL þ ð1� aLÞqV ; ð1Þ

where aL is the liquid volume fraction and qL and qV , respectively, are the liquid
and the vapour density.

The RANS equations for the mixture read

@q
@t

þ @q�ui
@xi

¼ 0

@q�ui
@t

þ @qujui
@xj

¼� @�p
@xi

þ @ rij þ sij
� �

@xj

; ð2Þ

where rij is the viscous stress and sij is the turbulent stress defined as

rij ¼ qm
@�ui
@xj

þ @�uj
@xi

� �

sij ¼� qu0iu
0
j ¼ qmt

@�ui
@xj

þ @�uj
@xi

� � ; ð3Þ

where m is the kinematic molecular viscosity and mt is the kinematic turbulent eddy
viscosity. The overbar and the prime superscript denote, respectively, the mean and
the turbulent parts.

The turbulent eddy viscosity mt is computed using the k-ω SST model [18]:

mt ¼ a1k
max a1x; SF2ð Þ ; ð4Þ

where k is the turbulent kinetic energy, ω is the turbulence frequency, S is the
invariant measure of the strain rate, F2 is a blending function and a1 ¼ 0:31.

The liquid volume fraction aL is computed using a transport equation that reads

@aL
@t

þ �uj
@aL
@xj

¼ mv þ mc; ð5Þ

where mv and mc are, respectively, the vaporisation and the condensation source
terms. These two terms are estimated using a derivation of the Kunz’s model [19]:
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mv ¼ q
qL

Cv

t1

min p� pvap; 0
� �
0:5qLU21

mc ¼ q
qL

Cc

t1
a2L

max p� pvap; 0
� �

max p� pvap; 0:01pvap
� � ; ð6Þ

where pvap is the vaporisation pressure, U1 is a velocity reference, t1 is a
relaxation time and Cv and Cc are the two empirical parameters specified by the user.

3 Test Case

The test case consists in a Naca 0009 blade with a truncated trailing edge mounted
in a channel. The chord blade length c is of 0.1 m, the angle of attack i is of 10° and
the gap width τ divided by the chord length is of s=c ¼ 0:1. The cross section is a
square of length 1.5 c. The inlet velocity is set to U1 ¼ 10:2 m/s.

Fig. 1 Computational domain: 3D view (top) and top view (bottom)
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The computational domain extends two chords upstream the leading edge and
five chords downstream the trailing edge (Fig. 1). The equations are discretised on a
structured mesh containing approximately 2 millions of nodes. The gap region is
filled with 30 nodes. The boundary conditions are as follows:

• At the inlet: ux ¼ 10:2 m/s, uy ¼ uz ¼ 0 m/s.
• At the outlet: a convective condition is applied. Pressure reference is provided at

a point located 1.3 c upstream the trailing edge.
• Walls: no slip condition with the use of an extended wall law.

The system of equations is solved using a mix of the SIMPLE and PISO
algorithms called PIMPLE algorithm in the OpenFOAM framework. The time step
is set to 10−5 s.

4 Results

4.1 Computation Without Cavitation

Figure 2 displays the tip vortex identified using the Q-criterion and the three planes
where the experimental data are available. To assess the accuracy of the compu-
tation, the centre of the vortex is determined using the maximum of the axial
vorticity. Table 1 gathers the position of the vortex both for the experiment and the
computation. Overall, the discrepancy is lower than 15 %, excepted for the y-
position at x/c = 0.15 m. Figure 3 shows the contour of the velocity components.
The axial velocity acceleration on the left side of the vortex is captured by the
computation even if the magnitude is slightly underestimated. The high magnitude
of the crosswise components is also capture. It is noticeable that compared to the

Fig. 2 Tip vortex determined with the Q-criterion and location of the experimental measurement
planes
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Table 1 Position of the centre of the tip vortex

x/c y/c (Experiment) y/c (RANS) z/c (Experiment) z/c (RANS)

1 0.14 0.13 0.12 0.1

1.2 0.18 0.18 0.13 0.12

1.5 0.3 0.22 0.16 0.15

Fig. 3 Contour of the velocity components (downstream view). Experiment (left) and RANS
(right)
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experiment, the computation diffuses the gradient of the crosswise components in
the core of the vortex. Therefore, the value of the axial vorticity in the core of the
vortex is underestimated. Nevertheless, focusing on the iso-contour of the axial
vorticity near the vortex centre (Fig. 4), the vorticity is well resolved since the
iso-line matches. It can be concluded that the RANS computation is able to provide
results in accordance with the experiment.

4.2 Computation with Cavitation

For the cavitating computation, the parameters of the cavitation model are set to

• t1 ¼ 0:001 s:
• U1 ¼ 10 m=s:
• pvap ¼ 255000 Pa:
• Cc ¼ 500 and Cv ¼ 3500.

The value of pvap can be explained by the fact that the vorticity inside the vortex
core is underestimated. Indeed, such an underestimation leads to an overestimation
of the pressure inside the vortex. Therefore, the expected low pressure inside the
vortex (approximately pvap ¼ 2330 Pa at 293 K) cannot be reached. A first com-
putation was performed at the same cavitation parameter rv ¼ 2:1 in which the
experiment was not able to provide a cavitating tip vortex. A second computation at
rv ¼ 1:3 provides a cavitating tip vortex that can be compared qualitatively with

Fig. 4 Iso-line of the
non-dimensional axial
vorticity (X�

x ¼ 10 at x/c = 1)
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the experiment. The iso-contour of the liquid volume fraction (Fig. 5) shows that
cavitation appears mainly in the core of the vortex and in the gap. No cavitation is
observed on the suction side, except a thin layer at the leading edge.

Experimental data are restricted to high-speed viewings. Figure 6 shows a
superposition of an experimental view of the tip vortex and the iso-contour of the
liquid volume fraction provided by the computation. The trajectory of the cavitating
tip vortex is well predicted by the computation. The volume occupied by the tip
vortex is slightly larger for the computation than the experiment.

The results are also compared with the computation without cavitation. The
mean axial velocity field is strongly affected by the presence of cavitation (Fig. 7).
Indeed, for the cavitating computation, the boundary layer separates on the suction
side. This is caused by the presence of the thin film of cavitation at the leading edge.
Moreover, the trajectory of the tip vortex downstream the trailing edge is modified.
Figure 8 represents the tip vortex trajectory projected on an x-y plane and an x-z
plane. The y-position is lower with cavitation than without cavitation. The z-
position is closer to the sidewall in case of cavitation. These two features can be
explained by the separation of the flow on the suction side. The separation
decreases the pressure difference between the pressure side and suction side leading
to a lower y value and involves a larger wake, which prevents the tip vortex from
moving to the centre of the channel.

Fig. 6 Superposition of the tip vortex between the experiment (in front) and the RANS
computation (behind)

Fig. 5 Iso-contour of the liquid volume fraction (aL ¼ 0:9)
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5 Conclusion

Computations of the tip vortex including the gap between the blade and the side
wall are performed for cavitating and non-cavitating configurations. The
non-cavitating computation is assessed compared with experimental data available
downstream the trailing edge. Results based on the vortex trajectory and the

Fig. 7 Mean axial velocity field in the mid-span section. Computation without cavitation (top)
and with cavitation (bottom)

Fig. 8 Position of the centre of the vortex projected in an x-y plane (left) and x-z plane (right)
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velocity field show few discrepancies between the experiment and the computa-
tions. However, an inability of the computation to resolve the vorticity in the core of
the vortex is put in evidence even if the vorticity near the vortex core is well
captured. This feature prevents the computation from predicting an accurate drop in
pressure in the vortex core. Consequently, the computation with cavitation cannot
be carried out for the same operating point than the experiment. Adjusting the
operating point, a cavitating tip vortex can be obtained with a qualitative agreement
with the experiment. The computation put in evidence that the development of
cavitation involves a separation of the boundary layer on the suction side.
Therefore, the tip vortex trajectory downstream the trailing edge is modified.
Particularly, the vortex evolves closer to the sidewall, which can enhance erosion
problems.

The results make appear that additional works are needed. For instance, the
development of methods can allow resolving the vorticity inside the vortex core and
performing cavitating computations at the same operating point than the experi-
ment. Moreover, experimental data inside the cavitating vortex will be welcome in
order to assess the relevance of the parameters used for the cavitation model.
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Numerical Modeling of Aerated Cavitation
Using Compressible Homogeneous
Equilibrium Model

Petar Tomov, Sofiane Khelladi, Christophe Sarraf and Farid Bakir

1 Introduction

The numerical modeling of cavitation phenomena is a challenging task taking into
account the various aspects of physics modeling and the development of robust
numerical approach. In the case of the cavitating flows, a high amount of different
flow regimes coexist simultaneously. Moreover, coupling aeration in a cavitating
flow is a recent technique to control the overall effect of the cavitation over the zone
of interest [12, 28]. The aeration process is done by injecting spherical air bubbles
into the fluid flow. Such type of flows is defined by large variations of the local
Mach number, compressibility, and thermodynamical changes as a result of the
phase change phenomena [4]. In addition to this, the turbulence modeling plays an
important role in the unsteady flow behavior. [2, 14] studied such kind of a flow
behavior in a venturi flow using a barotropic cavitation model. In the present paper,
the differential equation system is composed of the Navier-Stokes equations,
implemented with the Homogeneous Mixture Model [24]. The model takes into
consideration the re-entrant jet at the cavity closure region. The same re-entrant
liquid travels upstream on the surface of the venturi and “cuts” the vapor cloud.
That latter process is repeated several times which results in a periodic vapor
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shading. In the present work, an iLES was used to investigate the cavitation process
and the interaction with injected air bubbles. The aim of the paper is to not only to
present the aerated cavitating behavior of a flow in a venturi duct but also the
contact handling algorithm behind the simulations. For the sake of the paper, a 2D
venturi type duct has been used with the symmetrical 18� � 8� convergent/
divergent angles, respectively, on the top and bottom walls.

2 Numerical Code

2.1 Homogeneous Mixture Model

The Navier–Stokes equations are coupled with the Homogeneous Mixture Model
which was developed initially by [26]. The latter model accounts for the momen-
tum, mass, and energy equations in the case of the homogeneous mixture flow. The
liquid and vapor phases are separately described by equations of state in order to
preserve the hyperbolicity of the system. In such a way, the each of the two phases
keeps their proper thermodynamic behavior [16]. In the cavitation zone, the con-
servation equations lose their hyperbolic character and become elliptic. The use of
this model suppose the presence of thermodynamic equilibrium at each point of the
numerical domain, therefore the vapor phase pressure is considered as constant and
is equal to the saturation vapor pressure. The model does not take into account the
relative motion between the phases i.e., the slip velocity is equal to zero. The vapor
volume fraction is defined by

a ¼ q� ql;satðTÞ
qv;sat Tð Þ � ql;satðTÞ

; ð1Þ

where qv;sat Tð Þ; ql;satðTÞ are the saturation densities for the vapor, liquid state,
respectively. For the Homogeneous Mixture Model the conservation equations are
written as it follows:

Mass conservation:

@q
@t

þ @qUi

@xi
¼ 0; ð2Þ

where U is the velocity since the slip velocity is zero, and q is the density for the
mixture defined as it follows:

q ¼
X

qKaK : ð3Þ
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The Momentum Conservation:

@qUi

@t
þ @

@xj
quiuj
� � ¼ � @P

@xi
; ð4Þ

where P is the pressure defined in a similar manner as the density for the mixture
phase:

p ¼
X

pKaK : ð5Þ

The Conservation of Energy:

@qE
@t

þ @

@xi
qEuið Þ ¼ � @PUi

@xi
: ð6Þ

The specific energy of the mixture phase is defined as follows:

qe ¼
X

qKaKeK : ð7Þ

In all the formulas (3)–(7), k is the phase (liquid, gas or mixture).

2.2 Vapor Phase

As we have mentioned previously in the beginning of the paper, the vapor phase is
described by its own equations of state, in order to prevent the loss of hyperbolicity.
The code uses the equation of state of a perfect gas.

pv ¼ ðc� 1ÞðqvevÞ: ð8Þ

The temperature equation is written in terms of the latent heat of vaporization Lv
for a T ¼ T0 ¼ 273:15K as it follows:

Tv ¼ e� el0 � LvðT0Þ
Cv

þ T0: ð9Þ

The Sutherland law [31] is used for the dynamic viscosity formulation.

lv ¼ lref
T
Tref

� �3=2Tref þ s
T þ s

; ð10Þ

where Tref ; lref are the reference temperature and the viscosity at the given tem-
perature, respectively. s is Sutherland’s temperature for air ¼ 110:56K. The speed
of sound is given perfect gas law formulation.
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c2v ¼
cp
q

¼ crT : ð11Þ

2.3 Liquid Phase

The liquid phase equation of state is the modified Tait equation [26] written as
follows:

p ¼ Ko
q

qsatðTÞ
� �N

�1

" #
þ psat; ð12Þ

where K0 and N are constants depending on the fluid and qv;sat Tð Þ; ql;satðTÞ are the
saturation densities for the liquid. The Tait equation considers the pure state liquid
as a saturated component in the multiphase flow. Further, [26] proposed a simplified
formulation for the case of a water:

eðTÞ ¼ cv T � Tref
� �þ e0: ð13Þ

The previous equation gives the temperature dependence as

T ¼ e� elo
cl

þ T0: ð14Þ

The liquid viscosity is given by the Vogel’s equation:

ll ¼ e Aþ B
CþTð Þ; ð15Þ

where A, B, and C are the empirical parameters. In the case of water they are as
follows:

A ¼ �3:7188; B ¼ 578:919; C ¼ �137:546: ð16Þ

The speed of sound for the liquid water is calculated as follows [5]:

c2l ¼
Nðp� psat Tð Þ þ K0Þ

q
þ p
q2ClðTÞ

@psatðTÞ
@T

� Nðp� psat Tð Þ þ K0Þ
qsat Tð Þ

@qsatðTÞ
@T

� �
:

ð17Þ
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2.4 Mixture Phase

The mixture phase considers the presence of both phases at thermodynamical
equilibrium. The mixture phase pressure is equal to the saturation pressure.

pl ¼ pv ¼ psat Tð Þ ¼ p; ð18Þ

Tl ¼ Tv: ð19Þ

The mixture dynamic viscosity is a function of the liquid and vapor viscosities of
the two phases:

lm ¼ alv þ ð1� aÞll: ð20Þ

The thermodynamic equilibrium of the homogeneous model allows the use of
the Wallis relation [15] for the calculation of the speed of sound in the
Liquid-Vapor mixture.

1
qcm

¼ a
qv;satðTÞc2v

þ 1� a
ql;satðTÞc2l

: ð21Þ

3 Finite Volume Approach

The numerical procedure of a Moving Least Squares (MLS) method is applied in
order to compute the order of derivation in a Finite Volume (FV) framework [24].
A Taylor expansion series of variables have been used in the interior of each cell for
the computations of the higher order of accuracy. The approximation of the higher
order derivatives has been made possible by a MLS approach further described in
the next subsection.

3.1 Moving Least Squares Reproducing Method

A variable U �;Xð Þ can be written in Taylor expansion series:

U �;Xð Þ ¼
Xþ1

a¼0

Xa
b¼0

1
b! a� bð Þ! X � XIð Þa�bðY � YIÞb @aU

@Xða�bÞ@Yb

� �
ð�;XIÞ: ð22Þ

The FV-MLS method is a point-wise method which calculates the values of the
conserved variables in the cell centers. Let UðxÞ be a function which is approxi-
mated using MLS, then UðxÞ can be written as
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U Xð Þ � Û Xð Þ ¼
Xm
i¼1

Pi Xð Þai zð Þ�z¼x ¼ PT Xð Þai zð Þ�z¼x ¼ NTðXÞUXx ; ð23Þ

where PTðXÞ is a m dimensional functional basis, NTðXÞ is MLS shape vector and
Xx is the support with the grid nodes. ai zð Þ is the set of parameters as a result of the
weighted least-square fitting of U Xð Þ done in such a way that the following
expression of the error has a minimum value.

J aðzÞ�z¼x

� � ¼ Z
Wðz� y; hÞ�z¼x U yð Þ � PTðyÞaðzÞz¼x

� �2
dXx: ð24Þ

In order to implement the MLS approach, we have to define a number of
neighboring points of each node. In this paper, a kernel function is used for the
definition of the shape function. The following exponential formula has been used:

W x; x�; kxð Þ ¼ e�
s
cð Þ2 � e�

dm
cð Þ2

1� e�
dm
cð Þ2 ; ð25Þ

where s ¼ x� x�j j and dm ¼ 2maxð x� x�j jÞ, c ¼ dm
kx

and x� is the position of the
cell center point of calculation, x is the position of any cell center point and kx is the
shape parameter. The 2D kernel is a multiplication of the two 1D kernel functions.
The construction of a stencil is of crucial importance for the behavior of the
numerical simulation over unstructured grids. For further and more profound
description of the FV-MLS method, the reader is referred to read [7, 10]. Since
cavitation is a very rapidly taking place phenomenon, our numerical approach
needs to deal with shocks and strong gradients. For this reason, a slope limiters [3,
32] are coupled with the FV-MLS detector gradient [23].

3.2 Riemann Problem

In cavitating flows, one can find a large specter of different flow regimes. If in the
liquid and vapor pure phases the flow is subsonic, it is not the case in the mixture
phase. Very often, the speed of sound can be found varying by a factor of 100
which makes the numerical procedure quite delicate and it should be handled with
care. In order to deal with that kind of a strong gradient at the grid interfaces, the
code makes use of a Riemann solver. The latter is based on the modified low
dissipative solver—SLAU [29]. One can find more details about its properties [18,
19, 20].
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3.3 Time Stepping Mechanism

The time stepping numerical scheme used here is the second-order “leap-frog”
algorithm [30].

3.4 Geometry and Boundary Conditions

The computational domain is a 2D venturi type duct with the symmetrical 18� � 8�

convergent/divergent angles, respectively, on the top and bottom walls. The ratio of
the inlet and nozzle sections is equal to 3. The total length of the duct is 45 cm. The
boundary conditions on the top and bottom walls are set as a “wall.” The velocity at
the inlet is equal to 3 m/s and the pressure at the outlet is equal to 60 kPa. This
implies the cavitation number r to be equal to 5.5 defined as in [9].

Since one can observe shock waves as a result from the bubbles
implosions/explosions, the code needs absorbing (non-reflecting)-type boundary
conditions at the inlet and outlet of the computational domain. Constructing such
kind of boundary conditions is a pretty delicate task due to the high sensitivity of
the accuracy to the small spurious wave reflex ions at far field boundaries. The latter
implementation means that the entire energy is dissipated at the boundaries. One is
referred to [27] for further reading of the non-reflecting set of boundary conditions
and their set-up.

4 Bubble Injection Approach and Contact Handling
Procedure

In the present section, we expose the bubble injection approach and the contact
handling technique between the bubbles. Each bubble is treated individually and the
Navier–Stokes equations are solved for the moving fluid domain.

4.1 Contact Handling Procedure

The contact handling algorithm is based on the projection of the velocity field of the
injected bubbles over the velocity field of the fluid flow. This is done in such a
manner that at each time step the gradient of the distance between every two
bubbles is kept non-negative as a guarantee of the non-overlapping. The latter
numerical procedure is based on the work of Maury and Lefebvre [17, 22]. The
collisions between the bubbles are considered as inelastic. The method consists of
imposing a constraint on the velocity field of the bubbles. This imposition
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guarantees that at each time step the calculated bubble velocity field belongs to an
eligible velocity field of the fluid. The latter will be described further in the paper.
Then, the position of a bubble’s centers at each time step can be written as follows:

Xnþ1 ¼ Xn þ DtVn: ð26Þ

The computation of the translation and angular velocities of the bubbles:

Vn
i ¼

R qiunR qi
And Wn

i ¼
R qiunðx� xiÞT

R qijx� x2i j
: ð27Þ

The last step of the algorithm procedure consists of updating the position of the
bubbles:

hnþ1
i ¼ hni þ htWn

i ; ð28Þ

where hnþ1
i is the angle of rotation. Equation (26) may lead to a non-acceptable

numerical overlapping. From a numerical point of view, it means that the particles
may overlap when their positions are updated after the velocity field computation.
In order to deal with it and to be sure of the non-overlapping of the bubbles, a
velocity projection in the acceptable velocity filed has been done. The velocity
projection procedure is presented hereafter. Let KðXnÞ be the velocity field defined
as

KðXnÞ ¼ V 2 R2N ;Dij Xnð Þ þ DtGij Xnð Þ: V � 0; 8i\j
� 	

; ð29Þ

where Dij Xnð Þ is the distance between every two bubbles. It is defined in the
following manner:

Dij Xnð Þ ¼ xni � xnj � ðRi � RjÞ; ð30Þ

where Ri;Rj are the radii of the particles i and j, respectively. In Eq. (29), Gij Xnð Þ is
the gradient of the distance Dij Xnð Þ and is written as follows:

Gij Xnð Þ ¼ rDij Xnð Þ ¼ ð. . .; 0;�enij; 0; . . .; 0; e
n
ij; 0; . . .Þ; ð31Þ

where enij is the normal vector:

enij ¼
xni � xnj
xni � xnj

: ð32Þ

For further clarity, the exposed calculation procedure is visualized on Fig. 1:
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In order to avoid overlapping, the following splitting procedure is proposed:

• First, we solve the variation problem without taking into account the possible
overlapping of the particles

• Second, we compute the projection of this a priori velocity onto the set of
admissible velocities defined by Eq. (29). The constrained problem is formu-
lated as a saddle-point problem, by using the introduction of Lagrange
multipliers.

The number of Lagrange multipliers corresponds to the probable number of
shocks between the bubbles. For instance, if there is no contact between two
bubbles, then Kij ¼ 0 and the multiplier is not activated. On the contrary, if there is
a contact between the bubbles, then Kij [ 0 and the corresponding auxiliary field
allows the velocity field to satisfy the non-overlapping constraint. The approximate
reaction fields Kn ¼ Kn

ij are the dual component of a solution to the associated
saddle-point problem. The interest of this procedure relies in the fact that one can
use any suitable iterative solver. In our case, an Uzawa algorithm has been used.

As a result of the latter decomposition procedure, the algorithm procedure of
paragraph 4.1 is updated as it follows.

• Computation of the admissible translation velocities by projection of the a priori
translation velocities onto the set of admissible translational velocities.

Vn ¼ argminð V � cVn



 


;V 2 K Xnð ÞÞ: ð33Þ

4.2 Bubble Inlet Injection

All the bubbles are initially injected using a Gaussian function. Their quantity can
vary and can be adapted in respect with the necessities of the simulation. Since the
duct is placed horizontally we impose only one directional velocity component. The
bubbles’ diameters range from 0.1 to 1 mm. For the sake of the simulation, we have

Fig. 1 Sketch diagram of the distance between two bubbles in the reference frame
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introduced 1500 bubbles, 3 bubbles per time step. As soon as all the bubbles are
injected, the particles velocities are projected over the flow field velocity space. One
should have enough particles in order to properly represent the dynamics of the
fluid flow.

4.3 Drag, Lift, and Buoyancy Forces

The drag and lift forces are implicitly taken into account in the projected velocity
space. The bubble Reynolds number (Reb) is based on the admissible translation
bubble velocity Vn

i and the diameter db.
The flow regimes described in terms of the Reb is as follows: Stoke’s flow for

Reb ≪ 1, intermediate regime 1 < Reb < 1000, and fully developed turbulent flow
for higher Reb. In a fully turbulent regime, the drag coefficient (Cd) is independent
of the bubble velocity and Reynolds number [25] and a good approximation equals
Cd ffi 0.44. In our case, the Reb is equal to 1000. For further bubble drag coefficient
correlations readings, one is kindly referred to [6, 8, 11,13].

Some expressions have been obtained for the lift force in the limits of high and
low Reb. In the upper limit, [1] found that the lift coefficient is independent of the
Reynolds number and is equal to 1

2. In the case of a Reb 2 [0.1;500], the lift
coefficient can be expressed as a function of the shear rate and the Reynolds number
[21]. The latter authors have considered some transient effects of the lift force. They
have showed analytically that just after the introduction of the bubble in the flow,
the lift coefficient equals to 3

4 for any Reb. It is interesting to note that in a 3D high
Reb case, the lift force reaches its steady value after the vorticity is advected past the
bubble. In our 2D case, the lift force will immediately reach its constant value due
to the lack of a vortex stretching.

The buoyancy force is not taken into account in this initial development of our
numerical approach. Nevertheless, it takes part of its future expansion. Buoyancy
force will play a major role in the physics behind the interactions of the injected
bubbles. One can think of a preferred side of cavitation development since air
bubbles will tend to go towards the upper wall due to buoyancy effects.

5 Results and Discussions

There are two purposes of the present paper. The first one is to show the cavitation
phenomena in a symmetrical venturi duct. The second and main purpose of the
paper is to display numerically the existence of trapped bubbles on either side of the
divergent part of the venturi, as a result oft of the influence of the re-entrant jet
which normally can be seen at the closure of the cavitation zone. In parallel with the
main idea of the work, the authors tried to reveal the interaction between the
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cavitation zones and the bubbles passing through them. In each one of the figures
shown below, the corresponding iso-lines are presented, in order to facilitate the
reading and distinguish easily the corresponding color zones.

5.1 Mesh

The mesh used for the simulation is a structured symmetrical mesh having 33,000
elements and 33,611 grid nodes, which gives a time step of 10�8 s.

5.2 Evolution of the Vapor Fraction and Velocity Vector
Space During Cavitation

Hereafter, we show the development of the cavitation zones on the top and bottom
sides of the venturi as well as the velocity vector field. The latter reveals the
existence of recirculation zones at the closure of the vapor pockets and their dif-
fusion by the fluid flow.

As can be seen from the images on Fig. 2, in the beginning, the growth of the
vapor phase profile is symmetrical in respect to the x-axis, which is not the case at

Fig. 2 Evolution of the vapor fraction
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the end of the simulation. This is due to the instabilities formed at the divergent part
of the tube. One can see the expansion of the vapor zone as well as the beginning of
the forming of the re-entrant jet which continuously moves upwards the venturi
profile until a pocket detachment is observed. Then, the reader can see that at the
throat of the venturi, a very small amount of vapor is present, while the rest is being
diffused by the fluid flow, forming two non-symmetrical vapor zones. What is left
on the throat will give the beginning of a new cavitating region (Fig. 3).

5.3 Pressure Field

Hereafter, we present the pressure field at the two instances corresponding at each
first and last of the above pictures at the vapor fraction and the velocity fields. We
can clearly see the cavitation inception in the throat and the corresponding low
pressure region and the position of the two detached vapor bubbles.

Fig. 3 Evolution of the velocity vectors
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5.4 Aerated Cavitation Results

In the current paragraph, we present the results obtained once the bubble injection is
done and the cavitation results are available. The injection position is of capital
importance, in order to properly represent the dynamics of the fluid flow. What the
authors have tried in the beginning is to introduce the bubbles at a section belonging
to the divergent part of the duct. This is extremely important in two ways. The first
one is that the bubbles are able to properly follow the fluid velocity and the second
is that some computational time has been saved. The bubble boundary conditions
are set that all the exiting particles are reinjected at the inlet which is in the
convergent zone of the venturi duct. Once we have reached the maximum number
of bubbles inside the fluid flow, the injection algorithm stops and the projecting
velocity takes place. Since the time step of for the cavitation simulation is set to
10�8 s. We dispose with saved files every thousand iterations, the bubble time step
is equal to 10�5 s.

First, we present the moment when the all the bubbles are randomly spread, just
before the initialization of the interaction with the cavitation data. One can clearly
see that the velocities at the walls are close to zero, which is in agreement with the
velocity field shown on Fig. 4. Furthermore, one can see that the spread of the
bubbles is very randomly and the identity can be clearly disguised. In blue can be
seen those particles which are injected first and on blue the first ones. After 500
computational iterations, one can see the isotropic bubble dispersion. The authors
were not interested in the evolution of the particles over the entire flow domain, due
to the necessity of computational time and the lack of obvious cavitation after the
divergent part of the duct (Fig. 5).

Fig. 4 Pressure field at initial and final stages

Fig. 5 Particle dispersion according to order of injection and velocity field
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Fig. 6 Bubble–cavitation interactions
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Second, we show the one-way aeration-cavitation coupling. Only four moments
of the simulation have been chosen in order not to exceed the paper imposed length.

From the images of Fig. 6, the existence of certain particles (yellow circles)
which follow the dynamics of the re-entrant jet can be clearly distinguished; hence
their behavior in the recirculation zone cannot be neglected anymore. They will
certainly influence the dynamics of the fluid flow and vice versa.

Another key finding is that certain bubbles actually touch the upper layer limit of
both cavitating zones. It would be interesting to see whether those bubble particles
can influence the vapor pocket shape as well as its thermodynamic behavior.

Furthermore, the injected gas is air which differs from the water vapor. The
mixture of both may influence the sound velocity, which changes rapidly in the
wake of cavitation zone. As a result, one should investigate the vapor boundary
where the transformation from gas to liquid and vice versa takes place, since some
passing bubble having different physics, might be able to change the cavitation
separation frequency.

Lastly, we should further investigate the impact of particles on the cavitation
inception on the venturi throat. Since we clearly see that some of the bubbles are
flowing through the cavitation zone, the presented numerical model should take into
account the interactions between the vapor-air phases and vapor-air-liquid.

Logically, the work done leads to the conclusion that this is a promising mod-
eling method which should be further expanded. This implies the use of a penal-
ization method with the homogeneous mixture model, which is a challenge on its
own.

6 Future Development of the Code

The future works regarding the finite volume moving least squares (FV-MLS)
in-house code is its extension into three-dimensional spaces. Indeed, the first 3D
version is already under development. The two-way coupling between cavitation
and aeration is considered as a major task at the later time add-on of the code. Other
possible major development can be the shift into fluids which is different than water
and air as a liquid and gas phase, respectively.
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Experimental and Numerical Modelling
of Free-Surface Turbulent Flows in Full
Air-Core Water Vortices

Sean Mulligan, John Casserly and Richard Sherlock

Nomenclature

/k Volume fraction of phase k
f Laser pulse frequency (Hz)
g Gravitational acceleration (m s−2)
r Radius (m)
rc Vortex core radius (m)
h; r; z Cylindrical coordinate system (rad, m, m)
x; y; z Cartesian coordinate system (m, m, m)
t Time (s)
vh Tangential velocity (m s−1)
vr Radial velocity (m s−1)
vz Axial velocity (m s−1)
C Vortex circulation (m2 s−1)
P Static pressure (Pa)
Hr Vortex depth at r (m)
D Effective diameter (m)
d Orifice diameter (m)
dp Particle diameter (m)
B Channel width (m)
BIn Inlet width (m)
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q Fluid density (kg m−3)
l Dynamic viscosity (N.s m−2)
T Fluid temperature (K)

1 Introduction

Concentrated, full air-core vortices are a commonly observed hydraulic phenom-
enon in both nature and industry. These fluid systems exhibit a range of effects
which can be detrimental or profitable in various industrial applications. To date,
free-surface water vortices have been primarily investigated in order to propose
methods to suppress their formation in unfavourable situations such as that above
vertical or horizontal pump and hydropower intakes. In such circumstances,
excessive air ingestion significantly reduces efficiencies and can have catastrophic
effects on turbine impellers and other downstream machinery. A summary of
research carried out in this context is presented by Knauss [1]. On the other hand,
the nature of free-surface vortex flow has been found to be valuable in
new/emerging technologies. The annular discharge characteristics of vortex flow
through a horizontal orifice render the flow system advantageous when used for
energy dissipation in vortex drop shafts [2]. More recently, the water vortex
hydropower plant system has utilised the strong full air-core vortex for generating
hydroelectric power on rivers. Examples of such hydraulic structures are high-
lighted in Figs. 1 and 2. This increasing demand for the use of strong free vortex
flows necessitates an improved understanding for the underlying hydrodynamic
theory of this type of flow system. In this work, the techniques of analytical and
numerical modelling are employed and validated using a scaled physical model.

Also known as bathtub vortex flow [3], this fluid system is characterised by an
intense axial down flow at the discharge orifice in combination with a dominating
tangential velocity field. It is well known that the strength of vortex flow and the
nature of the free-surface are strongly dependent on the nature of the approach flow
(e.g. Fig. 1) which originates a field circulation (Γ). The nature of the free vortex
conserves angular momentum throughout the system which causes an inverse
increase in tangential velocity radially in the majority of the flow field. Knowledge
of the velocity fields and water surface profiles is of significant value to the
hydraulic engineer for safe operation and quality control of hydraulic systems.

The simplest analytical solutions for the tangential velocities in a viscous vortex
were proposed by Rankine [4], Scully [5] and Vatistas [6] which will be discussed
in more detail in Sect. 2. Another analytical model was proposed by Burgers [7] in
the statistical theory of turbulence and was later successfully applied on vortex
flows by Rott [8], Miles [9] and Stepanyants and Yeoh [10]. Other work was carried
out by Einstein and Li [11] and Lewellen [12] on theoretical derivations of
three-dimensional vortex models based on a simplification of the Navier–Stokes
equations.
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Efforts have been made to validate previous analytical models through experi-
mental methods and physical modelling. Hite and Mih [13], Anwar [14] and Wang
[15] all carried out analysis on physical models of vortices to determine
non-dimensional parameters and to measure water surfaces and velocity profiles. In
all cases, the investigations were carried out on weak air-core vortices above
hydraulic intakes. Although the agreement between the theoretical and measured
experimental velocity profiles was reported to be reasonable, the work does not
conclude if the theoretical models apply to strong vortex behaviour. In general,
analytical models have been derived for ideal two-dimensional fluid domains, and
therefore the results obtained can have a high degree of uncertainty when compared
to real, complex three-dimensional fluid domains. As stated by Trivellatto [16], no
mathematical model capable of representing the flow field in free-surface vortex
flows has yet obtained a general consensus, and therefore confusion arises when
reviewing literature.

Fig. 1 Flow in an open
channel vortex chamber

Vortex air core

Fig. 2 Physical model of
vortex chamber at the IT Sligo
fluid mechanics laboratory
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Recently, the approach of analytical modelling has been supplanted by numer-
ical modelling in hydraulic engineering. However, from a review of current liter-
ature, there are very few investigations carried out on topics of free-surface vortices
which adopt the finite volume method (FVM) of numerical modelling. Trivellato
[16] performed FVM modelling of free-surface draining vortices in order to
advance on his previous numerical investigation using the finite difference method.
This work demonstrates that the numerical model is capable of predicting the whole
steady flow field. With commercial CFD software becoming more readily available,
numerous authors have presented benchmark work on intake vortices for various
codes. Okamura et al. [17], Hai-Feng et al. [18] and Tanweer et al. [19] investigated
free-surface vortex flows using a single-phase model assuming that the water sur-
face boundary condition is a frictionless free-slip wall. This work was further
advanced by Shukla [20] and Bayeul-Lainé et al. [21] who modelled the flow field
as a multiphase system using two stratified fluid domains representing air and water
independently. Chen et al. [22] carried out an investigation into numerical mod-
elling of the vertical vortex at a hydraulic intake where different turbulence models
were investigated and compared.

To date, as far as the author is aware, little to no work has been conducted on
numerical modelling of strong free-surface water vortex flows. Furthermore, it is
evident from previous literature on numerical modelling of weak vortex structures
that the work fails to comment on methods of multiphase modelling, mesh sensi-
tivity and turbulence modelling in great detail. The work presented here sets out to
investigate the phenomenon of strong free-surface vortex flow by analytical and
numerical simulation to be validated by data obtained in the physical experimental
model of the flow system.

2 Flow Analysis

The type of flow under consideration is shown in Fig. 3. The subcritical approach
flow enters the domain through a spiral inlet and discharges axially at some smaller
radius through the outlet (or discharge orifice). The flow system is a
three-dimensional system and is described using the cylindrical coordinate system
for tangential velocity (vh), radial velocity (vr) and axial velocity (vz) where their
distributions are expressed as a function of the radius f (r). In the ideal, nonviscous
vortex model, the flow is classified as fully irrotational and the tangential velocity
profile takes the form of

vhðrÞ / 1
r
: ð1Þ

However, in a real newtonian fluid, effects of viscosity limit the tendency of the
fluid to achieve the infinite singularity as r ! 0: To take into account for the
viscosity in the near field, a simple analytical model was proposed by Rankine [4]
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which describes the velocity field by representing the viscous core region as a
rotational fluid zone at r\rc, where rc is the core radius, and therefore limiting the
tangential velocity. This was later improved by Vatistas [6] who devised a model
that overcomes the discontinuity generated in Rankines model using an algebraic
family (represented by n) of velocity profiles highlighted in Eq. (2).

vh rð Þ ¼ C
2p

r

r2nc þ r2n
� �1

n

0
@

1
Awhen 0� r�1: ð2Þ

As indicated in Fig. 3, these analytical models can be used to predict the tan-
gential velocity when the core radius (rcÞ and circulation ðC) for the flow field are
known.

To address the vortex pressure distribution, one model for the complete water
surface profile can be derived from the radial momentum equation of the steady,
Navier–Stokes equations of in cylindrical coordinates:
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Through an order of magnitude analysis, assuming that the system is axissy-
metric, free from external forces and neglecting the effects viscosity, Eq. 3 can be
simplified to yield Eq. 4. By substituting Eq. 1 for the irrotational velocity field into
(4) and integrating between two arbitrary points in the flow field (1) and (2), an
expression for the water vortex surface profile can be derived (Eq. 5).

Fig. 3 Summary of tangential velocity profiles as determined from Eqs. (1) and (2) (produced by
author)
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3 Experimental Configuration and Description

Experiments are carried out in an open-tank test facility which is used specifically to
model vortex flows of various degrees of circulation. The tank, shown in Fig. 4,
contains a circular orifice located centrally and can be adapted with various geometric
boundaries to develop a range of vortex flow structures. In this examination, scaled
acrylic casings of the spiral vortex chamber are installed (See Fig. 5). The casings are
secured in place via a water-tight seal during testing. The inlet comprises a 65-mm
bell mouth pipe entrance and 140 mm flow straightening plates which homogenise
the incoming velocity profile. Water is circulated through the system by a centrifugal
pump which ranges in capacity from 0 to 3.5 l/s. A magnetic flow meter (accu-
racy ≈ 0.1 %) is used to monitor flowrate throughout testing.

The two-dimensional velocity-field data are obtained using a particle tracking
velocimetry technique. Neutrally buoyant tracer particles (dp ¼ 1mm) are injected
and tracked at various horizontal planes (z=Hin) in the flow field to determine if the

Fig. 4 Schematic of hydraulic test rig highlighting the tank, inlet, physical model and camera
compartment
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velocity fields are influenced by their position on the vertical z-axis. The planes are
illuminated using a 2-mm-thick laser light sheet generated by a 532 nm Nd:YAG
laser system. The light sheet is shaped by passing the laser emitting 6-mm-diameter
circular beam profile through appropriate light sheet optics. This optical arrange-
ment can be transposed at various collimations to probe the required z=Hin position
in the flow field. Illumination is provided in pulses with frequencies (f ) ranging
between 10 and 30 Hz. Particle displacements within each pulse (time separation Dt
¼ 1=f ) are recorded by acquiring successive images of the light sheet using a CCD
camera system (Mikrotron MiniCube). The camera is installed in a compartment
which permits imaging of the light sheet through a view port on the underside of the
tank. The lens used is a 16 mm fixed focal length objective with a maximum
distortion/aberration of less than 0.1 %. The displacement vectors determined from
the particle images are then used to calculate velocity vectors vh and vr from the
time separation between laser pulses.

4 Multiphase Modelling Using CFX

To accurately predict the location and shape of the free-surface and flow-field
variables in an air-core vortex, both the liquid phase and the gaseous phase need be
modelled. In order to simplify the computation, it will be assumed that the flow is
steady and fully stratified with no interfacial mixing. It is also safe to assume that
the gas phase is approximately at rest and therefore there is no interphase
momentum transfer. Thus, the fluid domain is modelled using an Eulerian–Eulerian
homogeneous multiphase flow model. In this approach, both phases are treated as
interpenetrating continua and share a common velocity and turbulence field.
However, because the system is fully separated, both phases are parted by a

Fig. 5 Physical model
installed in test rig
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well-defined resolvable interface (free-surface). The flow field is determined by
numerically solving the modified Reynolds-Averaged Continuity and
Navier-Stokes (RANS) multiphase flow equations. The interacting forces between
faces (e.g. surface tension) are modelled as source terms in the equations.

The homogeneous Eulerian–Eulerian multiphase method relies on the fact that
the air/water interface is distinct and well-defined throughout the fluid, and that
there is no entrainment from one fluid into another. Therefore, cells that are located
away from the interfacial zone will be representative of either air or water and cells
in the vicinity of this zone will contain a mixture of both. Therefore, in this
approach, the term volume fraction ð/kÞ of phase k is introduced. In this investi-
gation, the governing equations are solved for water ð/wÞ, and the volume fraction
of air (/aÞ can be calculated by /a ¼ 1� /w if required. The air–water interface is
then determined by identifying the cells where 0\/w \1.

Since the flow system in question is highly turbulent, additional modelling must
be considered. The Reynolds-Averaged Navier-Stokes (RANS) equations are
derived from the general Navier-Stokes equations by substituting the main and
fluctuating fluid dynamic mixture quantities into the momentum equations. The
turbulent stresses in the momentum equations, represented by the Reynolds stress
tensor, are unknown and have to be modelled using a particular turbulence model.
CFX offers the following turbulence models; k � e; k � x and Shear Stress
Transport (SST) eddy viscosity models and Reynolds Stress models which are used
extensively. Since all computations are isothermal (ΔT = 0) and the material
properties are constant throughout, the models discussed previously are coupled to
yield a closed system of governing equations which are solved numerically by
ANSYS CFX 14.5.

5 CFX Modelling Process and Test Cases

In this study, flow in the vortex chamber is modelled using a steady-state, multi-
phase model comprising water as the primary fluid and air as the secondary fluid.
Three test cases are investigated in this work for various flow rates (Qin) and
corresponding inlet depths (HinÞ. Details of the boundary conditions and test cases
are highlighted in Table 1.

Sensitivity analysis is carried out on the A3 test case for mesh type and density.
An unstructured tetrahedral mesh and a structured hexahedral mesh of various cell
sizing are tested independently (see Table 2). Figures 6 and 7 highlight an example
of the finely sized unstructured and structured mesh cases for the computational
domain in the outlet region. Inflation is applied at chamber perimeters with a growth
rate of 1.2 to refine the computation at the boundary layer. Furthermore, in order to
capture a sharp prediction of the free-surface, mesh refinement is applied for a
water.volume fraction of 0.5. Refinement of the mesh at the water surface also
ensures enhancement of the computational domain at the air core where the near
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field high velocity gradients are expected. This refinement technique is carried out
for 15 steps and a maximum of 50 iterations per step to reach a target residual of
0.001.

The mesh dependency analysis is implemented using the (a) shear stress trans-
port (SST) k−ω model, because it is more robust and computationally inexpensive
compared to that of the Reynolds stress model. Subsequent sensitivity analysis for

Table 1 Boundary conditions and test cases

Boundary Details

A Inlet Boundary type: Mass flow normal to boundary

Test cases A1 Qin = 0.725 kg/s Hin=d = 1 = 67 mm

A2 Qin = 1.677 kg/s Hin=d = 2 = 134 mm

A3 Qin = 3.111 kg/s Hin=d = 3.5 = 235 mm

B Outlet Boundary type: Opening with entrainment

C Walls Boundary type: No-slip, smooth wall boundary

D Opening Boundary type: Opening with pressure and direction

Table 2 Summary of mesh characteristics

Details Density No. of
Nodes

No. of
Elements

Sizing
at
outlet
(mm)

Ratio of
cell size
to outlet
diameter
(%)

Unstructured Tetrahedral mesh with
inflation applied at
boundaries

Fine 190,800 463,100 4.5 6.9

Structured Predominantly hex
mesh using a
multi-domain with
inflation applied at
boundaries

Fine 491,000 461,600 1.25 1.8

Medium 401,200 378,000 2.50 3.7

Coarse 330,400 310,400 5.00 7.5

Fig. 6 Unstructured mesh
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turbulence modelling is investigated using (b) SST k−ω with curvature correction
and (c) the baseline Reynolds stress model (BSL RSM). In the curvature correction
process of (b), modification of the production term has been derived which allows
the sensitisation of the turbulence model to system rotation and streamline curvature
based on the work of Spalart and Shur [23]. The specific limiter of 1.25 is used for
the multiplier as generally suggested for this type of flow using the SST model. The
eddy viscosity approaches of (a) and (b) are compared to the Reynolds stress model
(c) which accounts for rotating flows of anisotropic turbulence.

Surface tension is also taken into account using a surface tension coefficient of
0.072 N/m and a continuum surface force. To obtain a converged solution, the
target value for the normalised residual for each flow variable was set to 10−5 as
generally suggested. Initial conditions for the domain are set for an air.volume
fraction of 1 (domain empty of water), and the false transient method is applied to
reach a steady state to best simulate the physical model.

6 Results and Discussion

6.1 Solution Sensitivity

Results are presented for water surface and velocity profile data across half of the
vortex vertical cross section, spanning radially from the inlet to the orifice.
Figures 8 and 9 present a summary of the solution sensitivity analysis for the mesh
and turbulence model discussed previously. It is evident that the unstructured mesh
approach is unsuitable for such an analysis. It is concluded that this is due to
excessive numerical diffusion error generated from poor alignment of the grid with
the general flow pattern. The structured mesh presents a substantially improved
solution for the flow field. With regards mesh size dependency it can be seen that
the solution tends to become grid independent when the fine mesh scenario is
reached (mesh size/outlet size ratio = 1.8 %). The curvature correction of the SST
model presents a significant improvement to the overall solution, particularly close

Fig. 7 Structured mesh
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to the vortex core where high tangential velocity gradients are experienced.
The BSL Reynolds stress model offers the most accurate solution for both the
free-surface and tangential velocity field. However, discrepancies in the water level
at the inlet and vortex core were found to be 22 and 29 %, respectively. The model
also slightly over estimates the tangential velocity field at the inlet; however, it still
maintains a greater accuracy when compared to results from the SST eddy viscosity
models.

6.2 Free-Surface

Figure 10 presents a summary of the comparative analysis carried out on the
numerical, analytical and the experimental model. The water surface is determined
visually in CFX Post using an isosurface for a water.volume fraction of 0.5. In all
three cases, the results reveal that the general predicted shape and appearance of the
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Fig. 8 Sensitivity analysis
for water surface (A3)
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Fig. 9 Sensitivity analysis
for tangential velocity (A3)
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free-surface agrees well with the experimental observations. However, the location
of the free water surface is under predicted in each test case (A3–A1) by approx-
imately 22, 21 and 26 %, respectively.

6.3 Velocity Distributions

A comparison between the tangential and radial velocity profiles at various colli-
mations (z/Hin) determined in the numerical, analytical and experimental models are
presented in Figs. 11, 12, 13, 14, 15, and 16 for boundary condition A2. Similar
relationships and agreements were found for boundary test cases A1 and A3.
A visual representation of the water superficial velocity field is also highlighted for
each case in Figs. 17, 18 and 19.

Considering the tangential velocity comparison in Figs. 11, 12 and 13, it is
evident that the Vatistas n = 2 model is in good agreement with the experimental
data. The numerical Reynolds stress model also agrees well with the tangential
velocity field but tends to marginally overestimate the distribution in the far field
and at the inlet. Figures 11, 12 and 13 as well as Figs. 17, 18 and 19 indicate that
the tangential velocity distribution is generally independent of the depth (z/Hin).
However, larger core velocities are experienced close to the vessel floor (z/Hin → 0)
where the air core diameter is at its minimum thus allowing the velocity profile to
develop further in this region.

Fig. 10 Summary of comparison between numerical, experimental and analytical models,
respectively, for test cases A1, A2 and A3
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Regarding the radial velocity, the experimental plot revealed a disorganised
distribution of radial velocities with indications of an inverse trend with the radius.
In some cases, negative velocities are experienced highlighting outward radial flow
activity. This centrifugal flow characteristic is also apparent in the vector field
representation of the vortex cross section (Fig. 20). The numerical simulation also
presents similar trends for the radial velocity distribution, but the results tend to be
generally underestimated when compared to the experimental data.

The relationship between inlet velocity and depth profile is investigated in the
physical model to understand its potential effects on the velocity fields. Velocity data
for the free-surface were determined by particle tracking using floating tracers. As is
highlighted in Fig. 21, the velocity approaches zero near the no-slip boundary at the
vessel floor but increases gradually to a free stream, relatively constant velocity

Fig. 11 Tangential velocity
comparison for z/Hin = 0.26

Fig. 12 Tangential velocity
comparison for z/Hin = 0.56
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Fig. 13 Tangential velocity
comparison for z/Hin = 0.75

Fig. 14 Radial velocity
comparison for z/Hin = 0.26

Fig. 15 Radial velocity
comparison for z/Hin = 0.56
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Fig. 16 Radial velocity
comparison for z/Hin = 0.75

Fig. 17 Water superficial
velocity for z/Hin = 0.26

Fig. 18 Water superficial
velocity for z/Hin = 0.56
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between z/Hin = 0.2 and 0.7 before reducing again at water surface. This
depth-independent characteristic of the inlet velocity away from the tank boundaries
and water surface agrees with results presented in Figs. 11, 12 and 13. Also high-
lighted in Fig. 21 is the computed depth velocity profile which overestimates the real

Fig. 19 Water superficial
velocity z/Hin = 0.75

Centrifugal motion

Fig. 20 Cross-sectional
vector plot displaying a region
of negative (outward) radial
motion

Fig. 21 Inlet water velocity
comparison for test case A2
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velocity profile quite significantly. This over estimation is expected because, for the
samemass flowrate to exist in the simulation, water velocities must be larger to ensure
continuity through the underpredicted inlet cross-sectional area equal to ð1�
0:21ÞHinBin (determined in Sect. 6.2). Therefore, a better solution for the velocity
fields can only be achieved when there is a corresponding improvement in predicting
the water.volume fraction and air/water interface.

6.4 Uncertainty and Transient Features

Although steps were taken to ensure that all test and modelling processes were to be
practically free from error, uncertainty is always going to be an unknown variable in
such experimental/numerical comparative studies. Regarding the experimental
model, it will be accepted that minimal error is integrated into the results of this
paper from the head and discharge monitoring. The flow meter used has an accu-
racy rating of 0.1 %, and the head readings were obtained from a depth gauge on
the physical water surface. The nature of particle tracking velocimetry is susceptible
to significant uncertainty if sources of error are not accounted for. Errors in this
context can originate from lens distortion, improper calibration of the field of view,
out of plane displacement, poorly focused light sheet and pulse jitter all of which
were reduced to a practically reasonable level during experimental setup and cal-
ibration. The particle velocity lag is a factor that could not be accounted for
completely. The particles used are approximately 2 mm in size and possess a
specific gravity (S.g. = 1.05) slightly greater than that of water. Therefore, the
measured velocities would differ from the actual fluid velocities due to gravitational
and other accelerating forces. This lagging/drifting characteristic is proportional to
the particle diameter, relative density, fluid viscosity and local particle acceleration
[24]. A check, using Eqs. 2.1 and 2.2 in Ref. [24], was carried out on this for both
the gravitational lag and for large streamline drift near the vortex core, and its effect
was found to be negligible. In short, the combined contribution of all these
uncertainties would not have been large enough to justify for the poor agreement
found in Sects. 6.1 and 6.3.

Numerical modelling using the Finite Volume Method poses a number of sig-
nificant uncertainties. Systematic, physical errors arising from geometry approxi-
mation were considered. It is understood that the three-dimensional models
generated cannot make an accurate representation of the geometry of the real,
physical model due to variations of model quality during fabrication. This was
investigated, and it was found that the computer-generated model and physical
model differed on the periphery by an average of �4%. This was concluded to be
reasonable. Numerical error can also be introduced by round-off errors as a result of
precision floating-point numbers which can only represent discrete points on the
real number line. The double-precision method was employed to give 15 significant
decimal digits precision to minimise such errors. To a greater degree, numerical
error can be introduced by spatial discretization error by choosing a poor mesh to
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capture large gradients in the flow field. From the solution sensitivity analysis
(Sect. 6.1), a mesh independent solution can be obtained when the finely structured
mesh case is used. Thus having exercised this mesh structure throughout testing, in
addition to mesh adaptation at the water surface, it is assumed that spatial dis-
cretization error was reasonably diminished. It is also important to note here that a
structured grid is of vital importance for accurate vortex flow analysis where rou-
tinely, large streamline curvature is experienced. Where the unstructured case is
used in such circumstances, excessive numerical diffusion may arise from the grid
not been adequately aligned with the general flow pattern. Truncation error,
resulting from a difference in the partial differential equation and the algebraic
equation, could contribute significant error in the computation; however,
second-order schemes for both advection and turbulence modelling were used in all
cases.

It is recognised that there is potentially a large degree of uncertainty related to
uncountable, collective or accumulative error from the sources above which may at
least partially explain the poor agreement found between the numerical and
physical models in Sect. 6. However, an examination of the steady-state momen-
tum, mass residuals and monitor point for tangential velocity at the vortex core
reveals that the solution does not converge to the target residual of 10−5 in the

Fig. 22 Evidence of poor convergence and fluctuating residuals
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majority of cases. The residuals also appear to be fluctuating vigorously (see
Fig. 22). Furthermore, a screenshot of the free surface represented as an isosurface
is shown in Fig. 23 for the steady-state solution. The evidence of instabilities and
waves on the isosurface implies that the steady-state solution is struggling to be
resolved. Similar surface waves and instabilities are also very distinct in the
physical model. It may be concluded from this that there are heavy (local and/or
global) transient features in the flow field, for example, surface and subsurface
waves and instabilities, which cannot be resolved by the steady-state model. It
would seem more probable that these transient features are the source of the dis-
agreements found, particularly in resolving the water surface, and therefore further
transient analysis is required in order to improve the accuracy of the solution.

7 Conclusion

An integrated experimental and CFD modelling investigation into turbulent
free-surface vortex flows is implemented. The investigation concludes that the
Reynolds stress model is the most suitable amongst those tested for analysing
strong air-core water vortices in a multiphase flow model. This is due to the fact that
the model accounts for streamline curvature and anisotropic turbulence. Although
the shear stress transport with curvature correction offers an improved solution over
the standard SST model, the Reynolds stress approach still renders better accura-
cies. Mesh sensitivity analysis indicates that an unstructured mesh is unsuitable for
vortex flow due to excessive numerical diffusion (false diffusion), and a finely
structured radial grid is required. The solution was found to be independent of the
mesh when a fine case is used (1.8 % cell/outlet size ratio). Despite the superiority
of the Reynolds stress model over the other turbulence closure methods, the model
still presents a significant discrepancy in predicting the water surface (21–26 %
under prediction). The computed tangential velocity agrees well with the experi-
mental data except for a marginal over prediction at the inlet. The numerical model

Fig. 23 Surface waves and
instabilities evident in the
numerical solution
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also presents similar trends in simulating the radial velocity profile but tends to
severely under predict the real solution.

Regarding the analytical analysis, the Vatistas n = 2 solution gives a good
estimation for the water surface and tangential velocity profiles. However, because
the model is one-dimensional and assumes axisymmetric properties, the solution
may exhibit uncertainty in complex three-dimensional domains. Furthermore, the
validity of the model would begin to break down close to the free-surface and
vessel walls where boundary layer properties prevail.
From an overview of the uncertainty analysis, it is concluded that the disagreements
between numerical and actual data may owe to a degree of uncountable, accumu-
lative numerical error. However, considering the poor convergence of the
steady-state solution, residual fluctuations and local transient features in the flow
field, it is more probable that the poor agreement is due to local or global transient
features in the flow field which cannot be resolved by the steady-state approach.
Therefore, further transient analysis is required in order to improve the numerical
solution.
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Calibration of an Air Entrainment Model
for CFD Spillway Applications

Daniel Valero and Rafael García-Bartual

1 Introduction

High-velocity free surface flows are frequent in hydraulic structures. In large
enough spillways, turbulent boundary layer growth reaches free surface where a
critical point can be found, then significant quantities of air are trapped into the free
surface and bubbles are then convected with the main flow. This air–water flow
becomes a compressible mixture with macroscopic properties differing from those
of water flow. In hydraulic engineering, flow aeration may induce some flow
bulking [17, 39] and turbulence modulation [12, 14]. This turbulence modulation in
multiphase flows can reduce drag over a rough surface [9, 29, 39] or enhanced
turbulent kinetic energy dissipation depending on the flow and bubble-particle
characteristics [1, 15, 16, 19]. Air bubbles in these flows are used for cavitation
protection of hydraulic structures such as chutes, spillways, and bottom outlets [18,
26], and also for energy dissipation devices. Thus, aeration has become one of the
main design variables in hydraulic structures. However, there is no currently
available analytical solution or commonly accepted general method for the deter-
mination of the air quantities trapped.

Extensive experimental research has been made to characterize aerated flows
past hydraulic structures obtaining variables such as air concentration, bubbles
characteristics, and velocity distributions [6, 9, 12, 20, 26, 33]. Some attempts have
also been made to study the air–water structure in an aerated supercritical flow [7,
10, 32, 38]. Nevertheless, air–water flows observed in prototypes are difficult to
reproduce in laboratory physical models due to scale effects [11, 12, 21]. In
addition, air–water measurements require expensive instrumentation with signifi-
cant drawbacks [4]. Therefore, combined use of computational fluid dynamics
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(CFD) and physical modeling approaches offer a powerful tool for multiphase flow
analyses and reliable representation of hydrodynamic features in large hydraulic
structures [2, 3, 30], hence taking into account dispersed phase effect over the
carrier phase [25]. However, lack of validation and verification is still an issue
pointed out by several researchers [12, 13, 27, 28, 31].

In this paper, a RANS model has been employed assessing its accuracy for
self-aerated spillway flows. Hence, an extensive calibration of a turbulent air
entrainment model coupled with a drift-flux model is presented. VOF method for
free surface capturing is used [23], together with a RNG j� e turbulence model
[41]. Calibration has been carried out employing prototype data of mean air con-
centrations in uniform aerated flows over steep smooth invert chutes. Other vari-
ables have been compared in order to correctly assess the performance of the
calibrated model. In addition, simulations for lower slopes have been conducted
comparing as well the results with prototype data.

2 Model Description

Reynolds Averaged Navier-Stokes equations (RANS) [3, 34] have been numeri-
cally solved by means of the Finite Volume Method [35]; coupled with a RNG
j� e turbulence model, being j the turbulent kinetic energy and e the turbulent
dissipation rate, both modeled by their respective transport equations [37, 41]. VOF
method [23] as included in the commercial code FLOW-3D® has been used for free
surface representation.

Turbulent air entrainment and a drift-flux model are also employed in order to
take into account air entrained. The air entrainment model is responsible for pre-
dicting entrainment of air pockets smaller than the finest cell resolution while
drift-flux model adds the dispersed air effect upon the carrier phase by adding a drag
component to the governing equations [5]. Thus, it is not necessary to solve smaller
scales of the fluid dynamics allowing coarser computational grids which help
avoiding unaffordable, too costly simulations.

For the turbulent air entrainment model, a characteristic size of turbulent eddies
can be defined by

LT ¼ Cl

ffiffiffi
3
2

r
j3=2

e
ð1Þ

with Cl ¼ 0:085 for the RNG j� e turbulence model, which also calculates j and
e in every step at every cell. This length scale should be taken as an approximation
to a length scale of perturbations, for which no unanimous formulation is available
[30]. LT value depends strongly on the chosen turbulence model, while j and e
quantities are also affected by the air entrainment model. Therefore, both models are
implicitly coupled.
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According to [22], the energy density associated with a disturbed fluid element
raised over the free surface to a height LT , can be expressed considering two
components (gravity and surface tension)

Pd ¼ qgnLT þ Kr
LT

ð2Þ

where q is the macroscopic fluid density, gn is the gravity component normal to the
free surface, K is a calibration parameter, and r is the liquid–gas surface tension. Pd

represents thus a surface stabilizing force, while Pt (turbulent kinetic energy per
unit volume) represents the perturbing component that makes the flow unstable.

Pt ¼ qj ð3Þ

Air entrainment occurs when Pt [Pd . Corresponding air entrained volume per
unit time can be computed as

dV ¼ CairAs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
Pt � Pd

q

s
ð4Þ

where Cair is another calibration parameter and As is the free surface area at each cell.
This air volume dV is taken into account affecting macroscopic density of the
mixture and producing bulking of the flow. This macroscopic density is computed as

q ¼ 1� Cð Þqw þ Cqa ð5Þ

where C is the computed entrained air at every cell, qw the water density and qa the
air density. It is also assumed that air entrained form bubbles of a characteristic
diameter. Thus, bubbles produce a drag force upon the carrier phase which opposes
to the water movement. A relative velocity between both phases is computed and a
so-called drift-flux model is introduced. More details about the drift-flux model can
be found in [5].

3 Model Calibration

3.1 Model Setup

The USBR ogee spillway of 53.13° slope (0.75H:1V) [8, 36] was chosen for
calibration purposes. According to [10, 39], a mean air concentration Cmean of 0.65
is expected to be naturally established in the downstream uniform flow region. The
water level over the crest is fixed to hd ¼ 1m, which gives as a result an specific
flow rate of 2:18m2=s. The numerically modeled spillway is 20 m height thereby
ensuring the existence of the inception point and the fully development of the
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aerated uniform region. For validation purposes, different slope spillways of the
same height have been used. Surface roughness of all the spillways has been set to
1 mm.

The employed 2D meshes consist on regular square cells. A 2D mesh is expected
to reproduce correctly the flow patterns [31]. Numerical experiments were carried
out using cell sizes ranging 2–10 cm. A structured Cartesian grid is defined inde-
pendently of the spillway geometry and subsequently the geometry is embedded in
the grid by the FAVOR technique [24]. This technique computes the fractional
areas and corresponding fractional volumes open to the flow.

Flow rate is imposed at the upstream boundary condition and outflow is allowed
for the flow leaving the domain at the downstream boundary condition. Velocity
profiles convergence has been verified through comparison of results with different
meshes. Figure 1 shows velocity profiles for different mesh resolutions in simula-
tions conducted with the turbulent air entrainment model switched off. Whereas
velocity profiles converge even for coarser meshes for the crest section, do not
converge at the end of the spillway for cell sizes over 6 cm. However, 8 cm cell
resolution simulations have been also included in the calibration procedure in order
to assess a sensitivity analysis.

Characteristic values of the turbulent kinetic energy (j) are shown in Fig. 2. The
maximum value over the crest is considered as well as the value at the free surface
cell at the totally developed region. Turbulent kinetic energy has shown a lower
convergence rate; therefore, the air entrained model is expected to be very sensitive
to cell resolution due to its strong dependence on this variable.

Fig. 1 Velocity profiles over the crest (left) and at the end of the spillway (right) for different
mesh resolutions
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3.2 Calibration Data

Two calibration variables have been selected: mean air concentration (Cmean) at the
uniform flow region, and spatial location of inception point (xI). The first one has
been considered the most important one, since it affects directly the flow bulking,
spillway protection and the limit velocity. Although, inception point location must
be also considered. Mean air concentration is dependent on spillway slope for a
given discharge, while inception point location is very sensitive to flow conditions
[39].

The boundary layer thickness d is given by

d
xs

¼ 0:021
xs
hs

� �0:11 ks
xs

� �0:10
ð6Þ

where xs is the curvilinear distance measured from spillway vertex, hs is taken as
indicated in Fig. 3, and ks the surface roughness. For the simulations carried out, ks
was taken equal to 1 mm, as in the numerical model.

The inception point location can be estimated combining Eqs. (6) and (7) [39]:

d ¼ dþ q� qdð Þ�
ufs ð7Þ

In this equation, d is the flow depth, ufs is the velocity outside the boundary
layer, while q and qd are computed as follows:

Fig. 2 Turbulent kinetic energy over the crest (maximum value) and at the end of the spillway (at
the free surface cell) for different mesh resolutions
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q ¼ ð6nþ 1Þ
5ðnþ 1Þ d

ffiffiffiffiffiffiffiffiffi
2ghs

p
ð8Þ

qd ¼ n
nþ 1

d
ffiffiffiffiffiffiffiffiffi
2ghs

p
ð9Þ

In both equations, n is taken equal to 6.3 as recommended in [40].

3.3 Calibration Methodology

A total of 205 2D numerical simulations have been carried out employing a specific
flow rate of 2:18m2=s as the inflow boundary condition. Structured finite volume
mesh is made of cubic cells with uniform size Dx all over the entire domain. The
inlet boundary condition is located upstream far enough from the spillway vertex in
order to ensure it is not affecting the final solution where the supercritical aerated
flow takes place.

These 205 flow numerical simulations have been implemented using pairs of
possible values of the two parameters: Cair ranging from 0 to 1, and K � r varying
from 0 to 5 N/m. For each of them, the inception point position and the mean air
concentration value in the uniform flow along the spillway were estimated. Initially,
three cell sizes were used for the numerical simulations: 4, 6, and 8 cm. Additional
simulations with cell sizes Dx ¼ 10 cm and Dx ¼ 2 cm were also conducted to
confirm trends of the optimal estimated parameters.

In Fig. 4 it is shown the mean air concentration error surface for the size cell
Dx ¼ 8 cm case. In Fig. 5 it is shown the surface error for the inception point
location for the same case. Other cases have similar error surfaces but are not shown
for clarity reasons. In both figures, a least squared error surface has been fitted. As

Fig. 3 Air–water flow
characteristics over a spillway
surface. Inception point
location xI and uniform
aerated flow
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shown in the graphics, there is no actual solution for (Cair, K � r) yielding simul-
taneous reproduction of both, mean air concentration (Cmean) and inception point
location (xI). In order to estimate optimal values in the calibration, variable Cmean is
given priority, ensuring that the estimated parameters reproduce the expected mean
air concentration in the flow. For such condition, error in xI is then minimized.

Fig. 4 Mean air concentration surface error for Dx ¼ 8 cm. Solid black lines are null error lines

Fig. 5 Inception point location surface error for Dx ¼ 8 cm. Solid black lines are null error lines
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3.4 Calibration Results

Table 1 shows the optimal parameters found, as a function of the cell size used for
the numerical simulations.

For the case K ¼ 1, the original formulation of Eq. (2) stands, as formulated
initially by [22] and thus there is only one calibration parameter. In such case
K � r ¼ 0:073 N/m and the resulting optimal values of Cair as a function of the cell
size are shown in Table 2.

The trend of Cair values is in agreement with those of the kinetic turbulent energy
(j) corresponding to each cell size simulation (Fig. 2). Thus, when the value of j at
the free surface cell does not vary with cell size, Cair is not expected to change. It
may be noticed as well that for Dx ¼ 4 cm cell size simulations, physically based
surface tension value properly yields the correct air concentration minimizing the
error in the inception point location.

4 Model Validation

For the optimal parameters found, air concentration profiles in 2D simulations were
compared with the theoretical ones reported by Chanson [10]. As shown in Fig. 6, a
reasonably good agreement for the profile shape is found, while some more sig-
nificant deviations are identified in the region closer to the free surface and the
bottom. In Fig. 6, y90 states for the depth where concentration C reaches 0.90.

Additionally, further 2D simulations have been carried out for validation pur-
poses, introducing spillway slopes ranging from 30° to 48.5° and the same flow rate
as in the calibration tests, using cell sizes of 4 cm with the prior obtained optimal
air-entrainment model parameters, namely Cair ¼ 0:525 and K � r ¼ 0:073 N/m.
Table 3 shows the obtained results. In Fig. 7 it is shown the equilibrium concen-
tration values proposed by [10, 20] and the obtained in the validation simulations.

Table 1 Optimal values
obtained in the calibration

Dx ðcmÞ 4 6 8

Cair (–) 0.525 0.619 0.631

K � r (N/m) 0.073 0.570 0.978

Table 2 Optimal values
obtained in the calibration
enforcing K ¼ 1

Dx ðcmÞ 4 6 8

Cair (–) 0.525 0.291 0.334

K � r (N/m) 0.073 0.073 0.073
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It has been observed that the calibrated model is predicting values in agreement
with the prototype data found in the literature. The model is also predicting the
decrease of the equilibrium concentration with the reduction of the spillway slope.
All the relative errors remain below 20 % with an average value of 9.32 %, which is
consistent with the error magnitude of the prototype data measurements.

Fig. 6 Air concentration
profile for different
computational cell sizes

Table 3 Equilibrium
concentration values in
validation simulations
(FLOW-3D), proposed by
Chanson [10] (*) and
proposed by Hager [12] (**)

Slope 30.00 34.62 39.25 43.88 48.50

Cmean

(FLOW-3D)
0.38 0.47 0.52 0.56 0.63

Cmean
(*) 0.41 0.51 0.58 0.61 0.63

Error (%) (**) 7.13 8.20 10.57 9.04 1.36

Cmean
(**) 0.39 0.43 0.46 0.49 0.52

Error (%) (**) 1.38 −9.70 −12.80 −13.16 −19.81

Relative errors to the values proposed by the previous authors are
also presented
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5 Conclusions

A turbulent air entrainment model coupled with RNG j� e turbulence model and
VOF representation for free surface has been calibrated with over 200 numerical
simulations. The spillway flow in the USBR ogee spillway of 53.13° slope [8, 36]
was chosen for calibration purposes.

Results show significant cell size dependence, which can be explained by the
lower convergence rate of the turbulent kinetic energy, main input variable of the
calibrated model. In general, there is a reasonable agreement in the air concentration
profiles. The values obtained for the two parameters involved in the turbulent air
entrainment model allow realistic spillway flow simulations, being thus a useful
tool for analysis of large hydraulic structures in order to optimize its operation.

Accurate laboratory measurements concerning air concentration profiles are
difficult to obtain, but they can actually yield important benefits in engineering
practice. Calibrated CFD models as the one presented herein, can be very useful to
understand and expand such results, improving the basis for hydraulic design and
actual performance of spillways and stilling basins.

Fig. 7 Equilibrium air concentration versus spillway slope

580 D. Valero and R. García-Bartual



Acknowledgments The authors thank Dr. Fabian Bombardelli, UC Davis, for his kind attention
and advice.
The research described in this paper has been carried out under the research project “Natural and

forced air entrainment in dam spillways and potential range of operation enlargement for hydraulic
jump energy dissipators”, BIA2011-28756-C03-01, supported by the Spanish Ministry of
Economy and Competitiveness and by ERDF funding of the European Union.

References

1. Balachandar, S., & Eaton, J. K. (2010). Turbulent dispersed multiphase flow. Annual Review
of Fluid Mechanics, 42, 111–133.

2. Bombardelli, F. A. (2012). Computational multi-phase fluid dynamics to address flows past
hydraulic structures. In 4th IAHR International Symposium on Hydraulic Structures, February
9–11, 2012, Porto, Portugal. ISBN: 978-989-8509-01-7.

3. Bombardelli, F. A., Meireles, I., & Matos, J. (2011). Laboratory measurements and
multi-block numerical simulations of the mean flow and turbulence in the non-aerated
skimming flow region of steep stepped spillways. Environmental Fluid Mechanics, 11(3),
263–288.

4. Borges, J. E., Pereira, N. H., Matos, J., & Frizell, K. H. (2010). Performance of a combined
three-hole conductivity probe for void fraction and velocity measurement in air–water flows.
Experiments in Fluids, 48(1), 17–31.

5. Brethour, J. M., & Hirt, C. W. (2009). Drift model for two-component flows.
FSI-09-TN83Rev. Flow Science, Inc.

6. Bung, D. B. (2011). Developing flow in skimming flow regime on embankment stepped
spillways. Journal of Hydraulic Research, 49(5), 639–648.

7. Bung, D. B. (2013). Non-intrusive detection of air–water surface roughness in self-aerated
chute flows. Journal of Hydraulic Research, 51(3), 322–329.

8. Bureau, O. R. (1977). Design of small dams. Washington, DC: US Department of the Interior.
9. Chanson, H. (1994). Drag reduction in open channel flow by aeration and suspended load.

Journal of Hydraulic Research, 32(1), 87–101.
10. Chanson, H. (1996). Air bubble entrainment in free-surface turbulent shear flows. London:

Academic Press.
11. Chanson, H. (2009). Turbulent air–water flows in hydraulic structures: dynamic similarity and

scale effects. Environmental Fluid Mechanics, 9(2), 125–142.
12. Chanson, H. (2013). Hydraulics of aerated flows: Qui pro quo? Journal of Hydraulic

Research, 51(3), 223–243.
13. Chanson, H., & Lubin, P. (2010). Discussion of “Verification and validation of a

computational fluid dynamics (CFD) model for air entrainment at spillway aerators”.
Canadian Journal of Civil Engineering, 37(1), 135–138.

14. Chanson, H., & Toombes, L. (2002). Air-water flows down stepped chutes: Turbulence and
flow structure observations. International Journal of Multiphase Flow, 28(11), 1737–1761.

15. Chen, J.-H., Wu, J.-S., & Faeth, G. M. (2000). Turbulence generation in homogeneous
particle-laden flows. AIAA Journal, 38(4), 636–642.

16. Crowe, C. T. (2000). On models for turbulence modulation in fluid–particle flows.
International Journal of Multiphase Flow, 26(5), 719–727.

17. Falvey, H. T. (1980). Air-water flows in hydraulic structures. USBR Engineering Monograph,
No. 41, Denver, CO.

18. Falvey, H. T. (1990). Cavitation in chutes and spillways. USBR Engineering Monograph,
No. 42, Denver, CO.

Calibration of an Air Entrainment Model … 581



19. Gore, R. A., & Crowe, C. T. (1989). Effect of particle size on modulating turbulent intensity.
International Journal of Multiphase Flow, 15(2), 279–285.

20. Hager, W. H. (1991). Uniform aerated chute flow. Journal of Hydraulic Engineering, 117(4),
528–533.

21. Heller, V. (2011). Scale effects in physical hydraulic engineering models. Journal of
Hydraulic Research, 49(3), 293–306.

22. Hirt, C. W. (2003). Modeling turbulent entrainment of air at a free surface. FSI-03-TN61-R.
Flow Science, Inc.

23. Hirt, C. W., & Nichols, B. D. (1981). Volume of fluid (VOF) method for the dynamics of free
boundaries. Journal of Computational Physics, 39(1), 201–225.

24. Hirt, C. W., & Sicilian, J. M. (1985). A porosity technique for the definition of obstacles in
rectangular cell meshes. In Proceedings of International Conference on Numerical Ship
Hydrodynamics (19 p.). Washington, DC: National Academy of Science.

25. Jha, S. K., & Bombardelli, F. A. (2010). Toward two‐phase flow modeling of nondilute
sediment transport in open channels. Journal of Geophysical Research: Earth Surface, 115
(F3), 2003–2012.

26. Kramer, K., & Hager, W. H. (2005). Air transport in chute flows. International Journal of
Multiphase Flow, 31(10), 1181–1197.

27. Ma, J., Oberai, A. A., Drew, D. A., Lahey, R. T., & Hyman, M. C. (2011). A comprehensive
sub-grid air entrainment model for RaNS modeling of free-surface bubbly flows. The Journal
of Computational Multiphase Flows, 3(1), 41–56.

28. Ma, J., Oberai, A. A., Lahey, R. T., Jr, & Drew, D. A. (2011). Modeling air entrainment and
transport in a hydraulic jump using two-fluid RANS and DES turbulence models. Heat and
Mass Transfer, 47(8), 911–919.

29. Madavan, N. K., Deutsch, S., & Merkle, C. L. (1984). Reduction of turbulent skin friction by
microbubbles. Physics of Fluids, 27(2), 356–363.

30. Meireles, I. C., Bombardelli, F. A., & Matos, J. (2014). Air entrainment onset in skimming
flows on steep stepped spillways: An analysis. Journal of Hydraulic Research, 52(3), 375–
385.

31. Oertel, M., & Bung, D. B. (2012). Initial stage of two-dimensional dam-break waves:
Laboratory versus VOF. Journal of Hydraulic Research, 50(1), 89–97.

32. Pfister, M. (2008). Bubbles and waves description of self-aerated spillway flow. Journal of
Hydraulic Engineering, 46(3), 420–423.

33. Pfister, M., & Hager, W. H. (2010). Chute aerators. I: Air transport characteristics. Journal of
Hydraulic Engineering, 136(6), 352–359.

34. Pope, S. B. (2000). Turbulent flows. Cambridge: Cambridge University Press.
35. Versteeg, H.K., & Malalasekera, W. (2007). An introduction to computational fluid dynamics:

the finite volume method. Harlow: Pearson Education.
36. Vischer, D., Hager, W. H., & Cischer, D. (1998). Dam hydraulics. Chichester, UK: Wiley.
37. Wilcox, D. C. (1998). Turbulence modeling for CFD. La Canada, CA: DCW industries.
38. Wilhelms, S. C., & Gulliver, J. S. (2005). Bubbles and waves description of self-aerated

spillway flow. Journal of Hydraulic Research, 43(5), 522–531.
39. Wood, I. R. (1991). Air entrainment in free-surface flows. In IAHR Hydraulic design manual

No. 4, hydraulic design considerations. Rotterdam, The Netherlands: Balkema Publications.
40. Wood, I. R., Ackers, P., & Loveless, J. (1983). General method for critical point on spillways.

Journal of Hydraulic Engineering, 109(2), 308–312.
41. Yakhot, V., Orszag, S. A., Thangam, S., Gatski, T. B., & Speziale, C. G. (1992). Development

of turbulence models for shear flows by a double expansion technique. Physics of Fluids A:
Fluid Dynamics, 4, 1510.

582 D. Valero and R. García-Bartual



3D Numerical Simulations
of Particle–Water Interaction
Using a Virtual Approach

Varvara Roubtsova and Mohamed Chekired

1 Introduction

The hydraulic conductivity of porous media is often predicted either based on
empirical relationships or hydraulic radius theories, or using capillary models or
statistical models, and, more recently, network or fractal models. A great deal of
experimental work has been performed by several investigators [1–8], in an effort to
reflect the complexity of permeability in models with general applicability. These
widely used models represent simplified macroscopic approaches in which the
porous medium is treated as an easy-to-use continuum. However, the continuum
approach suffers from a major limitation, which is to disregard the physics of flow at
pore level, because all its complexities and fine details at the pore scale are hidden
in bulk terms, such as empirical coefficients [2], shape coefficients, permeability,
tortuosity, etc. In fact, although these investigations give us a clearer understanding
of some of the factors that control permeability, a universal relationship between
permeability and all these factors seems to be an illusion.

1.1 Permeability Models

To model the flow rate through a porous medium, we need to know the parameters
of the pore structure, such as the pore sizes throughout the medium, the connectivity
of the pore channels, and the tortuosity of these channels (morphology and
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topology). An accurate description of the pore space is a crucial, and rich, source of
information about the porous medium. This information is required to investigate
the velocity, pressure, and distribution of the fluid flow. Modeling flow rate is an
indispensable task, as it is vital to know what occurs inside the porous medium,
which is a complex structure consisting of a solid skeleton and pores through which
the flow occurs. However, this task is a difficult one. Numerous studies have been
carried out to link the microscopic structural quantities to macroscopic properties.
One of the most widely accepted relationships between permeability and the
properties of pores was proposed by Kozeny and later modified by Carman. The
well-known semi-empirical Kozeny-Carman model [2, 9] relates permeability to
porosity, specific surface, tortuosity, and the shape factor. This model was devel-
oped based on Poiseuille flow through bundled parallel tubes of equal length and
constant cross-section for which the Navier-Stokes equation can be solved.
However, this model does not work accurately for all types of porous medium, and
it gives very poor predictions for complex porous media. Many empirical models
have been proposed [1, 4, 6–8, 10–12], but their correlations all have a significant
drawback, which is that fully empirical models are technically valid only for the
samples for which the results have been collected. A reasonable prediction can be
generated by semi-empirical models of permeability, and are an alternative to
permeability tests for granular soils. These models relate permeability to parameters
like porosity, specific surface area, tortuosity, the shape factor, and particle size
distribution. However, not only do they have limitations, they also lack accuracy.

1.2 Tortuosity

Because the shape of the pore space is highly chaotic, the concept of tortuosity has
been introduced to represent the complex structure of porous media. Tortuosity is
an important feature of the flow through such media, and serves as an adjustable
parameter for matching experimental results to those predicted by bundled parallel
tubes. It is governed mainly by the topology of the pore network, and defined as the
ratio of the length of the fluid streamlines to the shortest path in the direction of the
flow. To date, it has not been possible to measure tortuosity directly. Several
attempts have been made, among them the development of models of fluid
movement in soils which idealize the intricate structures of soil in the form of
fractals [13] or networks [14]. These models represent void space in a regular two-
or three-dimensional lattice of pores connected by throats. However, in a
three-dimensional model, the shape of every pore or throat is generally simplified to
either a sphere or cylinder, while natural systems have a random topology.

Frequently, tortuosity has been assumed to be responsible for discrepancies
between predictions and observed behavior in various porous systems, and, as such,
tends to have been used largely as a fitting parameter. In contrast, the use of the
Kozeny–Carman equation involves a key factor which gathers together all the
geometrical features, such as pore shape and pore size distribution, particle shape,
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tortuosity, pore throat, pore interconnectivity, etc. The literature dealing with tor-
tuosity is very broad. Although the concept of tortuosity is used in various areas of
science, it is not yet well understood, mainly because the theoretical research
includes simplifications that do not reflect the complex reality encountered in
porous media. An examination of this research reveals that no consensus has yet
been reached.

1.3 Inaccuracy of Experimental Tests

The accuracy of laboratory permeability tests involving coarse-grained materials is
often open to discussion, as there are many factors that affect the measurement of
hydraulic conductivity. Chapuis and Aubertin [15] note that the experimental
hydraulic conductivity values obtained from just three replicate tests may vary
broadly. This lack of precision partially depends on the test equipment and pro-
cedures applied, in addition to the natural variability of the material tested. Dunn
and Mitchell [16] point out in a practice review of hydraulic conductivity mea-
surements that, in addition to test apparatus and procedural errors, such as head and
flow measurement errors, temperature variations, and non-uniform specimen sizes,
there are many other factors that contribute to hydraulic conductivity estimation
inaccuracy, such as (1) the influence of specimen preparation methods; (2) water
quality; (3) consolidation during the test; (4) the influence of hydraulic gradient;
and (5) methods of specimen saturation and verification of the degree of saturation.
The wall effect is another source of errors. Strizhov and Khalilov [17] demonstrate
that the non-curvature of a smooth wall causes a decrease in resistance in its vicinity
and an increase in flow velocity (by a factor of 1.5–2, in the case of gas flows),
which leads to the wall effect. In addition, the use of small samples with a diameter
of less than 15 cm would lead to an underestimation of the in situ hydraulic
conductivity by a factor of 10–10,000 [18].

An additional source of error is the laboratory test procedure itself, which forces
the flow in a prescribed direction that probably does not represent the actual
direction of the flow encountered in the field. This is because the laboratory test
usually checks the vertical hydraulic conductivity, whereas the soil is anisotropic.

2 3D Virtual Laboratory: Simsols

Until the late of 1970s, when computer processing power increased dramatically,
the pore-scale modeling of porous medium processes was considered a fruitless
undertaking. To overcome the difficulties associated with the inherent complexity
of porous media, a three-dimensional virtual laboratory, called SIMSOLS, was
developed by IREQ to simulate the flow through porous media at a micro level. The
pore sizes throughout the medium, the connectivity of the pore channels, and the
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tortuosity of these channels were generated using the virtual laboratory, creating a
virtual porous medium made up of idealized particles. This approach can provide a
high level of detail, which would be impossible to acquire in any other way.
Subsequently, a more accurate representation of the flow through porous media was
realized using the full Navier–Stokes equations, involving inertial terms that are
significant in high speed flows.

The primary purpose of this study is to demonstrate the ability of the virtual
laboratory to mimic reality, and then to achieve a better understanding of the
tortuosity of streamlines through a porous medium made up of multisized glass
beads. This paper addresses the following topics: (1) the discrete element method
used to model the motion of glass beads during generation of the porous medium;
(2) the sample generation process; (3) the Navier–Stokes equations solved by the
Marker and Cell method; (4) the representative elementary volume; and (5) the
results obtained and a discussion.

2.1 Discrete Element Method

The three-dimensional Discrete Element Method (3D DEM), a common approach
to the numerical modeling of non cohesive granular materials, is used in this study.
In this approach, which was first introduced by Cundall and Strack [19], every
particle in the system is modeled as a rigid body subject to various body and surface
forces. The method is presented in detail in [20]. However, combining the DEM
approach for granular materials with pore network methods remains a difficult task.
Although the investigations carried out by various researchers have been limited
mostly to 2D models, with a few involving 3D models with an idealized pore space,
these models may not reflect the random nature of a real porous space. The main
drawback of the DEM approach is its high computational cost. To address this
drawback, we parallelized the model using GPU (Graphics Processing Units), and,
for portability, we used the OpenCL (Open Computing Language) framework,
which provides an abstract view of the parallel architecture. This allowed us to use
CPU (Central Processing Units) with a GPU backend.

2.2 Sample Generation Process

The samples, consisting of spherical particles, were virtually generated layer by
layer according to the particle size distribution shown in Fig. 1. This procedure was
conducted randomly to ensure homogeneity. Each layer of particles (Fig. 2a) was
generated so that the sample surface would be as flat as possible, but in such a way
as to fill the gaps in the vicinity of the edges of the sample. To accomplish this, each
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layer was generated with a rotation of 90º in the horizontal plane with respect to the
previous layer. In the first step, the sample was generated with a minimum density
(emax). At this stage, before a layer is subjected to gravity, it is important to confirm
that the particles in the previous layer are all steady (Fig. 2b). The loosest possible
packing is then achieved by carefully pouring the glass beads into a container,
avoiding any disturbance, which gives emax. This procedure avoids the possibility
of segregation. From Fig. 2c, we can see that there was no segregation. Once the
sample had been completely generated, it was vibrated until the maximum density
(emin) was achieved. A constant surcharge (dead weight) of 14 kPa was maintained
at the surface during vibration, with a predominant frequency of 60 Hz and a double
amplitude of 0.33 mm, based on the test procedures found in ASTM D 4253. To
ensure total densification of the sample, the sample height was calculated at dif-
ferent time intervals during the vibration process. Figure 3 shows the evolution of
the sample height with the time of vibration, and reveals that the height of the
sample decreases throughout the process of vibration and stabilizes after 15 s. When

Fig. 1 Particle size
distribution curve
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Fig. 2 Generation of porous media with different colors representing: a successive layers,
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vibration is complete (after 20 s), the height of the sample suddenly decreases by
0.1 mm, as shown in Fig. 3.

2.3 Marker and Cell Method

The water flow through a pore channel is described by the Navier-Stokes equations
for a viscous-incompressible fluid. One of the more successful methods for solving
the Navier–Stokes equations in physical variables is the Marker and Cell
(MAC) method, developed at the Los Alamos Laboratory in 1965 [21]. This
method uses a staggered grid. Since its initial success, many modified schemas have
been introduced. SIMSOLS uses the schema based on the splitting of physical
parameters [22, 23], and is described in detail in [24].

The boundary conditions for the solid cylindrical walls and the particle
boundaries are nonslip and non penetration, as proposed in [25]. In the simplest
case, all liquid grid velocities located ‘inside’ the particles are forced to equal the
particle velocity, or zero in the case of fixed obstacles, prior to evaluation of the
temporary velocity, while all other points retain the old values. The ‘interior’ points
are updated once the pressure has been determined in the same way as for all the
other points, in order to ensure incompressibility.

To arrive at the proper particle–liquid interaction, the fluid stress tensor is
integrated over the particle surface.

With the aim of verifying and validating this model, many experimental tests
have been conducted in the 3D configuration [26]. Examples of an experiment and
the corresponding numerical simulation of spherical particle–particle collision and
rebound in a Newtonian fluid are shown in Fig. 4. The experimental and numerical
results obtained are compared in Fig. 5. These results demonstrate the validity of
our approach.

Fig. 3 Sample height
variation during and after
vibration
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2.4 Representative Elementary Volume

To ensure the representativeness of the sample in terms of size, and then to set the
volume as a representative parameter, simulations were performed on samples of
different dimensions (height and diameter) to obtain the Representative Elementary
Volume (REV). The REV that represents the continuous scale for which the
macroscopic properties of a porous medium are reached when the parameter studied
did not change with a further increase in sample size [27]. The REV must be
sufficiently large to contain enough elements of the microstructure, and the effects
of boundary conditions (wall effect) must be not significant. This approach, which

Fig. 4 Close view of the experimental and numerical tests

Fig. 5 Comparison of the experimental and numerical results as a function of time: a elevation;
and b velocity
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has been applied for void ratio, particle size distribution, and permeability, as
suggested by many authors [28–34], allows us to reduce the dimensions of the
sample by reducing the number of particles involved. The handling of a large
number of particles tends to compromise the computation times.

The sample diameter was determined through simulation for different ratios of
the sample diameter to the smallest particle diameter (Fig. 6). A view of the sample
we generated is shown in Fig. 7. The smallest particles, with a 623 micron diameter,
are in blue. The sample height was determined by calculating the void radio,
defined as the ratio of the volume of the pores to the volume of the solids, for 20
slices 2 mm in height along the sample, starting from the bottom, as shown in
Fig. 8. Using this procedure, we can see the evolution of the void ratio as a function
of height, and so define the minimum height of the sample. This exercise was
carried out with two increments of height (2 and 4 mm) to make sure that all the
information along the sample was captured and that identical results would be
produced. The sample is 25 mm in diameter and 16.7 mm in height. Note that the
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sample height is more than 25 times the diameter of the smallest particle. The
smallest particles are considered to affect tortuosity the most, since they can occupy
the most space between the larger particles.

The void ratio of the sample is 0.61, when the voids created in the upper and
lower parts of the sample are considered, and 0.56 if the sections at the top and
bottom of the sample are not taken into account. To simulate the real behavior in the
laboratory, the upper and lower parts of the sample were not removed in the current
analysis.

3 Results and Perspectives

Our achievement is the direct measurement of the flow path length in porous media.
Figure 9 shows an example of a three-dimensional view of the streamline patterns
obtained by numerical simulations. A streamline is a path traced by a massless
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particle as it moves with the flow. Figure 10a, b show a projection of the stream-
lines of the loosest sample onto the XY and YZ planes respectively. Figure 11a, b
present similar views for the densest sample.

In order to analyze the data obtained from images, the tortuosity values were
subdivided into 30 ranges. Figure 12 presents the distribution of more than 30,000
tortuosity values. The tortuosity values before and after compaction show that the
tortuosity does not vary significantly. The results given in Table 1 show that there is
no significant difference between the tortuosity evaluated in the projections onto the
XY and ZY planes. The hydraulic conductivity (m/s) is calculated as follows [35]:
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Fig. 10 The middle range of the projection of streamlines onto the: a XY; and b YZ planes for the
loosest packing
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Fig. 11 The middle range of the projection of streamlines onto the: a XY; and b YZ planes for the
densest packing
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K ¼ � vh isqg
Dp

ð1Þ

where vh i is the average velocity in the soil (m/s), s is the length of the sample in the
direction of flow (m), Dp is the pressure drop (Pa), g is the acceleration due to
gravity, and ρ is the fluid density.

From these results, it is clear that the flow path does not take any preferential
direction, and therefore is isotropic in nature. Naturally, the fluid flow will follow
the path of least resistance, where the lowest amount of energy is required to
produce the motion of the fluid particle. However, the hydraulic conductivity values
obtained, which were computed for emin and emax, are not consistent with those
presented in the literature in which hydraulic conductivity is related as a power-law
of porosity (or void ratio). However, it should be noted that, to our knowledge, no
pore-scale studies have been conducted for calculating the permeability of a
granular medium in both loose and dense state to confirm our results.

Fig. 12 Streamline
distribution as a function of
tortuosity

Table 1 Numerical results for both loose (emax) and dense (emin) samples

Void ratio (%) emax = 0.68 emin = 0.55

Sample height (mm) 16.7 15.4

Pressure gradient (Pa) 40 40

Average seepage velocity through the sample, m/s 6.5 × 10−4 5.9 × 10−4

Hydraulic conductivity (m/s) 1.8 × 10−3 2.255 × 10−3

Number of streamlines 30,322 30,011

Average length of streamlines in XY projection (mm) 17.14 15.70

Average length of streamlines in ZY projection (mm) 17.14 15.70

Average length of streamlines in 3D configuration (mm) 17.53 15.91

Average tortuosity in XY projection 1.01 1.006

Average tortuosity in ZY projection 1.01 1.006

Average tortuosity in 3D configuration 1.04 1.019

Ratio of average tortuosity to 2D projection (%) 2.21 1.28
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It must be noted that the computed tortuosity does not depend only on spatial
discretization, but also on the number of streamlines in each pore channel. In this
work, we assume that the streamlines have been uniformly seeded over the inlet
plane, and that the starting positions of each streamline were centered in the cell of
that plane. There are still many improvements to be made in this area, such as
refinement in both space and time, which will result in greater precision in eval-
uating tortuosity.

The results indicate that compaction of the multisized porous media leads to less
tortuous pore channels. However, the influence of particle size distribution needs
further investigation.

At the same time, considering the particle size distribution chosen, we may be able
to conclude that the difference between the total streamline length and the streamline
lengths computed on the plane projections is small. If confirmed, the flow in porous
media can be investigated in two-dimensional simulations with confidence.

4 Conclusion

In this preliminary part of a research project currently under way, we presented a
simulation tool, called SIMSOLS, which can generate a granular medium by means
of the discrete element method, consisting of polydispersed spherical particles. This
tool also simulates the flow of a fluid, in order to define its permeability, but other
properties as well, such as tortuosity. The medium is generated according to the
principle of gravitational deposition. The samples are initially generated in their
loosest state, and then densified by means of vibration, as in laboratory tests.

This simulation tool enables us to extract the streamlines in three dimensions.
However, the results obtained do not correspond to those already widely published,
in which hydraulic conductivity can be approximated by a power-law function of
the porosity. Refinement, in the form of simulations associated with laboratory tests
performed on porous media with different size distributions, will allow us to better
understand the various aspects of flow through a porous medium and the con-
tradictions noted. We have no doubt that the work presented here is a realistic
approach to mimicking reality, and that our approach will better quantify the effect
of the parameters involved in flow in porous media. The use of three-dimensional
simulations of the phenomena of fluid flowing directly into the pore spaces will
relax a number of the simplifications inherent in network modeling, and is a
promising avenue for the use of the complex morphology of pore spaces.

SIMSOLS seems to be the most realistic numerical tool available for generating
granular media and modeling flow through these media, even though it is not yet able
to account for all complexities involved and to make accurate predictions. Despite
the fact that the results are controversial, we hope that this work will motivate further
research exploring more types of granular media. Three-dimensional visualization
through the virtual laboratory appears to be a promising approach.
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A Stochastic Model for Particle Deposition
in Turbulent Flows and Clogging Effects

Céline Caruyer, Jean-Pierre Minier, Mathieu Guingo
and Christophe Henry

1 Introduction

Particle deposition in turbulent flows is a phenomenon met in various applications
which can lead to fouling and affect normal operating conditions of key components
of industrial processes. Particle deposition is due to several thermohydraulic or
chemical processes. Fouling can be divided into different stages: with first depo-
sition of single particles on a clean surface, then formation of a multilayer deposit,
up to a possible complete blocking of the fluid cross section.

In our modeling approach, the complete fouling phenomenon is separated into
four elementary phenomena (Fig. 1) which are:

• Deposition: governed by particle–fluid interactions and particle–surface
interactions.

• Resuspension: a particle initially deposited on a wall loses contact with it. This
phenomenon depends on the balance between the hydrodynamic efforts exerted
on a deposited particle by the flow and the adhesion forces between the particle
and the wall. These adhesion forces can be of different natures (van der Waals,
electrostatic forces) and depend on parameters that can be difficult to know
precisely, such as the characteristics of surface roughness.
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• Agglomeration: for a high concentration of particles in the flow, particle–par-
ticle interaction must be taken into account. For instance, the formation of
aggregates can modify the particle mass flowrate towards the wall (since particle
aggregates have a different inertia compared to “elementary” particles, their
response to near-wall turbulence is also different, and thus their probability to
reach the wall).

• Clogging: several layers of particle can accumulate on the surface, forming a
multilayer deposit. Particle–particle interactions are important in this phenom-
enon. For a sufficiently significant particle deposit, the influence of the deposit
morphology on the local flow structure must be modeled; an example of this
influence being the acceleration of the local flow velocity during its passage
through a cross section reduced by fouling.

In this model, the interactions between particles and near-wall coherent struc-
tures are explicitly simulated [7]. The modeling approach is not limited to particle–
turbulence interactions, and particle–surface interactions are accounted for using an
energy balance method: particles impacting the wall (or particle already deposited)
deposit if their wall-normal kinetic energy is high enough to overcome the energy
barrier, otherwise they rebound on the surface [8, 9].

The model accounts accurately for two major fundamental mechanisms: first, the
hydrodynamic transport of particles (which describes particle–fluid interactions
such as particle–turbulence interactions) and, second, the attachment mechanism
(where physico-chemical interactions between two bodies occur). Roughness is also
specifically included in the stochastic description of the surface since it plays an
important role, in particular in repulsive cases where the energy barrier can be
lowered [9].

Fig. 1 Elementary phenomena of fouling
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The present article deals with the clogging issue and, more precisely, with the
influence of multilayer deposits on the flow. The first part describes the multilayer
deposition model while the second part is dedicated to the influence of a deposit on
the fluid flow. Different approaches that are able to perform this coupling are briefly
described. Then a calculation which brings out the impact of a deposit on the flow is
performed, using a porous medium approach.

2 Multilayer Deposition

Recent developments [8] have shown that the model is not only able to reproduce
single-particle deposition and resuspension but can also be applied to simulate the
formation and the growth of multilayer deposits. Such deposits result from the
competition between particle–fluid, particle–surface, and particle–particle interac-
tions. According to the chemical properties of the surfaces involved (both particles
and walls), different morphologies of the deposit can exist (monolayer, dentrite,
multilayer) and this is well captured qualitatively by the present model. For the
cases considered in the present paper, we neglect particle–particle interactions in the
bulk of the fluid and particle detachment is also not taken into account.

2.1 Modeling Approach

When modeling the formation of multilayer deposits, the transport step is not
modified and only the attachment step is extended to account for particles inter-
acting with fouled surfaces.

The deposition of a particle on a fouled surface is given by an energy balance
approach in the wall-normal direction. The wall-normal kinetic energy of incoming
particles is the result of the transport step while the wall-normal energy barrier
between a particle and a fouled surface is determined according to the attachment
model. This means that the interaction between a particle and a fouled surface is
similar to the interaction between a particle and a rough substrate (covered by
hemispherical asperities).

Then, various cases can appear: if the particle interacts with a clean surface, the
energy barrier is given by the model developed previously whereas, if deposited
particles are present inside the contact area, the energy barrier is determined using
the DLVO theory [12], named after Derjaguin-Landau [2] and Verwey-Overbeek
[17], assuming interaction energies to be additive:

Upart�surf ¼ UDLVO
part�plate 1� Scovð Þ þ

X
UDLVO

part�part;
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with Scov the surface coverage, Upart–plate the interaction between a particle and the
plane, and Upart–part the interaction between particles.

The contact surface Scont defining the contact area is:

Scont ¼ pð2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RpartRdep

p þ RdepÞ2;

where Rpart is the particle radius and Rdep is the deposited particle radius.
If deposited particles are present inside the contact area, a particle is chosen

randomly among them and the incoming particle is deposited on this one with a
random angle.

Two parameters have been introduced in the simulation of fouling: the jamming
limit and the minimal porosity. The jamming limit corresponds to the maximum
attainable surface coverage of deposited particles. This parameter has been intro-
duced since the use of a probabilistic approach allows single-particle deposition to
occur until a surface coverage of 100 % whereas, in reality, the packing of spheres
on a surface cannot be higher than a jamming limit (equal to 90 % for a 2-D
hexagonal close packing of spheres). Once the surface coverage reaches limit value,
incoming particles are always considered to deposit on adhering particles (Fig. 2).
The minimal porosity of a cell is equal in 0.366 for a structure obtained by random
deposition of monodispersed particles.

2.2 Numerical Results

2.2.1 Effect of the Ionic Strength

Bacchin et al. [1] studied the deposition of 4.9-µm latex particles under Brownian
motion on polymer substrates (PDMS). In this experiment, multilayer deposition was
observed with an ionic force of I = 100 mM but no multilayer deposition occurred at
I = 10 mM or lower (Fig. 3). Particle–particle interactions have been calculated using
a zeta potential of –52 mV at pH 7 for the two ionic strength considered and a

Fig. 2 Multilayer deposition
of particles on the wall.
Calculation with a low
jamming limit and particle–
particle attraction
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Hamaker constant of 4.10−20 J. Particle–substrate interactions were not considered.
Numerical results confirm that the model is able to predict the formation of multi-
layers: multilayer deposition occurs at an ionic strength of 100 mM, while only
monolayers can be formed at an ionic strength lower than 60 mM.

2.2.2 Effect of the pH

Perry et al. [14] studied the deposition of 250-nm alumina particles on silicon
substrates. The study was performed for different pH and showed that the first layer
is determined by particle–surface interactions, while next layers are piloted by
particle–particle interactions. For a pH of 3, a monolayer deposit was obtained
because particle–surface interactions are attractive but particle–particle interactions
are repulsive. At pH = 9, a multilayer deposit develops due to particle–particle
attraction (close to the point of zero charge of alumina particles). At a pH of 10,
there is no deposit on the substrate due to high particle–surface repulsion. These
qualitative results have been confirmed numerically (Fig. 4).

Fig. 3 Clogging behavior of polymer substrates by 4.9 μm latex particles at various solution
conditions: I = 10 mM (red line), I = 100 mM (green dashed line)

Fig. 4 Clogging behavior of silicon substrates by 250 nm alumina particles at various solution
conditions: pH = 3 (black line), pH = 9 (red dashed line), pH = 10 (green dot-dash line)
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3 Influence of the Multilayer Deposit on the Fluid Flow

When the size of multilayer deposit becomes significant which means that the fluid
section is reduced, it is important to account for the influence of the deposit on the
fluid flow in order to obtain more realistic evolutions, both of the fluid flow and of
the deposit formation.

3.1 Possible Approaches

Different methods can be applied to address this issue, such as Arbitrary Lagrangien
Eulerien (ALE) methods [3, 11], porous medium approaches [15, 16], hybrid
methods or Smoothed Particle Hydrodynamics (SPH) approach [6, 13].

The choice of a modeling approach is based on two criteria: first, it needs to be
consistent with models already developed within the framework of statistical or
stochastic models; second, it must be sufficiently open to allow future developments
(in particular the deposit cohesion and multilayer resuspension) to be introduced.
According to these criteria, we have retained the porous medium approach.

3.2 Chosen Modeling Approach: Porous Medium Approach

The impact of the deposit on the flow can be taken into account at the mesh size by
the use of a porous media approach (Fig. 5). Indeed, the number of deposited
particles is known at the end of each time step and each wall-bounded cell can then
be described by its porosity which represents the volume fraction not occupied by
the deposited particles. As particle deposition goes on and the resulting deposit
grows in size, the cell porosity is decreased (from one down to zero when the cell if
completely clogged or blocked). A head loss coefficient is added in the equation of
momentum for concerned cells in order to represent the pressure variation induced
by the passage of fluid through a porous medium. This method has the advantage of
being rather simple to implement since it does not require important numerical
developments. However, the use of a single head loss coefficient in every cell
implies that the deposit formed is properly described by the porosity only. This may
appear as a restrictive assumption since the deposit morphology (dentrite or com-
pact clusters) can change. Yet, it is believed that in simple geometry (such as in a
parallel-plate channel), the interactions at play in fouling are not highly dependent
on the cell position and the resulting deposit morphology is rather homogeneous
and thus properly described by its porosity. It should be borne in mind that this
assumption may become unrealistic in complex geometries (such as impacting jet
or sudden reduction of the fluid cross section) due to specific hydrodynamic con-
ditions (this remains to be studied both numerically and experimentally though).
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A fluid flow in a porous medium is modeled using the Darcy law:

u ¼ � k
l
rP;

with u the velocity (m/s), p the pressure (Pa), μ the dynamic viscosity (Pa.s) and
k the permeability (which depends only on the porous medium, in m2). The
hydraulic conductivity or the permeability coefficient of the porous medium (m/s) is
written as follows:

K ¼ kqg
l

:

The momentum equation with the head loss term Kpdc is

q
@ui
@t

þ qui
@ui
@xj

¼ � @P
@xi

þ l
@2ui
@x2j

� qKpdc � ui:

The head loss coefficient is given by correlations according to different con-
figurations, such as a flow through a pile of spheres or in cylinders with a section
restriction. Laws have a phenomenological origin and are obtained from experi-
ments realized in a macroscopic scale.

This method remains simple enough to be implemented in a straightforward
manner and does not require extensive numerical developments. However, as
mentioned previously, it should be borne in mind that the underlying assumption is
that the deposit is homogeneous in space so as to describe it using only its porosity.

According to the literature, the regular head loss in a duct is

DP ¼ k
l
D
q
U2

2
;

Fig. 5 Mesh and cell
porosity
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where λ is a head loss coefficient (m−1) dependent of the flow nature, l the duct
length, D the hydraulic diameter, ρ the fluid density, and U the velocity.

The head loss coefficient Kpdc is defined as

DP ¼ KpdcqU;

where

Kpdc ¼ k
l
D
U
2
:

The cell porosity ε can be defined by

e ¼ Vcel � Vpart

Vcell
;

where Vcel corresponds to the volume of the cell, Vpart to the particle volume given
by Vpart ¼ Ndep

4
3 pr

3
p ; with rp the particle radius and Ndep the number of deposited

particles in the cell (considering a monodispersed case, i.e., all particles have the
same diameter).

The head loss, according to the porosity, for a pile of spheres of the same
diameter, is given by the Ergun formula [5]:

DP
H

¼ 150lf
qf d2p

ð1� eÞ2
e3

þ 1:75
1� e
e

1
dp

Uj j
" #

qf U

DP ¼ Kpdcqf U

Kpdc ¼
150lf H

qf d2p

ð1� eÞ2
e3

þ 1:75 � 1� e
e3

H
dp

Uj j;

ð1Þ

with H a characteristic length of the granular medium, μf the fluid dynamic vis-
cosity, ρf the fluid density.

The head loss is the sum of two terms representing, respectively, the losses of
viscous and kinetic energy of the fluid. This law is valid for fluid flows through
porous media formed by pile of homogeneous, fixed and spherical particles from
laminar to turbulent flows.

The necessary data to calculate the head loss coefficient are

• the porosity (determined from the number of deposited particles in each cell),
• the characteristic length H, and
• the diameter of the particles dp.

Initially, the cells of the fluid domain have a porosity of 1 and thus a head loss
coefficient equal to 0. The cell porosity decreases according to the number of

604 C. Caruyer et al.



deposited particles in this cell. The head loss term is calculated with the Ergun law
(1) according to the cell porosity at each time step.

The maximal compactness of sphere pile with a same diameter is c = 0.74 thus a
minimal porosity of εp = 1 – c = 0.26. For a random deposit, the compactness is
between 0.591 and 0.634 [8].

Other formulae exist to take into account the polydispersion by a mean diameter
and the standard deviation [4] or the mean Sauter diameter [10]. The non-sphericity
of particles can be also considered using appropriate formulae. Some improvements
have still to be provided to have a head loss coefficient more representative of
general cases. The porosity is homogeneous in the cell; it is calculated from the
number of deposited particles and does not depend on the deposit morphology. At
the moment, developments are performed for monodispersed particles.

4 Results and Discussion

4.1 Particle Injection in a Cylindrical Duct

This test case is performed with the deposition and clogging models, while no
resuspension is considered. The flow is calculated at each time step in order to take
into account the impact of the deposit on the fluid flow. The geometry is a cylin-
drical duct with a diameter of 1.27 cm and a length of 1.22 m. The mesh is
composed of 159040 hexahedra, a radial cut of the mesh is represented on the
Fig. 6. Ten particles are injected onto the flow at each time step (Δt = 10−4 s) from
the center of the inlet with an initial velocity directed towards the wall (Fig. 8).
Large particles with a diameter of 8.10−5 m (monodispersed) are injected in order to
obtain a multilayer deposit more rapidly and observe the effect on the flow. Only, a

Fig. 6 Radial cut of the mesh
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part of the wall between 0.025 and 0.03 m is considered favorable for deposit
growth, somewhere else particles impacting the wall are removed.

The head loss coefficient is calculated by the Ergun formula (1) according to the
cell porosity (Fig. 7).

In Figs. 8, 9 and 10, we can see the injection of particles and the growth of a
deposit as a function of time. The flow is perturbed by the multilayer deposit and
the bulk velocity increases with time since a part of the section is blocked by the
deposit.

4.2 Evolution of Fluid Velocity and Pressure with Time

Figure 11 displays the fluid velocity along the duct at different times, at the center
of the flow and near the wall. At the initial moment, the flow velocity at the center

Fig. 7 Head loss coefficient
according to the cell porosity

Fig. 8 Deposit of particles and velocity at t = 0.1 s
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of the flow increases along the duct because the flow is still in a transition state. The
velocity at the center of the flow increases from 12.5 to 15 m/s when the deposit
grows (between 0 and 30 s). The multilayer deposit reduces indeed the pipe cross
section resulting in an increased fluid velocity (for a constant flow rate). On the
contrary, the velocity near the wall decreases inside the deposit and also down-
stream. The velocity just downstream the deposit is very low and increases again
further away (4 m/s at the exit of the domain). A zone of recirculation is observed
downstream from the deposit around z = 0.025–0.03 m (Fig. 12).

Figure 13 shows pressure profiles along the duct at different times at the center of
the flow and near the wall. Near the wall, there is a small pressure rise upstream from
the deposit and a depression downstream. The pressure gap through the deposit is
about 106 Pa. At the center of the flow, the pressure is also perturbed by the deposit.

Fig. 10 Deposit of particles and velocity at t = 30 s

Fig. 9 Deposit of particles and velocity at t = 10 s
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The cell porosity is determined from the number of deposited particles in a cell.
If the cell porosity becomes inferior to a limit value (equal to 0.366 for a structure
obtained by random deposition of monodispersed particles), we prevent particles
from depositing in this cell and a rebound condition is applied (Fig. 14).

4.3 Sensitivity Study

To test the influence of the head loss coefficient on the flow velocity, different
parameters such as the particle diameter or the fluid velocity are modified in the
Ergun formula (1). The head loss coefficient is represented in 3 cases according to
three porosities (Fig. 15). The red curve corresponds to a head loss coefficient
calculated with the initial velocity, the blue one to the previous case, and the green
one to a particle cluster.

Fig. 12 Zone of recirculation downstream of the multilayer deposit

Fig. 11 Velocity along the cylindrical duct for 4 different times t = 0, 10, 20 and 30 s (left at the
middle of the flow, right near the wall)
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Fig. 14 Cell porosity at t = 30 s

Fig. 15 Head loss coefficient
according to the porosity for
different parameters

Fig. 13 Pressure along the cylindrical duct for 4 different times (left at the middle of the flow,
right near the wall)
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A ratio of almost 5 is obtained for the maximal value of the head loss coefficient.
A difference of about 2 % is observed on velocities at the center of the flow for

the various head loss coefficients (Fig. 16 left). An increase about 10 % exists
between the initial velocity and the velocity at t = 10 s. In Fig. 16 (right), we
observe a reduction of the velocity in the zone corresponding to the deposit (around
z = 0.025–0.03 m). According to the value of the head loss coefficient applied, the
velocity which is obtained in the deposit is in the range within –2 and –3.5 m/s
against approximately 10 m/s upstream of the deposit formation. For pressure,
differences of about 24 % are found near the wall downstream of the deposit
(Fig. 17).

For the 3 conditions, the evolution of the multilayer deposit is slightly different
because of the velocity difference.

The deposit morphology has an influence on the prediction of the head loss
coefficient applied in the momentum equation and thus on the fluid flow
calculations.

Fig. 16 Velocity along the cylindrical duct at t = 10 s for different head loss coefficients (left at the
middle of the flow, right near the wall)

Fig. 17 Pressure along the cylindrical duct at t = 10 s for different head loss coefficients (left at the
middle of the flow, right near the wall)
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5 Conclusion and Perspectives

The present work has presented new coupled approaches to address the influence of
a particle deposit on the carrier-fluid motion. Among the methods presented here,
the porous medium approach seems well adapted to capture the coupled effects
between the fluid flow and the particle deposits. In this approach, fluid velocities
modified by multilayer deposits are predicted using a head loss coefficient in the
momentum equation. However, there are some limitations due to the uncertainty on
some parameters and even to the formulation of a physically relevant law for the
head loss coefficient. At the moment, an Ergun law has been retained but additional
developments are needed to come up with accurate expressions. Furthermore, it is
difficult to have experimental data to validate the results. On the other hand, our
understanding of particulate fouling remains incomplete. Significant efforts are still
required to comprehend resuspension in multilayer deposits and to explore the
influence of the deposit morphology on inter-particle cohesion. To put forward one
example, the deposit morphology plays also an important role and must be correctly
included in the modeling picture. Thus, this is clearly a subject which is currently
evolving, with some uncharted aspects, and, in that sense, it appears justified to
select an approach (such as the porous medium one) which allows first develop-
ments to be made without too many complications. It is believed that with new
insights provided by experimental studies and feedbacks from additional numerical
works, a proper framework will be outlined. Finally, it is worth recalling that
particle resuspension must also be accounted for and, in turn, this represents an
additional challenge as particle reentrainment from multilayer deposits is more
intricate than single-particle reentrainment.
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Towards Numerical Simulation of Snow
Showers in Jet Engine Fuel Systems

Ewen Marechal, Sofiane Khelladi, Florent Ravelet, Farid Bakir
and Olivier Delepierre-Massue Snecma

1 Introduction

Ice in flight can be disastrous. A thin layer on the airfoil degrades its ability to lift
and increases its drag, leading the airplane to stall even at high speeds. Ice collected
on wing can also broke off and be sucked into the engines, damaging the fan blades.
An airplane can roll or pitch uncontrollably if icing occurs on the horizontal or
vertical stabilizer. Obstruction of Pitot tube will cause the airspeed indicator to give
wrong information. These events are related to weather (moisture, snow, freezing
rain and drizzle) and caused hundreds of casualties over decades.

However, fuels used in jet aircraft contain significant quantities of water.
Investigation of the Boeing 777-236ER, G-YMMM crash at Heathrow in 2008
revealed that this water can create ice structures in aircraft fuel ducts at low tem-
peratures and moderate flow rates. If the latter is increased, shear stress may tear off
the ice resulting in high concentrations of particles in the fuel. Such sudden releases
of large amount of ice are often referred as “snow showers” [1].
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Jet engines have complex fuel systems, involving several hydraulic components
sensitive to clogging, e.g. filters, valves or heat exchanger inlet screens. When a
snow shower occurs, ice particles settle in seconds to form a porous layer which is
likely to occasion fuel flow restrictions. Nowadays, aviation safety authorities
require that the fuel systems must be designed so that any accumulation of water
which may separate from the fuel will not cause engine malfunctioning [2]. Hence,
understanding of such flow has become a rising matter of interest among jet engines
manufacturers over last years.

In this paper, we propose a numerical approach to investigate dynamics of
transient clogging of hydraulic components. Simulation strategies for particulate
flows can be roughly classified into two categories. The first one is the Eulerian–
Eulerian approach. The fluid phase and the dispersed phase are considered as
interpenetrating continuum and updated using mass, momentum and energy con-
servation laws. Additional constitutive equations may be required to describe
interactions between particles. This approach is well suited for very small particles
moving with the fluid, but is not adapted to packed beds involved in clogging.

Therefore, we chose the second approach known as Eulerian–Lagrangian
approach. Each particle, or group of similar particles (called parcel), is considered
with its own position and velocity which are updated with the equation of motion.
The effect of particles on the flow field is accounted through momentum and energy
sources. Collisions between particles can be treated deterministically. Therefore, it
is possible to describe how they stack on each other [3].

2 Modelling Snow Shower

2.1 A Multiphysic, Multiscale Phenomenon

Snow showers are three-stage events. The first step is a slow (several hours) growth
of ice crystal within the aircraft fuel pipes. Then, accumulated snow is unexpectedly
released and carried by the fuel into the jet engine fuel system. At last, ice particles
will choke fuel system components in seconds.

2.1.1 Ice Accretion onto Sub-Cooled Surfaces

Icing is influenced by several parameters, e.g. surface properties, temperature
variations of fuel and fluid velocity. Laboratory observations show that accretion
process involves the combination of growth of ice crystal from the water dissolved
in the fuel (frost) and deposit of supercooled droplets (rime) [4, 5]. Crystal growth
is driven by thermodynamics: higher molecular diffusion favours adsorption of
water molecules to the growing crystal, while thermal diffusion removes latent heat
released by water solidification [6].
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2.1.2 Ice Shedding

The mechanical strength of an ice sample at a given temperature depends of the
shape and size of the specimen, the way ice is formed, and how the load is applied.
The fracture is initiated by the formation of a crack, depending on the crystallo-
graphic orientation, which then spread through the specimen. A generally fracture
law has yet to be agreed upon, but correlations were proposed by several authors.
Ice present weak tensile and shear strengths [7, 8]. Investigations following the
2008 accidents demonstrated that release of accretion occurs when the fuel velocity
is increased to the range of 0.7–0.8 m/s. Hence, ice shedding is likely caused by
shear stress resulting from a drag increase [9].

2.1.3 Clogging

Components with small holes are obviously threatened by ice particles. This
includes filters, strainers, injectors and heat exchanger inlets. It is usual to provide
by-pass means to such components so that if they were to be obstructed, fuel will
continue to flow at an acceptable rate through the rest of the system. Accumulation
of a significant quantity of ice will form a thin layer. Resulting pressure drop may
cause by-pass valves to open. Therefore, it is critical to know in which extent ice
particles will follow the flow through the by-pass and propagate in the fuel system.
Given a carrier fluid, the dynamic is driven by the shape, size and density of ice
particles. According to recent studies, ice particle size is in the range of 1–0 μm and
may be considered almost neutrally buoyant in fuel [10].

2.2 Replicating Snow Showers

The European Aviation Safety Agency (EASA) issues certification specifications to
ensure the tolerance of fuel systems to high concentration of ice particles. CS-E 560
states: “The fuel system must be designed so that any accumulation of likely
quantities of water which may separate from the fuel will not cause engine mal-
functioning.” [2].

2.2.1 Experimental Setup

In order to comply with international safety standards, an experimental setup was
designed by the French jet engine manufacturer SNECMA. The equipment used to
make such tests is described in more detail previously [11]. Briefly, pure water is
introduced in cold kerosene fuel flow through a homemade injector. The system
regulation ensures that a given quantity of water is injected at the desired volumetric
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flow rate (around 10,000 ppm). It was observed that injected water froze almost
immediately when the fuel temperature is below –20 °C.

2.2.2 Collected Ice

80 mL of water were introduced in a –45 °C jet engine fuel, and ice was collected
downstream by a 25 μm filter. The flow decreased by about 20 % though the filter
appeared to be completely obstructed. Figure 1 shows the layer of ice accumulated
on the filter and a close-up on ice particles.

Ice was collected as dry as possible from the deposit and left to melt. A volume
fraction up to 50 % of fuel was still observed. This implies that permeability of the
ice layer is a combination of compactness from particle stacking and porosity of
particles themselves.

2.3 Assumptions

Complete modelling of a snow shower is outside of this research scope. This paper
focuses on the clogging of system components by ice, which is the most critical step
of the phenomenon. Furthermore, we mean to keep the model close to what have
been observed in previously described tests in the perspective of future validation of
the method. Hence, several assumptions are made in this study:

1. Supercooling droplets are not considered.
2. Injected water is considered as already frozen. We do not consider any freezing

or melting.
3. Particles are considered already released and created at flow inlet.
4. Particle initial velocity is set equal to the fuel one.
5. Particle radius is evenly distributed within the range of 150–250 μm.
6. Particle radius is assumed to remain constant throughout the simulation.

Fig. 1 Left Clogging of a filter—Right Picture of particles
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7. Particle porosity is in the range of 0.1–0.5.
8. The carrier fluid is incompressible.
9. We restrict our study to laminar flow.

3 Numerical Method

3.1 Numerical Simulation of Solid Dynamics

3.1.1 Particle Equation of Motion

Let us consider a rigid body of mass m and inertia matrix J submitted to total forces
F and torques T. Its centre of mass has for coordinate and orientation (X, W). Its
motion is governed by the following equations:

m d _X
dt ¼ F

J d _W
dt ¼ T

(
: ð1Þ

Modelling total forces F and torques T applied on a solid particle in an infinite
medium has been studied extensively. Various forces are involved: drag, buoyancy,
Magnus, Suffman and Basset forces, virtual mass force. In this study, we only
consider drag FD, buoyancy FB and contact forces FC. Rotation of the particle is
discarded. Let n denote the simulation time step of length Δt. The discretized
equation of motion for a particle is

Xnþ1 ¼ Xn þ _X
n
Dt þ 1

2
m�1 FD þ FB þ FCð ÞnDt2: ð2Þ

3.1.2 Drag in a Multiparticle System

In the following, subscript M denotes the mixture, C is the fluid continuum and P is
the particle. Drag arises from the relative motion VR between the particle and the
flow:

VR ¼ _XP � _XC: ð3Þ

A standard relation for drag is force is

FD ¼ �CD

2
qCSP VRj jVR: ð4Þ
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In a multiparticle system, the effect of others particles on the drag force is
modelled as an increase of viscosity resulting from additional stress in the flow. We
use the mixture viscosity model proposed by Clift et al. [12]:

lM ¼ lC 1� að Þ�2:5; ð5Þ

where μ denotes the mixture viscosity and α is the fraction of volume occupied by
particles. Two similarity hypotheses are introduced. First, the particle Reynolds
number is defined as

ReP ¼ qCdP VRj j
lM

: ð6Þ

Then it is assumed that a similarity exists between a single-particle system and a
multiparticle system. The relation for the drag coefficient is given by

CD ¼ 24
ReP

1þ Re0:75P

10

� �
: ð7Þ

This equation holds for particle Reynolds number lesser than 1000. Above this
value, the drag coefficient CD should be set to a constant value of 0.44 [12]. It is
also necessary to set a maximum value for CD. Otherwise, particle velocity may
exceed fluid velocity at the end of a step. Maximum drag coefficient value is related
to the time step. It has been found that sedimentation speed is sensitive to this
parameter.

3.1.3 Particle Interactions

The mixture viscosity model only holds for moderate solid volume fractions. In
dense flow and packed bed, we need to take into account contact forces between
particles. In this paper, we derive a discrete contact model from equation of
motions. Let i and j denote two particles of radiuses ri and rj. Let Xn

i and X
n
j be their

centres of mass.
We define the directional unit vector between i and j as

Eij ¼ Xn
j � Xn

i

� �
Xn

j � Xn
i

��� ����1
: ð8Þ

Let Fij ¼ �Fji be a force exerted by particle j on particle i over a time step. This
force is directed along Eij. Writing equation of motion (2) for each particle and
taking into account Fij give the following system:
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Xnþ1
i ¼ Xn

i þ _X
n
i Dt þ Dt2

2mi
Fi � Fij
� � ¼ Xn

i þ V̂
n
i Dt þ Dt2

2mi
Fij

Xnþ1
j ¼ Xn

j þ _X
n
j Dt þ Dt2

2mj
Fj þ Fij
� � ¼ Xn

j þ V̂
n
j Dt � Dt2

2mj
Fij

;

(
ð9Þ

where V̂
n
i and V̂

n
j are called “a priori” velocity of particles i and j. These velocities

can be such that if no force is exerted between particles, there may be interpene-
tration (Fig. 2).

Subtracting equations of motion for particles i and j in (9) give the following
relation:

Xnþ1
j � Xnþ1

i ¼ Xn
j � Xn

i

� �
þ V̂

n
j � V̂

n
i

� �
Dt � Dt2

2mij
Fij; ð10Þ

where mij ¼ m�1
i þ m�1

j

� ��1
. Now we perform the dot product of (10) with the

directional vector Eij:

Xnþ1
j � Xnþ1

i

� �
� Eij ¼ Xn

j � Xn
i

� �
� Eij þ V̂

n
j � V̂

n
i

� �
� EijDt � Dt2

2mij
Fij

		 		: ð11Þ

Let lnij denote the projected distance between particle centres of mass and V̂
n
ij

denote the relative a priori velocity. To guarantee that no interpenetration occurs at
the end of a time step, we need to set a constraint lnþ1

ij � ri þ rj. Introduction of this
constraint in Eq. (11) give

lnij � ri � rj þ V̂
n
ij � EijDt � Dt2

2mij
Fij

		 		� 0: ð12Þ

According to the velocity projection method introduced by Lefebvre in [13],
finding the non-overlapping velocity field is equivalent to minimizing the following
function:

Fig. 2 Particles initial position, directional vector, and a priori velocities and particles final
positions given Fij ¼ 0
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J V; kð Þ ¼ V� V̂
n

			 			2�X
i\j

kij lnij � ri � rj þ V̂
n
ij � EijDt

� �
: ð13Þ

Solution of this saddle-point problem is obtained iteratively by the Uzawa
algorithm:

Vkþ1
i ¼ V̂

n
i þ

P
i\j

kkijEij

kkþ1
ij ¼ max 0; kkij � x

Dt lnij � ri � rj þ V̂
n
ij � EijDt

� �� �
8><
>: : ð14Þ

The real ω is the non-dimensional artificial time parameter. Comparison of
Eqs. (12) and (14) shows the relation between contact force and Lagrange
multipliers:

kij ¼ � Dt
2mij

Fij

		 		: ð15Þ

3.2 Numerical Simulation of Fluid Dynamics

Flow simulation is performed using a homemade finite volume code. The geometry
is meshed so that computational cells remain greater than particles. This is essential
to get cell-averaged quantities as solid volume fraction, but can lead to rather coarse
meshes.

3.2.1 Moving Least Squares Approximation

In order to have a good accuracy of the solution, we use a high-order formulation
based on Moving Least Squares (MLS) approximants, a technique widely used in
the meshless community. Let u(x) be a function. Its MLS approximation ûðxÞ is
computed from a set of Ns neighbouring points called stencil where the value uj of u
(x) is known. The number of neighbours depends on the order of accuracy, and the
stencil should be as compact as possible, centred around the node. The MLS
approximation ûðxÞ is written as

ûðxÞ ¼
XNs
j¼1

Njuj: ð16Þ

High-order approximate derivatives can be expressed in terms of the derivatives
of the MLS shape function. The n-th derivative of u(x) can be expressed as
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@nû
@xni

¼
XNs
j¼1

@nNj

@xni
uj: ð17Þ

We refer the reader to [14] for a complete description of the computation of MLS
shape functions and derivatives.

3.2.2 Navier–Stokes Equations

Fluid motion is governed by the well-known Navier–Stokes equations. Let U ¼
u; v;wð ÞT denotes the velocity vector (m.s−1), q0 is the fluid density (kg.m−3) and
p is the pressure (Pa). In order to achieve two-way coupling between particles and
fluid, we replace the fluid viscosity by previously defined mixture viscosity and
introduce a source term SV to account for viscous loss within the porous layer [15]:

SV ¼ lM
e
U: ð18Þ

Let �dP denotes the mean particle diameter and α denotes the volumetric solid
fraction. Parameter ε is defined as

e ¼
�d2P 1� að Þ3
150a2

: ð19Þ

The continuity and momentum conservation equations integrated over a control
volume Ω can be written as I

C

q0U � n dC ¼ 0; ð20Þ

Z
X

q0
@qU
@t

dXþ
I
C

U � q0U � nð ÞdC ¼ �
I
C

p � n dCþ
I
C

lM rU � nð Þ dC

þ
Z
X

SV dX: ð21Þ

Equations (20) and (21) are discretized using a formulation based on MLS
approximants introduced previously. The solution procedure is based on the
SIMPLE algorithm [16].
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4 Application: Clogging of a Filter

By the way of application we consider the simple 2D case of a filter clogged by a
snow shower. An ideal filter (permeable to the flow but blocking any kind of
particle) is located in the middle of rectangular domain representing a segment of
pipe. Domain dimensions are 2.5 cm (the diameter) by 10 cm (the length).

As inlet condition, we set the fluid velocity to 0.1 m/s, and up to 1000 particles
are seed in order to have a concentration of water close to 10,000 ppm. The carrier
fluid has a density of 850 kg/m3 and a viscosity of 1.10–3 Pa.s. Ice particles have a
density of 917 kg/m3, and porosity is set to 0.5. We set the time step to 1 ms and
perform up to 3000 iterations.

Figure 3 shows the evolution of the velocity field U and solid fraction α over
time. Particles seem to be influenced by buoyancy, though this could be due to the
maximum value imposed on drag coefficient. The deposit starts building on the
bottom of the pipe, but contact forces push particles upward until equilibrium is

Fig. 3 2D simulation of transient clogging of a filter. Left Solid volume fraction field. Right
Velocity magnitude field. Snapshots taken at time = 0.5, 1.0, 2.0 and 3.0 s
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reached. The velocity field is disturbed by particles, and a global decrease of the
velocity is observed as particles settle to form a porous layer.

Figure 4 shows the network of contact forces between particles. Because
diameters are randomly generated between 150 and 250 μm, the stack is irregular.
Therefore, some particles close to the filter are under the full load of the drag
cumulated by the stack of particles while others are not.

5 Conclusion

We proposed a method to simulate clogging of components by snow showers.
A standard formulation is used to describe particle dynamics and retroaction of
particles on the flow. Contact forces between particles are introduced to describe the
behaviour of the packed bed formed by accumulating particles. We emphasize that
the results presented here are preliminary. For purpose of illustration, a simulation
is performed on the simple case of a 2D ideal filter in a pipe. The clogging is
qualitatively consistent with experimental observations of snow shower dynamics.
However, the method requires be extending in 3D, and confronting quantitatively to
available experimental data. The novel high-order formulation used for computa-
tion of fluid dynamics should allow handling of complex geometries.
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Fig. 4 2D simulation of transient clogging of a filter. Network of contact forces between particles
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