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The articles in this book include the proceedings of the 3rd International Conference 
on Integrated Petroleum Engineering and Geosciences 2014 (ICIPEG2014). It was 
held under the banner of World Engineering, Science and Technology Congress 
(ESTCON2014) at the Kuala Lumpur Convention Centre from 19–22 May 
2014. The theme for ICIPEG 2014, “Current Trends & Challenges in Petroleum 
Exploration & Production” reflects the present challenges we all are on. The theme 
was selected with the objective to continuously re-examine current practices, and 
identify challenges and limitations associated with the current technologies and the 
world energy demand.

The conference brought together academicians and industry experts from more 
than five countries and assisted the exchange of ideas and research findings on 
fundamental and applied researches related to the oil and gas industry. The papers 
in this proceeding were selected from more than 130 paper submissions of which 
92 were selected for presentation during the conference. The selection was made 
based on input from peer reviews. The publication committee selected these 
papers for their perceived quality, originality, and appropriateness to the theme of 
the conference. Topics covered on the petroleum engineering side include reser-
voir modeling and simulation, enhanced oil recovery, production, and operation. 
Similarly, geoscience presentations cover diverse areas in geology, geophysics 
paleontology, and geochemistry. The selected papers focus on current interests in 
petroleum engineering and geoscience. We hope that this book will be a bridge 
between engineering, geoscientists, academicians, and industry. The program 
schedule and all information regarding the conference may be accessed from the 
home page http://www.utp.edu.my/icipeg2014/.
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Pressure Transient Behavior of Immiscible  
Water Alternating Gas (IWAG) Injection  
with and Without Relative Permeability  
Hysteresis Effects

Azeb D. Habte, Mustafa Onur and Ismail M.B. Saaid
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Abstract Pressure transient tests can provide useful information for characterization 
and evaluation of reservoirs under secondary and tertiary processes if properly designed 
and analyzed. There are a number of literature concerning the injectivity and falloff 
testing of water or gas injection wells. However, the information available on immis-
cible water alternating gas (IWAG) injection tests is limited to falloff tests without 
considering the effect of trapped gas. In this study, the pressure transient behavior 
of IWAG injection and falloff tests with and without relative permeability hysteresis 
effect is investigated using simulated pressure data. The saturation distribution shows 
that gas relative permeability hysteresis increases the recovery of oil in IWAG injec-
tion. At early times, the pressure response of gas injectivity test exhibits the properties 
of the gas zone which is in contrast to the water injectivity test. The pressure-derivative 
curve of gas falloff test exhibits a long transition period with a half-slope before the 
late time radial flow. The pressure and pressure-derivative curves of the water injec-
tivity test display a unit-slope line at early times which can mislead to conclusion of 
wellbore storage effects. It is shown that the hysteresis has a significant effect on the 
pressure and pressure-derivative behavior of an injectivity test, but less effect on a fal-
loff test.

Keywords Falloff test · Hysteresis effect · Immiscible water alternating gas 
injection (IWAG) · Injectivity test
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Nomenclature

B  Formation volume factor, v/v
c  Isothermal fluid compressibility, psi−1

h  Thickness, ft
k  Absolute permeability, md
p  Pressure, psi
r  Radial distance, ft
S  Saturation, fraction
t  Time, hrs
µ  Viscosity, cp
ρ  Density, lbm/ft
φ  Porosity, fraction
Δ  Difference operator

Subscript

f  Formation
g  Gas
i  Initial
o  Oil
r  Relative
w  Water

1  Introduction

Pressure transient analyses of injectivity and falloff data based on two-zone radial 
composite reservoir models have been extensively presented in literature for res-
ervoirs which are under secondary and tertiary recovery, such as water, gas, and 
thermal injections. Similar to production well-test analysis, if the flow regimes 
from injection and falloff pressure responses can be clearly identified and ana-
lyzed, flood front location, effective permeabilities, fluid mobility profile in the 
fluid banks, average reservoir pressure from falloff test, wellbore storage, and skin 
effects can be estimated.

Using the analysis procedures of water/gas injection wells, which are presented in 
literature [1, 2], it may be possible to analyze injection and falloff pressure data for 
immiscible water alternating gas (IWAG) injection wells. However, due to the pres-
ence of three phases with different fluid properties, gas trapping, saturation gradients, 
and three or more fluid banks because of the injection of two fluids with different 
mobilities and compressibilities, the interpretation and analysis may be complex and 
can lead to inaccurate estimates of key parameters such as flood front location.



5Pressure Transient Behavior …

Stenger et al. [3] presented interpretation of pressure falloff test acquired from 
two vertical IWAG injection wells in a carbonate reservoir using the concept of radial 
composite model with two zones. They showed that at early times, the falloff pres-
sure-derivative curve of gas injection shows a hump, and a straight line with slope of 
positive quarter (+1/4 slope line) is observed instead of a zero-slope on the falloff-
derivative curve following water injection period which is an indication of a progres-
sive mixing of injected water with gas (high mobility). They suggested the need of an 
investigation on the effects of hysteresis due to trapping of injected gas by water and 
three-phase relative permeabilities on IWAG injection pressure transient analysis.

Experimental studies show that the three-phase relative permeability is highly 
dependent on saturation history [4]. Due to the cyclic process during WAG injec-
tion which results in the presence of both imbibition and drainage, treatment of 
three-phase relative permeability hysteresis for gas (most non-wetting phase) is 
essential. Spiteri and Juanes [5] studied the effect of gas-phase relative perme-
ability hysteresis on field-scale prediction of WAG injection in reservoir simula-
tion. Their investigation shows that based on the three-phase relative permeability 
interpolation models used, reservoir simulations with hysteresis effects give higher 
recovery than without hysteresis effects. The increment can be as high as 15 %. 
In addition, they evaluated the commonly used three-phase relative permeability 
interpolation models (Stone I, Stone II, and Baker) by comparing their prediction 
with Oak’s [4] experimental data. They showed that Stone I model predicts the 
residual oil saturation during water injection following gas injection well, making 
the model preferable for the cyclic IWAG injection simulation.

To the best of the authors’ knowledge, pressure transient behavior of WAG 
injection with and without relative permeability hysteresis effects has not been 
studied in detail. Stenger et al. [3] presented only the falloff period behavior with-
out considering hysteresis effects. In this study, the pressure transient behaviors 
of IWAG injection and falloff tests with and without three-phase relative perme-
ability hysteresis effects are presented. A black oil numerical simulator (Eclipse 
100) is used to generate the pressure and saturation data because there is no ana-
lytical solution suitable for WAG injection, except the composite system which 
ignores the saturation gradient due to injection of water and gas into the reservoir. 
Capillary effects are neglected in this paper, although preliminary results with cap-
illary effects indicate that capillary pressure may have a significant effect on satu-
ration profiles and hence pressure transient behavior especially in the presence of 
gas phase. Currently, we are investigating the effect of capillary pressure on the 
pressure transient behavior for the IWAG scheme considered in this study.

2  Numerical Simulation Model

It is assumed that a fully penetrating vertical well is located at the center of a 
cylindrical, homogeneous, isotropic, and no-flow outer boundary reservoir. The 
well is injecting water and lean gas (88 % CH4 and 12 % C2H6) with specific 
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gravity of 0.612 alternately with a constant rate, and the flow is unidirectional. 
Water is injected first with 2000 STB/D rate then followed by gas with a 1:1 WAG 
ratio. Skin and wellbore storage effects are not considered in this study. Two WAG 
cycles for injection periods of 10 days followed by falloffs for 20 days are simu-
lated on Eclipse 100. The modified Stone I three-phase relative permeability inter-
polation model is chosen to accurately simulate the three-phase flow in WAG [5].

The process is immiscible and the hysteresis effect is activated using 
WAGHYSTR keyword in the PROP section. The hysteresis models used in the 
simulator for the non-wetting phase relative permeability are presented in Ref. [6].

Relative permeability data from the Oak’s [4] experiments as presented by 
[5] are used. Table 1 presents fluid and rock properties used for the simulation. 
The land trapping coefficient of 0.78 and secondary drainage reduction of 0.01 
were used in the simulation [5]. Figure 1 shows a representative of gas relative 

Table 1  Fluid and rock properties at average reservoir conditions

Average reservoir conditions

P, psi 2,000

T, °F 250

Fluid and rock properties

Bo, rb/stb 1.0

Bw, rb/stb 1.0

Bg, rb/Mscf 1.65

µo, cp 2.0

µw, cp 1.0

µg, cp 0.02

co, psi−1 2.8 × 10−5

cw, psi−1 2.3 × 10−6

cf, psi−1 3 × 10−6

ρo, lbm/ft3 43.0

ρw, lbm/ft3 62.4

h, ft 100

re, ft 10,000

ρg, lbm/ft3 5.056

Swi, fraction 0.31

Sgc, fraction 0.06

Sorw, fraction 0.373

Sorg, fraction 0.125

krw(@Sor) 0.09

krg(@Sor) 0.45

kro(@Swi) 0.88

kro(@Sgi) 0.88

k, md 200

φ, fraction 0.2
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permeability hysteresis following water and gas floods. It can be seen that trapping 
of gas phase during water injection (imbibition) reduces the relative permeability 
of gas and hence its mobility.

3  Results and Discussions

3.1  Saturation Profile

Figure 2 shows saturation distribution in the reservoir at the end of the 2nd water 
and gas injection and falloff periods with and without hysteresis effect. As can be 
seen from the figure, hysteresis has a significant effect in the recovery of IWAG 
injection. At the end of the 2nd water injection (t = 70 days) and the 2nd gas 
injection (t = 100 days), the gas saturation is higher and more oil is displaced near 
the wellbore region for the case with hysteresis effect. As expected, due to the 
reduction of gas mobility by injected water, the distance to the gas front is shorter 
when hysteresis effect is considered. For instance, at the end of the 2nd gas injec-
tion (at t = 100 days), the gas front reaches the 223rd grid block and 233rd for the 
case with and without hysteresis effects, respectively. In addition, despite the high 
compressibility of gas, the front movement is negligible during falloff period (see 
Fig. 1). Thus, the interface boundary in IWAG injection may be treated as station-
ary during falloff period. However, the saturation distribution in the flooded zone 
shows significant difference during the falloff period following the second water 
injection for the case with hysteresis effect.

3.2  Pressure and Pressure-Derivative Responses

In this section, the pressure transient behavior of injectivity and falloff test peri-
ods of gas injection following water injection and water injection following the 
gas injection are investigated with the help of pressure and pressure-derivative 

Fig. 1  Gas relative 
permeability calculated 
from three-phase relative 
permeability hysteresis  
model [6]
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curves. To reduce the effect of injecting time, Agarwal’s [7] equivalent time is 
used to calculate pressure derivative for the falloff periods. Study of pressure and 
pressure-derivative responses of water injection into an oil reservoir is presented in 
reference [1].

3.2.1  Gas Injection and Falloff Periods Following Water Injection

Figures 3 and 4 show the comparison of pressure and pressure-derivative behavior 
with and without hysteresis effects for the 2nd gas injection and falloff periods, 
respectively. Due to the high mobility contrast between gas and the reservoir flu-
ids, the well starts detecting the injected fluid at early times and the pressure deriv-
ative exhibits a value inversely proportional to the total mobility around the flood 
front. The high compressibility and mobility of gas also cause an increase in injec-
tivity of gas. Hence, the pressure change starts to decrease after some time which 
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results in negative pressure-derivative values in both cases (see Fig. 3). In addition, 
because of the additional gas saturation from the trapped gas near the wellbore 
from the previous water injection, the mobility of gas in the gas zone for the case 
with hysteresis effect is higher than the one without hysteresis effect. This results 
in a lower pressure and pressure-derivative values at early times (see Fig. 3).

The falloff pressure-derivative curve on log–log graph is expected to show first 
radial flow reflecting gas zone property at early time if wellbore storage has no 
effect, then a long transition period because of the high mobility of gas, and a sec-
ond radial flow (reflecting the unflooded zone property) if the test is long enough 
and the pressure has not been stabilized. For the case considered in this study, 
due to the high mobility of gas, the pressure propagates fast and the first radial 
flow has not been seen, rather a very long transition period is seen on Fig. 4. As 
expected, a short second radial flow regime is seen at late times which reflects the 
property of the oil zone.

The falloff period pressure response in Fig. 4 shows that the impact of hyster-
esis during the period is insignificant.

Fig. 3  Pressure change and 
pressure-derivative responses 
for 2nd gas injection period 
with and without hysteresis 
effects
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3.2.2  Water Injection and Falloff Period Following Gas Injection

Figures 5 and 6 show the comparison of pressure change and pressure-derivative 
responses with and without hysteresis effects for the 2nd water injection and fal-
loff periods, respectively. In this injection period, it is expected to see the effect 
of hysteresis on the pressure behavior because the injected water will trap gas and 
reduce its mobility (see Fig. 2).

As is seen in Fig. 5, at early times, the pressure change and pressure deriva-
tive exhibit a unit-slope line on both with and without hysteresis effect cases. This 
is caused by the high compressibility and mobility contrasts between previously 
injected gas and the reservoir fluid. In the case of hysteresis effects, the water is 
trapping the gas around the wellbore which results in a reduction in the mobility 
and an increase in the pressure change and its derivative.

As discussed before, because of the high mobility of gas, the interface between 
oil zone and gas zone acts as a no-flow boundary; thus, a unit-slope line is seen at 
early times [8]. Following the unit-slope line, a flow period with pressure-deriva-
tive value inversely proportional to the average mobility profile near the wellbore 
is seen. As time increases, the pressure response reflects the average mobility pro-
file away from the wellbore.

Fig. 5  Pressure change and 
pressure-derivative responses 
for 2nd water injection period 
with and without hysteresis 
effects
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Fig. 6  Pressure change and 
pressure-derivative responses 
for 2nd water falloff period 
with and without hysteresis 
effects
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In the case of with hysteresis, the mobility of gas is reduced by injected water 
which is also causing a reduction in water injectivity and an increase in pressure 
drop compared to the case without hysteresis which can be seen in Fig. 5. Similar 
to the case without hysteresis, after the unit-slope line, there is a radial flow period 
on the derivative curve which is inversely proportional to the total mobility pro-
file near the wellbore and also as time increases, the pressure response reflects the 
average mobility profile away from the wellbore.

The falloff pressure-derivative curve for the case of without hysteresis in Fig. 6 
exhibits a positive quarter-slope instead of a radial flow from the water zone. 
This is due to a progressive mixing of injected water with gas and has also been 
reported by [3]. For the case with hysteresis, the pressure-derivative curve exhib-
its a shorter quarter-slope line at early times and the pressure and pressure-deriva-
tive curves are higher than the case without hysteresis because of the reduction of 
mobility in the flooded zone.

4  Conclusions

Pressure transient behaviors of IWAG injection with and without hysteresis effect 
using simulated data were investigated. It is seen that hysteresis affects the dis-
placement process in IWAG injection by reducing gas mobility which leads to an 
effective displacement.

Gas has a much higher mobility and isothermal compressibility compared to oil 
and water. This makes it easier to inject gas with less pressure drop as its volume 
increases near the wellbore. Hence, bottom-hole pressure during the gas injection 
period starts reducing after some time. The falloff pressure-derivative response 
shows a long transition zone with a half-slope line because of the high mobility 
contrast. Then followed by a second radial period which reflects the end point 
mobility ratio of the oil zone.

Pressure change and pressure-derivative curves of water injection period after 
gas injection exhibit a unit-slope line at early time based on the amount of gas 
trapped. Unless care is taken in the analysis, this might create confusion with the 
wellbore storage effect. At early times on the falloff curve, a positive quarter-slope 
line may be seen instead of the radial flow response from the flooded zone. This 
can be an indication of the progressive mixing of water with gas.

It is worth noting that the pressure behavior during falloff period has not been 
influenced by the hysteresis effect significantly as that of the injection period. This 
might be due to the fact that the fluids movement is negligible. Injection period 
is influenced by the hysteresis effect due to the change in mobilities of reservoir 
and injected fluids. Therefore, incorporation of gas relative permeability hysteresis 
effect in modeling and simulating pressure transient response of IWAG injection is 
necessary for accurate and reasonable parameter estimation.
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Abstract The physiochemical characteristics of the crude and deposited wax are 
two main issues associated to the flow assurance. They can provide useful esti-
mates of the parameters and behavior required for operational engineering pro-
cess developments and/or physical modifications to the processing of crude 
oils where the main objectives are to reduce costs of production and transporta-
tion. This study will attempt to determine and explain the new and effective way 
of eliminating paraffin depositions by utilizing a novel polymer which is called 
Ethylene–TetraFluoroEthylene (ETFE) with IUPAC name poly(ethylene-co-
tetrafluoroethylene). Furthermore, this paper compares the known characteristics 
of three types of pipes—ETFE internal plastic pipe coating and rigid PVC plas-
tic pipe coating and steel pipe. The paraffin deposition decreases as the effect of 
temperature increases from 5 to 25 °C and the flow rate increases from laminar to 
turbulent. The deposition reaches its peak at a fluid velocity value around 2.4 ft/s. 
The surface roughness of the three pipes steel, rigid PVC, and ETFE plastic pipe 
coated on paraffin deposition was evaluated. The ETFE plastic pipe with the least 
roughness recorded an appreciably good deposition (15 g/4 h) than the other two 
pipes. This study results show that ETFE internal plastic pipe coating is the most 
appropriate solution for paraffin deposition in the pipelines.
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1  Introduction

Paraffin deposition problems have been recognized as one of the main challenge in 
oil and gas industry during production and transportation of crude oil. Petroleum 
industry loses hundreds of millions of dollars yearly for controlling these prob-
lems. Paraffin wax has been defined as the organic compounds found in crude oil. 
Paraffin molecules are very complex with relatively high molecular weight, and it 
mainly contains carbon and hydrogen atoms. They are usually found in between 
the hydrocarbon chain of C18H38 and C78H142 with highest melting point [1]. In 
the oil industry, paraffin deposits are frequently a trouble for assured flow of oil 
from production site toward processing facilities and refineries. Paraffin could be 
deposited anywhere along the production system, from near the wellbore region to 
production tubing, flow lines, pipeline, and processing facilities such as separators 
and leading to the reduced production and transportation rate, equipment damage, 
and production shut down [2]. Hence, several methods such as mechanical, ther-
mal, and chemical have been used to remove and prevent the formation of paraf-
fin deposits. However, no perfect solution has been found to overcome this initial 
problem yet.

Steel pipe and rigid polyvinyl chloride (PVC) have been used in several oil and 
gas fields, and it has lots of advantages and disadvantages which still need to be 
improved for this reason Ethylene–TetraFluoroEthylene (ETFE) can be a better 
solution to overcome this problem.

ETFE is fluorine-based plastic which melts at high temperature (250–280 °C), 
and it was synthesized in order to be highly resistant to corrosion, high tempera-
tures, and water absorption as well as excellent weather durability and resistance 
to oxidation. Moreover, it is considered as material with exceptional electrical and 
chemical properties, which is also resistant to high energy radiation [3–5]. The 
application of internal coating can be an efficient solution for mitigating the pre-
cipitation and paraffin deposition as well as corrosion and pressure drop.

The use of ETFE plastic pipe coating for solving and preventing paraffin depo-
sition is going to be novel mitigation study in EOR production state.

1.1  Mechanism of Paraffin Wax Crystallization, 
Precipitation, and Deposition

Paraffin is completely dissolved in crude oil in equilibrium condition [6]. Changes 
in temperature and pressure disturb this equilibrium, which might result in paraf-
fin precipitation and crystallization. It is known that the solubility of the paraffin 
wax is very sensitive to temperature changes [7]. For instance, if the temperature 
of pipe’s surface is below the Cloud Point (The Cloud Point is the temperature at 
which paraffin starts to crystallize in the solution [1, 8]) of the oil, high molecular 
weight paraffin waxes are deposited. When crude oil temperature is lowered below 
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the Cloud Point, paraffin wax crystals precipitate and adhere by colliding with 
surface and deposits [6, 7, 10]. Besides, a mechanism such as shear dispersion, 
Brown diffusion, gravity, thermophoresis, and turbophoresis helps to drive the wax 
molecule particle to deposit on the pipeline wall [9, 11, 12].

There are three main factors that affect paraffin wax deposition in flow systems, 
which are flow rate, temperature deferential, and cooling rate, as well as surface 
properties [13].

2  Experimental Section

2.1  Characterization of Malaysian (Tapis) Crude Oil

Characterizations of crude oil were performed based on several ASTM methods. 
It should be carried out in order to determine the physiochemical properties of 
crude oil. The density of crude oil was determined by using DMA 35 N Standard 
Test Method, and the viscosity of crude oil was performed using an electromag-
netic viscometer, EV 1000, by Vinci Technologies. Pour point measurement was 
carried out using ISL’s CPP 5Gs Pour Point Analyzer, and the Carl Zeiss micro-
scope equipped with Olympus BX51 camera was used to measure the WAT 
of crude oil. The Gas Chromatography Mass Spectrometer was used to deter-
mine carbon number distribution of crude oil. Surface roughness of the steel 
pipe, rigid PVC, and ETFE plastic coated pipe was measured by the Hommel T 
1000®.

Experiments were carried out to characterize the crude oil sample studied in 
this paper. Rheological study results are reported in Table 1.

The result of compositionally characterized crude oil is shown in Fig. 1. The 
carbon number chain length of the n-alkane peaks is labeled in the chromatogram. 
The gas chromatogram indicates that the crude oil consists of mainly C14–C25 
where the highest peak is at C14.

Table 1  Physical properties of the Tapis crude oil

Properties Unit ASTM method Tapis crude 
oil

Density g/m3 DMA 35 N 0.82

Pour point °C D 97 18

Wax appearance temperature 
(cloud point)

°C Cross polarized microscopy 27

Viscosity cp Electromagnetic 
viscometer

4.012

Carbon number distribution GCMS Refer Fig. 3
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2.2  Experimental Facility

The steel, rigid PVC plastic coated, and ETFE plastic coated pipes nominal  
diameter 2 in. and 12 m in length were used to determine the effect of velocity, 
temperature, and surface roughness on rates of deposition. The schematic diagram 
of the test device is shown in Fig. 2.

Paraffin deposition apparatus consisted of 4 major sections:

•	 Cooling section
•	 Heating section
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Fig. 1  Carbon number distribution of Tapis crude oil

Fig. 2  Paraffin deposition apparatus
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•	 Control and fluid flow section
•	 Stirring section

For the cooling section, a cold water bath of dimension 2.9 m × 2.1 m × 0.2 m 
was designed to house a piping system that stretched 12 m long. This cold water 
bath causes deposition and precipitation of the paraffin wax on the test pipes’ sur-
face when the temperature is below the cloud point of the crude oil.

For the heating system, there are two parts, namely the hot water bath and the 
oil reservoir. The hot water bath has a dimension of 1.0 m × 1.0 m × 0.7 m, and 
the reservoir on the other hand has a dimension of 0.5 m × 0.5 m × 0.8 m. As it 
can be seen from Fig. 3, the hot water bath was equipped with electro heater, and a 
thermo regulator is used to maintain the temperature of the oil. The oil reservoir is 
to be place in the hot water bath.

For the control and fluid flow section, the first design element is the valve in 
between the hydrocarbon pump and the heating system. This valve is to allow the 
crude to be properly heated above its cloud point before actually flowing into the 
cooling system via pump. As it can be seen from Fig. 3, the cold water bath is 
elevated to a level higher than that of the hydrocarbon pump and also the heating 
system. This is to allow pressure to stabilize and facilitate the flow of crude from 
the cooling system to the heating system.

For the stirring section, the stirring system is placed in the oil reservoir to mix 
up the crude oil in order to avoid early stage of precipitation of crude oil. As it can 
be seen from Fig. 3.

Fig. 3  Paraffin deposition apparatus
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2.3  Experimental Procedure

Paraffin deposition apparatus was used in order to investigate the paraffin wax  
formation mechanisms. Detailed experimental procedures as well as parameters 
are shown below.

2.4  Effect of Lowering Temperature on Paraffin Deposition

Effect of lowering temperature on the rate of paraffin deposition has been studied 
by performing experiments with various temperatures. The lowering temperature 
shall be tested at three different points which are 25, 15, and 5 °C. The crude oil 
temperature has been kept constant at 55 °C, which is above its cloud point. Firstly, 
test pipes have been submerged in a cold water bath in order to reduce the crude 
oil temperature below its cloud point. The gear pump was used to circulate the oil 
through the system, and the flow rate was controlled by valves A. Typically, one 
cycle of the experiment takes 4 h, and after this, the test pipe must be removed in 
order to clean it from paraffin deposits. This operation can be carried out by push-
ing a rod scraper through the pipes several times. The scraped paraffin is mixed with 
normal pentane in the beaker into standard ASTM 100-ml centrifuge tubes. It was 
centrifuged at 1,500 rpm for 20 min. As a result, it is expected that the solid pre-
cipitation will take place and it is considered as paraffin deposition at the bottom of 
the beaker. Inside and outside of the test pipes were totally cleaned by wiping with 
kerosene—saturated rag then dried with a clean, waterless cloth for the next run.

2.5  Effect of Velocity on Paraffin Deposition

This section will follow the experimental procedure performed in the above section. 
However, this part is concerned on changing of velocity of the flowing fluid in the pipe 
which is crude oil in this case. The velocity shall be varied gradually, and the quantity 
of wax deposit will be determined for each variation. The change of velocity will be 
performed so that it can change the flow characteristic from laminar to turbulence. The 
crude oil temperature and all the surfaces properties shall be maintained at fixed value.

2.6  Effect of Surface Roughness on Paraffin Deposition

Similar experimental procedure will be performed as discussed in the previous 
section with no change on coolant temperature and crude oil velocity. The rough-
ness parameters of steel, PVC, and ETFE pipes were measured, and effect of wax 
deposition on their surfaces will be determined.



19Control of Paraffin Deposition in Production …

3  Results and Discussions

Malaysian (Tapis) crude oil has been used in performing experiments to obtain 
the effect of velocity, temperature, and surface roughness on rate of paraffin 
deposition.

Experiments have been conducted to investigate the effect of temperature on 
paraffin deposition by lowering temperature between 25 and 5 °C while oil tem-
perature was set to 55 °C, which is above its cloud point at the constant velocity. 
The study concluded that the paraffin deposit was indeed increased as the tempera-
ture decrease. The data obtained from these experiments are illustrated in Fig. 4.

It can be seen from the experiment above that when temperature decreases 
more heat will be dissipated from the deposit reducing the temperature of 
the crude oil. As a consequence, solubility of wax in the crude oil was reduced 
and thus forming a network of solid wax. The growth of these paraffin deposits 
increases simultaneously with increasing temperature difference between the tem-
perature of the pipe surface and temperature of the crude oil.

The rate of paraffin deposition increased gradually with increase in velocity 
whereas the maximum rate was obtained when flow changed from laminar to tur-
bulent flow. At higher velocities, the rate of deposition decreases rapidly. Results 
of flow test are illustrated in Fig. 5.

This investigation results show that the rate of paraffin deposition on steel pipe 
also was higher than rigid PVC and ETFE plastic pipe coated. It can be explained 
by the longer residence time of the oil in the tubing, which leads to more heat loss 
and decreases the temperature of the oil, which results in paraffin deposition.

The least amount of paraffin accumulation was found in the surface of the 
ETFE plastic pipe coated due to its smooth surface rather than rigid PVC plastic 
pipe coated and steel pipe. The result of this investigation is shown in Table 2.

ETFE plastic pipe coating is distinguished by its ability to improve the surface 
smoothness and reduce surface energy which leads to a reduction in the adhesive 
ability of paraffin—crystals on the material’s surface with its excellent insulation 
properties and a low dielectric constant. These properties make ETFE plastic pipe 
coating an outstanding choice for using in oil production to solve and prevent par-
affin deposition.

Fig. 4  The effect of 
temperature on rate of 
paraffin deposition
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4  Conclusions

The all experiment results show that the rate of paraffin deposition at all tempera-
tures, velocity, and on the surface of the pipe was greatest in steel pipe but signifi-
cant paraffin accumulation was found in rigid PVC plastic coated pipe. The lowest 
amount of paraffin deposition was observed in the ETFE plastic coated pipe.

It has been proven that the usage of ETFE plastic pipe coatings in a typical 
crude oil can potentially reduce down the paraffin deposition inside the pipelines, 
hence improving the whole system thoroughly.

The use of ETFE plastic pipe coating for solving and preventing paraffin depo-
sition has proved to be an economically and technically feasible method.
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Abstract Asphaltene precipitation is a common problem in reservoir field dur-
ing natural pressure depletion and gas injection process for enhanced oil recovery 
(EOR). Extensive field and laboratory data have proven that asphaltene precipi-
tated more easily from light oil rather than from heavy oil. This study concerns 
with both experimental and simulation investigations on asphaltene precipita-
tion condition during pressure depletion and gas injection. A series of isothermal 
depressurization experiments have been carried out using light oil samples with 
low asphaltene content to investigate its asphaltene onset pressure (AOP). In addi-
tion, precipitation onset condition induced by different carbon dioxide (CO2) con-
centration has been investigated over the pressure change. Besides, simulation 
studies have been carried out to understand asphaltene onset behavior over pres-
sure change at reservoir temperature. Three light oil samples with low asphaltene 
content have been chosen to investigate precipitated asphaltene fraction induced 
by different CO2 concentrations over the pressure change. The results of this study 
have shown that asphaltene starts to precipitate in oil when approaching bubble-
point pressure during depressurization. The precipitated amount increases and 
reaches the maximum around bubble-point pressure. After bubble-point pressure, 
part of the precipitated asphaltene re-dissolved back to the oil. By injecting higher 
CO2 mol percentage, bubble-point pressure increases and more asphaltenes pre-
cipitate in oil.
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1  Introduction

In recent years, offshore production system has been moving to deepwater and 
subsea environments which increased the importance of fluid properties related 
to flow assurance issues. One of these potential challenges is asphaltene precipi-
tation and deposition problems from reservoir up to the production line, causing 
reservoir formation damage and plugging wells and flow lines. The impacts are 
usually catastrophic, while the remedial measures are expensive yet disruptive. 
Therefore, it is crucial to investigate the potential of asphaltene precipitation in 
reservoir prior to natural pressure depletion, especially before implementing a gas 
injection scheme, in order to build proper control and remediation strategies into 
the systems from the beginning.

Asphaltenes are heavy hydrocarbon molecules which are naturally existing as 
colloidal suspension in petroleum reservoir fluids and stabilized by resins adsorbed 
on their surface [6, 15, 21, 22]. Asphaltene precipitations are the common prob-
lems in reservoir field during natural pressure depletion [2, 4, 12], as well as during 
gas injection processes for IOR [18] or EOR [5, 20]. Extensive field and laboratory 
data have proven that asphaltene precipitates more easily from light oil rather than 
from heavy oil, even though the heavier oil might have much higher asphaltene 
content [4, 5, 15, 20].

Asphaltene precipitation during pressure depletion and oil recovery is a com-
mon problem occurring in many fields around the world. In reservoir, the pre-
cipitated asphaltenes can deposit onto the rock surface or remain as a suspended 
particle in the oil phase. The deposited asphaltenes may cause blockage of the 
pore throats and channels, which results in permeability reduction and porosity 
alteration and later leading to the formation of damage, furthermore plugging the 
wellbore and blocking the production line.

The review of asphaltene deposition in field situations indicates that asphaltene 
content in oil does not play a crucial role in the flocculation process. Asphaltene 
precipitation problems are more common in lighter oil which contains only minor 
amount of asphaltene in reservoir especially at pressure above the bubble point; 
therefore, the aim of this study was to determine the AOP for light crude oil sam-
ples with low asphaltene content and to investigate the tendency of asphaltene pre-
cipitation under reservoir conditions for different CO2 concentrations.

In this project, three light oil samples with API gravity range within 31° to 42°, 
which are low in asphaltene content (less than 1.0 wt%) and have been used for 
reservoir simulation studies. One of the light oil samples has been recombined in 
laboratory for experimental investigation. With known amount of fluid composi-
tion and asphaltene weight content, at reservoir pressure and temperature, the light 
oil samples have been tested through simulation studies to investigate their AOP. 
This research focuses on the phase behavior and equilibrium studies of asphaltene 
precipitation in reservoir condition.

Static asphaltene test has been carried out with additional mole percentage of 
CO2 gas injection, over isothermal pressure depletion to monitor asphaltene onset 
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precipitation condition. This investigation mainly simulated the reservoir condi-
tion which is away from the near wellbore region, while the dynamic flow within 
the reservoir will not be included here. Finally, these results have been related 
to the expected behavior of asphaltene in the deep reservoir and to address the 
uncertainties.

2  What Is Asphaltene?

2.1  Asphaltene Definition

Compositional studies separate petroleum reservoir fluids into SARA, namely 
saturates, aromatics, resins, and asphaltenes. Asphaltenes are complex organic 
components of reservoir fluids with no defined melting point, while having the 
highest molecular weight hydrocarbon fraction and highest polarity among the 
four. Generally, asphaltenes are characterized as soluble in aromatics (e.g., ben-
zene and toluene), but insoluble in paraffinic compounds (e.g., n-pentane and 
n-heptane) to form dark color solid as shown in Fig. 1 [5, 8, 10, 21–23].

2.2  Asphaltene Precipitation

According to the first theoretical model of asphaltene precipitation as proposed 
by Liao and Geng [16], asphaltenes are believed to exist dissolved in oil under 
dynamic stable system and this is known as solubility model. With respect to the 
interactions of asphaltenes–resins, they suggested the second model—colloid 
model. Similarly, Hirschberg et al. [14] summarized that colloidal model is the 
most common model for asphaltenes–resins interactions. This colloidal model was 
 further supported by Kokal and Sayegh [15], Buckley et al. [6] and Alta’ee et al. [5],  

Fig. 1  n-Pentane asphaltene (left) and n-Heptane asphaltene (right) [11]

Investigation of Asphaltene Onset Pressure (AOP) …
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who also agreed that asphaltenes are heavy hydrocarbon molecules which exist nat-
urally as dispersed colloidal suspension model in petroleum fluids.

As shown in Fig. 2, asphaltenes are finely dispersed in oil and stabilized by 
the highly polar peptizing agents—resins, which are adsorbed on their surfaces. 
The result of asphaltenes–resins interactions is generally termed as “micelles”. 
Hirschberg et al. [14] advocated that resins have a strong tendency to associ-
ate with asphaltenes. This statement was strengthened by Speight [21, 22] who 
regarded asphaltenes–resins interactions appear to be preferable over asphaltenes–
asphaltenes interactions and resins–resins interactions when both asphaltenes and 
resins coexist in petroleum fluids. When incompatibility occurs among petroleum 
fluids, the loss of dispersability in colloidal suspension causes the higher molecu-
lar weight polar components (asphaltenes and resins) to precipitate.

Operational problems associated with asphaltene precipitation and deposition 
manifest in nearly all facets of petroleum production, processing, and transporta-
tion of petroleum [10, 12]. The precipitation of asphaltenes from reservoirs, to 
near wellbore, well tubing, up to the surface facilities have detrimental effects on 
the economics of well development as well as oil production. The chance for these 
problems to happen is expected to be even higher in offshore and into deepwater 
operations where the prevention and remediation costs increase dramatically [2, 13].

2.3  Mechanism of Precipitation

Alta’ee et al. [5] defined the terminology of asphaltene solidification in terms 
of three stages, namely precipitation, flocculation, and deposition. Firstly, 
asphaltenes precipitate from petroleum fluids when solid particles form a distinct 
phase as they come out of solution. During precipitation, the quantity and size of 
solid particles could be quite small and they are “swimming” along with the fluid 
flow. Then, the flowing polar solid particles coalesce and their sizes are grow-
ing larger during asphaltene flocculation. The quantity and size of particles are 
increasing. Finally, when the flocculated particles lump together as residue, they 
become so large until can no longer be supported by the fluid flow. These depos-
ited asphaltenes will be settled out and adhered to solid surfaces.

Fig. 2  Peptization of 
asphaltenes by resins [5, 15]



27Investigation of Asphaltene Onset Pressure (AOP) …

Similarly, Hammami and Ratulowski [13] also emphasized the difference 
between both precipitation and deposition terminology, whereby precipitation is 
the formation of a solid phase out of a liquid phase, while deposition is the growth 
of the precipitated solids on a surface. However, as quoted by them, “Precipitation 
is, although a precursor to deposition, does not necessarily ensure deposition.”

Thou et al. [24] explained the mechanism of asphaltene deposition in terms of 
four effects—solubility, colloidal, aggregation and electrokinetic effects. As illus-
trated by Fig. 3, solubility effect is due to the content of crude oil. Micellization of 
asphaltenes is resulted by the increase in aromaticity in fluid composition, while 
addition of light paraffinic compounds will result in asphaltene precipitation. Due 
to colloidal effect, asphaltenes suspended in oil phase by the peptization of resins 
to form micelles. Increase in light paraffinic compounds in oil content results in 
migration of resins from asphaltene surface, thus breaking the micelle (asphaltene–
resin) bond. Concentration variation of resins due to the addition of light saturates 
causes change in chemical potential balance, as illustrated in Fig. 4. Aggregation 
effect occurs as a result of insufficient resins coating around the entire surface of 
one asphaltene particle, causing asphaltene and asphaltene flocculate together due 
to their polarity [6], while electrokinetic effect is related to the electrical potential 
difference due to motion of charged while particles flowing in porous medium.

2.4  Major Destabilizing Factors

As summarized by most researchers based on field experience and experimental 
observations, the major destabilizing factors for asphaltene are pressure depletion, 
compositional change, as well as temperature variation [2, 13–15, 20]. The  general 
consensus is that the effect of pressure and composition change on asphaltene 
 precipitation is comparatively stronger than the effect of temperature.

Fig. 3  Asphaltene 
micellization (left) and 
precipitation (right) [16]

Fig. 4  Peptization by resins 
(center); change in chemical 
potential balance (right) [24]
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2.4.1  Pressure Depletion

Asphaltene precipitation and deposition problems along the production system 
occur near wellbore region and along well tubing below the depth at which the oil 
becomes saturated [12, 13, 15, 24]. These are the impacts of pressure drop from 
near wellbore region up to the production line on surface, whereas at reservoir 
conditions, asphaltene precipitation happens in the oilfield which experiences nat-
ural pressure depletion throughout the production phase [2, 10]. This phenomenon 
is mainly related to the different compressibility of the light ends and the heavy 
components (e.g., resins and asphaltenes) of the under-saturated oil [13].

2.4.2  Compositional Change

Compositional change in reservoir fluids includes addition in light paraffinic com-
pounds, increase in aromaticity, gas injection scheme, as well as change in gas–oil 
ratio (GOR), ratio of high to low molecular weight component, and asphaltene–
resin ratio [20]. As reviewed by Hammami and Ratulowski [13], asphaltene 
 precipitation can occur in situ during mixing of incompatible hydrocarbon fluids, 
miscible flooding, CO2 flooding, and other solvent injection operations due to the 
effect of compositional change.

2.5  Precipitation Over Pressure Depletion

Experimental investigations and simulation studies on asphaltene precipitation in 
under-saturated petroleum fluids at reservoir conditions indicate that maximum 
amount of asphaltene precipitation is observed near the bubble-point pressure 
region [2, 12, 15, 18]. This bulk precipitation is due to maximum density differ-
ence between asphaltenes and bulk oil at bubble-point pressure before the first 
gas evolved from the under-saturated oil. When the gas mole percent is about to 
increase from zero, there is the highest asphaltene deposition mole percent [5].

According to Schlumberger Oilfield Glossary, AOP is defined as the pressure 
at a given test temperature which first causes asphaltenes to precipitate from res-
ervoir fluid as pressure decreases. Utilizing the results from simulation studies, 
asphaltene precipitation envelope (APE) is generated as shown in Fig. 5, whereby 
the shaded area indicates asphaltene precipitation. When pressure is reducing, 
APE upper boundary is believed to be the onset pressure, while asphaltene precipi-
tation increases with the reduction in pressure and reaches to a maximum near the 
bubble point [2]. Hence, according to Nghiem’s model, asphaltene onset region is 
bounded by upper and lower AOP.
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2.5.1  Above Bubble-Point Pressure

Under very high reservoir pressure, the under-saturated single-phase oil is exerted 
by very high compressibility forces from the external pressure. According to the van 
der Waals loop [17] as shown in Fig. 6, at very high pressure along the liquid part 
of the isotherm before point L, the molar volume (Vm) is small. In terms of chemical 
potential, smaller Vm is having greater chemical potential, results in stronger van der 
Waals bond. Therefore, under very high pressure, the stronger van der Waals bond 
within colloidal model is believed to tighten the distance between asphaltenes and 
resins and thus stabilize the suspension micelles particles in oil [6, 13].

As reservoir pressure decreases, the weakening van der Waals bonds plus change 
in fluid properties disturb the stability of asphaltene–resin micelles. As the oil is 
depressured from reservoir pressure to bubble-point pressure, the mass and molar 

Fig. 5  Pressure–temperature 
APE [18]

Fig. 6  Van der Waals  
loop [17]
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composition keep constant, but the molar volume of the bulk oil is increasing, while 
the overall density is reducing. Due to the difference in compressibility, the vol-
umes occupied by the C6- components are increasing more rapidly than those of the 
C7+ fraction [6]. Hence, the reservoir fluids possess higher behavior of light oil and 
act more like lighter oil while pressure is decreasing.

With this increase in the volume of lighter hydrocarbon fraction, the solubility 
parameter between resins and evolving lighter ends decreases, meanwhile reduces 
the micelles solubility, and as such induces resin to dissolve constantly [5]. And 
later, this results in the reduced solubility of asphaltenes upon reaching bubble-
point pressure, causing asphaltene precipitation [14]. Kokal and Sayegh [15] and 
Hammami et al. [12] have concluded that maximum difference in molar volume 
(density) between the asphaltenes and the bulk oil occurred at the bubble-point 
pressure before the first dissolved gas released.

2.5.2  Below Bubble-point Pressure

Below the saturated pressure, composition of reservoir fluids changes when the 
lighter hydrocarbon fraction evaporates from the oil as gas phase, thus changing 
the molar volume of the liquid phase and reestablishing some of its lost asphal-
tene solubility [12, 15]. As pressure is going down, light gas liberation leaves the 
heavier reservoir fluids with higher resins fraction, which is insufficient to peptize 
and stabilize the asphaltenes. Thus, the change in reservoir fluids composition will 
result in enhanced solubility with decreasing deposition upon pressure decreases 
below the bubble point [2, 14].

The review of asphaltene precipitation conditions over pressure depletion from 
reservoir pressure until below saturated pressure has explained the asphaltene field 
problems as addressed by Kokal and Sayegh [15]. After the bottom-hole pres-
sure fell below the bubble-point pressure, asphaltene precipitation problems at the 
Ventura Field, Hassi-Messaoud Field, and Lake Maracaibo are diminishing. On 
the other hand, there was no deposition problem observed in Ula Field, Norway, 
below the bubble-point pressure. Evidence of asphaltene precipitation above the 
bubble-point pressure and asphaltene redissolution below the saturated pressure as 
observed by Hammami et al. [12] could be explained by the review as above.

2.6  Precipitation in Light Oil

Extensive field and laboratory data indicate that asphaltenes precipitate more eas-
ily from light oil as compared to from heavier oil, though the heavier oil consists 
of higher asphaltene content [4, 5, 15, 20]. Heavier oil consists of higher interme-
diate components with more resins and aromatics which make it a good solvent to 
stabilize asphaltenes, while lighter oil contains higher fraction of light hydrocar-
bon ends which have limited solubility on asphaltenes. The addition of light par-
affinic compounds can alter the solubility of the asphaltene component in reservoir 
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fluids [12]. In accordance with the colloidal model of asphaltene behavior, resin 
molecules tend to desorb from the surface of the asphaltenes, thus breaking the 
micelles bond, in respond to the addition of light hydrocarbon fraction to reservoir 
fluids in order to reestablish thermodynamic equilibrium.

2.7  Effect of Asphaltene Content

The review of asphaltene deposition in field situations indicates that the quantity of 
asphaltene content in oil does not play a crucial role in asphaltane flocculation pro-
cess [4, 15]. Asphaltene precipitation problems are often more common in lighter 
oil that contains minor amount of asphaltenes in reservoir at pressure above the bub-
ble point. There are two field examples to prove the fact as discussed above. The 
Venezuelan Boscan heavy crude oil with 17.2-wt% asphaltenes was produced nearly 
trouble-free, whereas Hassi-Messaoud light crude oil in Algeria with only 0.15-wt% 
asphaltenes has numerous production problems due to asphaltene precipitation. As 
recognized by Alta’ee et al. [5], light oil with small amount of asphaltenes is more 
likely to cause production problems which are related to asphaltene precipitation, 
rather than the heavy oil with larger amount of asphaltene fraction.

2.8  CO2 Injection

Field data have proven that asphaltene precipitation and deposition could have 
been exacerbated by gas injection, and coincidently, light oil reservoirs are the 
more preferable candidates for gas injection processes [20, 23]. Most miscible sol-
vents have the potential to cause asphaltene flocculation. The investigation result 
from Gholoum et al. [10] revealed that CO2 is the most effective asphaltene pre-
cipitant followed by alkanes (C1–C7). Miscibility of CO2 gas with the reservoir 
oil will contribute to the compositional change which favors the precipitation of 
asphaltenes. When injected CO2 is in contact with the reservoir fluids, vaporiz-
ing gas drive process causes CO2 gas vaporizes part of the light and intermediate 
components to the gas phase, which results in the loss of intermediate components 
(C3+) in reservoir fluids [11]. Meanwhile, resins are vaporized to the CO2 gas 
phase as well. As a result, the reservoir oil phase is left with lesser resins content 
and lower molecular weight, acting as if light oil.

The loss of resins and the light oil characteristic destabilize asphaltenes in the 
reservoir fluids and then change the fluids behavior and equilibrium condition 
when CO2 gas is in contact with the reservoir oil, which results in asphaltene pre-
cipitation [15, 20, 23]. Alta’ee et al. [5] and Srivastava and Huang [23] reported 
about their study on asphaltene precipitation at constant temperature over  different 
CO2 concentrations. The results proved that the amount of precipitated asphaltene 
increases with increasing CO2 concentration as expressed in mole percentage. 
Besides, the results also showed that saturation pressure increases with increasing 
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CO2 concentration. Experimental investigation by Gholum et al. [10] and Sarma 
[20] demonstrated that with the addition of CO2 mol%, the power of transmitted 
light (PTL) is increasing until certain CO2 concentration.

3  Methodology

The behavior of asphaltenes in light oil samples has been investigated through 
experimental and simulation studies. Low asphaltenic light oil samples were chosen 
to determine their AOP. In addition, the precipitation onset condition induced by dif-
ferent CO2 concentrations has been investigated over the pressure change as well.

3.1  Sample Recombination

For experimental studies, dead oil sample obtained from one of the South China 
Sea oilfields has been recombined according to the desired ratio of methane gas 
and CO2 gas.

3.2  Asphaltene Content Measurement

To determine the mass percentage of asphaltenes in an oil sample, asphaltene sep-
aration method (ASTM D3279) has been performed on oil sample which asphal-
tene weight content was unknown.

3.3  Static Asphaltene Test

A series of isothermal pressure depletion test has been carried out in a PVT cell 
with the recombined light oil sample from above reservoir pressure under reser-
voir temperature. CCE experiments were performed to investigate the saturation 
(bubble point) pressure.

3.4  Solid Detector System (SDS)

The light-scattering technique, also known as the solids detection system (SDS), is 
attached with the PVT cell during CCE experiments. A near-infrared (NIR) light 
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source on one side of the cell generates light at a specific transmittance power. 
When asphaltenes precipitate, they scatter light, reducing the transmittance power 
of the light detected by fiber-optic sensors on the other side of the cell.

3.5  Carbon Dioxide Injection

After undergoing one round of CCE experiment on the original oil sample, CO2 
gas will be added to illustrate CO2 gas injection scheme. A total of 99.9 % purity 
CO2 gas will be obtained from the CO2 gas tank in laboratory. Applying the cal-
culation suggested by Obeida and Heinemann [19], the concentration of CO2 gas 
will be expressed in terms of mole percentage which will then be manipulated by 
the number of moles injected.

3.6  Data Gathering

To carry out simulation investigation, three low asphaltenic light oil samples 
have been selected to collect the parameters and input data. The first one is the 
recombined sample from experimental study, the second light oil sample data 
were obtained from an Iranian oilfield [9], and another one is obtained from South 
China Sea fields [1]. The oil properties for three oil samples studied are summa-
rized in Table 1.

3.7  Simulation Modeling

The behavior of asphaltenes in both light and heavy oil was studied using a com-
positional simulator from the Computer Modeling Group (CMG) Ltd. The equa-
tion of state (EOS) applied in this simulation study is Soave-Redlich-Kwong 
(SRK).

Table 1  Oil properties for three (3) oil samples chosen for simulation studies

aRecombined sample used for laboratory studies

Oil properties Oil samples

Oil sample 1a Oil sample 2 Oil sample 3

API gravity 37.8 34.3 41.4

Asphaltene (wt%) 0.12 0.66 0.07

Reservoir temperature (°F) 215 160 204

Reservoir pressure (psia) 1,800 6,000 2,900
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4  Results and Discussion

4.1  Experimental Studies

Laboratory experiment has been conducted on oil sample 1 using PVT cell 
attached with SDS. SDS transmittance is recorded over pressure depletion, while 
volume is recorded over the pressure change as well. When asphaltenes start to 
precipitate in oil sample, the transmittance power of the light detected reduced. As 
shown in Fig. 7, AOP is determined by the declining curve during depressuriza-
tion, which is found to be at 4,200 psi for base case oil sample 1. Pressure deple-
tion continued, and at one point, the transmittance power drops drastically, which 
is interpreted as maximum asphaltene precipitation at 1,660 psi. Besides, oil sam-
ple volume has been monitor throughout and presented in PV curve indicated by 
Fig. 11. From PV curve, bubble-point pressure (Pb) is found to be 1,900 psi for 
base case oil sample 1.

CO2 gas has been injected to recombined oil sample 1 to illustrate 20, 40, and 
60 mol% CO2 gas injection. SDS transmittance and volume have been monitored 
over pressure reduction, as shown in Figs. 8, 9, 10, 11, 12, 13, and 14. The sum-
mary of experimental results is shown in Table 2.

4.2  Simulation Studies

Using the parameters and input data as from the literature, asphaltene precipitation 
model for each oil sample has been generated by the simulator. Two-phase (pres-
sure–temperature) diagram and asphaltenes precipitated weight percentage versus 

Fig. 7  SDS transmittance versus pressure for oil sample 1 (base case)
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pressure graph have been plotted with the simulator, as illustrated in Figs. 15 and 16, 
for three oil samples over different CO2 mol% gas injection. P–T diagram as shown 
in Fig. 15 has been generated to find out the bubble-point pressure (Pb) at reservoir 
temperature.

Both P–T diagram and asphaltene precipitated weight percentage graphs have 
been generated for all three oil samples, over various CO2 mol% gas injection. 
Tables 3, 4, and 5 summarize the lower and upper AOP, bubble-point pressure, and 
pressure at maximum asphaltene precipitation for different CO2 mol% injection at 
reservoir temperature for oil sample 1, Iranian oil, and SCS oil 3, respectively.

Fig. 8  SDS transmittance versus pressure for oil sample 1 (20 mol% CO2)

Fig. 9  SDS transmittance versus pressure for oil sample 1 (40 mol% CO2)
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5  Discussion

According to Nghiem’s APE model [18] as shown in Fig. 5, asphaltene onset pres-
sure is bounded within the upper and lower of the shaded region. Thus, in graph 
asphaltenes precipitated wt% versus pressure, as shown in Fig. 16, the points 
where asphaltenes start to precipitate from zero weight percentage are defined 
as the AOP, whereby the higher AOP is described as the “upper AOP,” while the 
lower one is defined as the “lower AOP.”

Fig. 10  SDS transmittance versus pressure for oil sample 1 (60 mol% CO2)

Fig. 11  PV curve for oil sample 1 (base case)
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Upon pressure depletion, asphaltenes start to precipitate when the van der Waals 
bonds within asphaltenes colloidal model become weaker, in addition to the change 
in fluid properties which disturb the stability of asphaltene–resin micelles [5, 14]. 
At or very near to the bubble-point pressure, the graph shows maximum precipi-
tated weight percentage of asphaltenes, which is in accordance with the findings of 
Kokal and Sayegh [15], Hammami et al. [12], Afshari et al. [2], and Alta’ee et al. 
[5] who have claimed that asphaltene precipitation reaches maximum at bubble-
point pressure. After crossing bubble-point pressure, evaporization of lighter 

Fig. 12  PV curve for oil sample 1 (20 mol% CO2)

Fig. 13  PV curve for oil sample 1 (40 mol% CO2)
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Fig. 14  PV curve for oil sample 1 (60 mol% CO2)

Table 2  AOP, Pb, and maximum precipitation pressure for oil sample 1

Oil sample 1 AOP (psi) Pb (psi) Maximum precipitation (psi)

Base case 4,200 1,900 1,660

20 mol% CO2 6,000 2,300 2,100

40 mol% CO2 6,500 3,000 2,800

60 mol% CO2 7,000 3,700 3,500

Fig. 15  Two-phase (pressure–temperature) diagram for oil sample 1 (base case)
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hydrocarbon fraction reestablishes the lost asphaltene solubility [2, 12, 15]. When 
asphaltenes redissolve back to the oil, amount of precipitated asphaltene decreases. 
Thus, the “bell shape” graph generated has portrayed asphaltene precipitation phe-
nomenon as described.

Fig. 16  Asphaltene precipitated wt% versus pressure for oil sample 1 (base case)

Table 3  Lower and upper AOP, Pb, and maximum precipitation pressure for different CO2 mol% 
injection at reservoir temperature (215 °F) for oil sample 1

Injected CO2 (mol%) Lower AOP (psi) Upper AOP (psi) Pb (psi) Maximum  
precipitation (psi)

0 1,200 5,200 1,897 1,800

20 1,250 6,750 2,300 2,250

40 1,250 7,250 3,085 3,000

60 1,500 7,500 3,738 3,500

Table 4  Lower and upper AOP, Pb, and maximum precipitation pressure for different CO2 mol% 
injection at reservoir temperature (160 °F) for oil sample 2

Injected CO2 (mol%) Lower AOP (psi) Upper AOP (psi) Pb (psi) Maximum  
precipitation (psi)

0 1,400 6,000 3,722 3,800

20 1,500 6,500 4,130 4,100

40 1,800 6,800 4,657 4,400

60 2,000 7,500 5,154 5,000

80 2,000 7,750 5,594 5,000
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The results as summarized in Tables 3, 4, and 5 have been presented in pres-
sure-composition diagram, as illustrated in Figs. 17, 19, and 21, whereas the 
graph of asphaltenes precipitated wt% versus pressure for different CO2 mol% gas 
 injection for each oil sample has been combined, as shown in Figs. 18, 20, and 22. 
All the graphs have shown the similar increasing trend, where bubble-point pres-
sure is always in between the upper and lower AOP. Additional CO2 mol% gas 
injection increases the bubble-point pressure and thus raises up the upper and 
lower AOP values, i.e., AOP region is shifted upward.

During depressurization at reservoir temperature, asphaltenes start to pre-
cipitate from upper AOP when approaching bubble-point region. Precipitation 
increases until it reaches maximum weight percentage at or very near to the bub-
ble-point pressure. After that, precipitation reduces with decreasing pressure. By 
injecting more CO2 mol%, the amount of peak precipitated asphaltenes near bub-
ble-point pressure is increasing.

For oil sample 1, the reservoir pressure is denoted by the yellow line as shown 
in Figs. 17 and 18. By assuming good work in initial reservoir pressure mainte-
nance, both the figures have indicated that oil sample 1 reservoir would be affected 
by asphaltene precipitation problem from before CO2 gas injection up to 80 mol% 
of CO2 gas injection, as its reservoir pressure is sat within the AOP region in 
Fig. 17 and within all five “bell” in Fig. 18. However, it has been observed that 
asphaltene precipitation severity is decreasing with increasing mol% of CO2 gas 
injection, due to the rising bubble-point pressure.

On the other hand, at reservoir temperature and pressure as indicated by the 
yellow straight line in Figs. 19 and 20 for oil sample 2, asphaltene precipitation 
problem takes affect from zero CO2 mol% up to 80 mol% gas injection. While it 
has been observed that asphaltene precipitation is becoming serious with increas-
ing mol% of CO2 gas injection. Thus, oil sample 2 is not recommended for CO2 
gas injection scheme to avoid severe asphaltene precipitation problem.

As shown in Figs. 21 and 22 for oil sample 3, at reservoir pressure and tempera-
ture as prescribed, asphaltene precipitation occurred from zero up to 80 mol% CO2 
gas injection, while it reaches maximum while increasing from 20 to 40 mol%. 
From this observation, it is suggested that CO2 gas injection should be avoided 
near 20–40 mol%. Besides, reservoir management scheme should be taken into 
account for handling asphaltene precipitation problem in such reservoir condition.

Table 5  Lower and upper AOP, Pb, and maximum precipitation pressure for different 
CO2 mol% injection at reservoir temperature (204 °F) for oil sample 3

Injected CO2 (mol%) Lower AOP (psi) Upper AOP (psi) Pb (psi) Maximum  
precipitation (psi)

0 1,200 3,600 2,333 2,300

20 1,600 4,100 2,807 2,800

40 1,800 4,800 3,066 3,150

60 2,000 5,800 3,476 3,450

80 2,400 6,800 3,741 3,800
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From the findings as discussed, it has been found that additional CO2 gas injec-
tion has altered the oil composition, contributing to higher bubble-point pressure 
as well as asphaltene onset pressure region. This compositional change also favors 
the precipitation of asphaltenes [15, 20, 23]. Injected CO2 which is in contact with 
light oil-induced vaporizing gas drive process, where CO2 gas vaporizes part of 
the light and intermediate components to the gas phase, results in the loss of inter-
mediate components (C3+) as well as resins in reservoir fluids [11]. Hence, the 
more the CO2 mol% injected, the more the loss in vaporized intermediate compo-
nents and resins, which causes higher amount of asphaltene precipitation.

Fig. 17  Pressure-composition diagram at 215 °F for oil sample 1

Fig. 18  Asphaltene precipitated wt% versus pressure at 215 °F for oil sample 1
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By assuming isothermal reservoir condition, the initial reservoir pressure is 
denoted as the yellow straight line crossing the graph. It has been observed that 
at reservoir temperature and pressure, the amount of asphaltenes precipitated 
may vary from before CO2 gas injection up until increment to 80 mol% injection. 
Besides, the trend of the graph is different from sample to sample.

For planning for reservoir management strategy, it is crucial to know the ini-
tial temperature and pressure in reservoir condition, as well as the bubble-point 

Fig. 20  Asphaltene precipitated wt% versus pressure at 160 °F for iranian oil

Fig. 19  Pressure-composition diagram at 160 °F for iranian oil sample
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pressure, prior to designing field development operation as to mitigate asphaltene 
precipitation problem in reservoir. By investigating asphaltene onset pressure for 
a reservoir oilfield over different mol% of CO2 gas injection, optimum scheme for 
CO2 gas injection could be designed in order to minimize problem of asphaltene 
precipitation and deposition in reservoir.

Fig. 21  Pressure-composition diagram at 204 °F for SCS oil 3

Fig. 22  Asphaltene precipitated wt% versus pressure at 204 °F for SCS Oil 3
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6  Conclusions

The results of this study have shown the tendency of asphaltene precipitation in 
low asphaltenic light oil reservoirs with different mole percentage of CO2 gas 
injection. After data analysis and discussion in previous chapter, the results are 
concluded as below:

1. AOP is surrounding the bubble-point pressure, as bounded within asphaltene 
precipitation region range between the upper AOP and lower AOP.

2. Amount of precipitated asphaltenes increases when approaching bubble-point 
pressure, where it reaches maximum at or very near to bubble-point pressure.

3. With addition to injected CO2 mol%, bubble-point pressure increases, and 
thus shifting up AOP region, whereby the amount of maximum precipi-
tated asphaltenes increases with more CO2 mol% injected near bubble-point 
pressure.

4. At specific reservoir temperature and pressure, the amount of precipitated 
asphaltenes in different CO2 gas injection scheme (mol%) varies from one field 
to another field.

By understanding the asphaltene onset trend behavior of light oil in reservoir con-
dition over different CO2 gas injection scheme, the author concluded that the find-
ings from this study can be applied as criteria for designing successful reservoir 
management strategy. To avoid the asphaltene onset region, pressure maintenance 
scheme should be planned and manipulated prior to oil production. Therefore, 
asphaltene precipitation problem could be mitigated and thus minimizing technical 
uncertainties and economical losses in light oil reservoir.
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Abstract The main productive units in the Baram Delta are cycles V and VI 
Upper to Middle Miocene sandstones. Significant fossiliferous intervals have 
been identified within these units. The objective of this paper was to investigate 
the impact of diagenetic processes on fossiliferous sandstones and how such 
modifica tions to the fossils influence porosity and permeability. Two wells from 
two fields in the Baram Delta were evaluated using thin sections, CT scan imag-
ing, SEM, EDX, spot permeability, and poro-perm. Intragranular pores have been 
formed within the fossils by diagenetic processes. The uplift of the Rajang Group 
accretionary prism to form the Rajang Fold-Thrust Belt facilitated the creation of 
these pores by bringing the reservoir sandstones into the telogenetic regime where 
dissolution by meteoric water is the major porosity-forming process. Spot perme-
ability in the fossiliferous part of the sandstone ranges between 606 and 879 mD, 
whereas the relatively non-fossiliferous part has spot permeability values ranging 
between 305 and 521 mD. This represents a porosity and permeability enhance-
ment of 50–60 % in the fossiliferous part. This enhancement is attributed to the 
intragranular porosity formed within the fossils by diagenetic processes. Porosity 
and permeability range between 18 and 30 % and 662 and 683 mD in fossiliferous 
horizons (FH) and 13 and 27 % and 10 and 529 mD in non-fossiliferous horizons, 
respectively.
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1  Introduction

The measure of the void space in a rock is defined as the porosity of the rock, 
and the measure of the ability of the rock to transmit fluids is known as perme-
ability [1]. Effective porosity refers to the percentage of the total rock volume 
that consists of interconnected pores [1, 2]. Porosity formed within grains is 
known as intragranular porosity, whereas intergranular porosity refers to poros-
ity formed between grains [2]. Sandstones are normally dominated by inter-
granular porosity even though additional intragranular porosity may be formed 
in the sandstone during diagenesis normally as a result of dissolution of miner-
als such as feldspars. This study has been necessitated by recent advances in the 
studies on formation of secondary and intragranular porosity during diagenesis. 
Such studies have focused mainly on mineral dissolution and precipitation pro-
cesses; however, this study focuses on the role of diagenetic processes on fossils 
in contributing to the total porosity of reservoir sandstones with examples from 
the Baram Delta, Sarawak Basin. Fossils are the preserved remains or traces of 
animals and plants. Fossils are a common feature in most marine and shallow 
marine sedimentary environments such as deltaic environments [3–5]. Significant 
fossiliferous intervals have been identified in some of the most productive silici-
clastic hydrocarbon reservoirs in the world including the Middle Jurassic Brent 
Group in the North Sea [6, 7], the Jurassic Norphlet formation in the Gulf of 
Mexico [8], and Cycles VI and VI Lower to Middle Miocene reservoir sand-
stones of the Baram Delta, Sarawak Basin [9]. Fossils form an important part of 
rock fabric and are a vital form of rock heterogeneity that can induce textural and 
mineralogical variations in a rock. The concept of influence of some rock fabric 
elements such as texture and mineralogy on reservoir rock quality has been well 
investigated by [8, 10–14]. However, the influence of fossils as a rock fabric ele-
ment on porosity and permeability in reservoir sandstones has not been exhaus-
tively discussed.

At the time of deposition, sediments will have a primary mineralogical, 
chemical, and textural composition with the primary composition and sort-
ing of clastic sediments related to provenance, climate, and sedimentary facies 
[15]. The deposited sediment composition is modified by diagenetic pro-
cesses: surface process such as weathering on land, compaction (chemical and 
mechanical), and cementation on the seabed [11]. Three diagenetic regimes were 
originally proposed by Choquette and Pray [16] for limestone diagenetic pro-
cesses: early diagenesis (eogenesis), burial diagenesis (mesogenesis), and uplift-
related diagenesis (telogenesis). The objective of this paper was to investigate 
the impact of such diagenetic processes on fossils in fossiliferous sandstones of 
the Baram Delta and how such modifications to fossils influence porosity and 
permeability.



49Porosity and Permeability Modification …

2  Geologic Setting

The Sarawak Basin is most widely believed to have originated as a foreland 
basin that formed after the collision of the Luconia Block with the West Borneo 
Basement, and the closure of the Rajang Sea during the Late Eocene [17]. 
Deformation and uplift of the Rajang Group accretionary prism to form the Rajang 
Fold-Thrust Belt provide the sediment supply to the Sarawak Basin [18, 19].

The Baram Delta is one of the seven geological provinces found offshore the 
Sarawak Basin and is the most prolific of all the geological provinces in the basin 
[9] (Fig. 1). The offshore stratigraphy of the Baram Delta is characterized by the 
occurrence of coastal to coastal-fluviomarine sands which have been deposited 
in a northwestwards prograding delta since the Middle Miocene (from Cycle IV 
onwards) (Fig. 2) [9, 17, 20].

3  Materials and Methods

Two wells from two fields in the Baram Delta were evaluated in this study. The 
depth of the wells ranges between 792 and 1,829 m. The studied reservoir sand-
stone intervals all belong to the cycles V and VI Upper to Middle Miocene sand-
stones [9]. Core logging was carried out for all wells. Fossiliferous intervals 
identified from the core logging were sampled for further analysis.

Fig. 1  Location map of Baram Delta in Sarawak Basin [18]
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2 cm × 4 cm slices of core were cut from the fossiliferous sandstone sam-
ples to make thin sections. Thin-section photographs were taken using Olympus 
SZX16 research stereomicroscope with attached digital camera.

Spot/probe permeability measurements were measured on the fossiliferous 
sandstone intervals using a CoreLab Profile Decay Permeameter (PDPKTM 300 
system). To ensure accurate values as possible, 3–5 points were measured at each 
point on the grid and the average values were taken. A geometric factor (Go) of 
1.83 was used in this experiment [21].

Samples of 2 cm × 2 cm dimension of each core slab were taken for scanning 
electron microscopy (SEM). The SEM analysis was done using a Carl Zeiss Supra 
55VP FESEM with variable pressure ranging from 2 to 133 Pa and probe current 
between 1 pA and 10 nA. Energy dispersive X-ray spectroscopy (EDX) of specific 
points in the samples was taken to determine the elemental composition at these 
points.

F
F                                 

d 

p                     p

(a) (b)

(c) (d)

Fig. 2  a Hand specimen of fossiliferous sandstone. b EDX of fossiliferous sandstones showing 
high Ca. c CT scan showing internal rock structure. d Thin-section photomicrograph showing 
intragranular pore (P) in fossil fragment



51Porosity and Permeability Modification …

Core plug permeability was measured using a Vinci Technologies Coreval 30 
poro-perm equipment. The core plugs used had a 1 in. diameter and 3 in. length.

Fossiliferous sandstone samples were selected for microcomputer tomogra-
phy (CT) scan imaging. The micro-CT scan images were taken with an InspeXio 
Microfocus CT system and processed with Avizo 7.1 imaging software. 511 image 
slices were taken at a voxel size of 0.045 mm/voxel, with an X-ray voltage of 
130 kv and current of 100 μA.

4  Results and Discussion

The dominant lithologies in the wells studied are sandstones and siltstones with 
rare intercalations of mudstones. Most of the sandstones are fined grained with a 
few sections of the well-being medium to coarse grained.

The fossiliferous sandstones are generally fine grained, moderately sorted, 
very pale orange (10YR8/2) with subangular grains (Fig. 2a, c). EDX data shows 
a predominantly quartz composition with some amount of iron oxide and calcite 
(Fig. 2b). CT scan images show that the fossils (F) make up a significant part of 
the internal structure of the rock fabric and are a vital form of heterogeneity in the 
rocks (Fig. 2c, d). From the CT scan image and thin-section photomicrographs, 
the fossils can be estimated to make up a significant percentage of the fossiliferous 
sandstones (10–20 %). Such fossil-induced heterogeneities may influence the rock 
texture and reservoir rock quality.

Modifications to the pore system in the fossiliferous sandstones are observed in 
the SEM and CT scan images (Fig. 3a–f).

Such modifications affect the fossils embedded in the rock. Additional pores 
and porosity have been formed within the fossils as a result of diagenetic pro-
cesses that have affected the sandstones (Fig. 3b, c, d). As you move along the 
CT scan slices from one slice to another, the intragranular porosity formed within 
the fossils become very visible. For example, in Fig. 3e, f, open intragranular 
pores which were previously nonexistent in the slices begin to form in slice 420 
and open up even further in slice 428. Diagenetic processes such as dissolution 
have been identified to be responsible for creation of such pores within fossils and 
mineral assemblages [22–24]. Diagenetic reactions involving carbonate minerals 
(dominant minerals in fossils) are kinetically faster and less dependent on temper-
ature and may be important near the surface [11]. Such near-surface reactions are 
sensitive to climate (rainfall) controlling the flow of meteoric water, which may 
result in a geochemically open system [11].
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(d)

(a) (b)

IP

(c) IP

IP

(e) (f)420                                                 428

Fig. 3  a Photomicrograph of shell fragments. b SEM of shell fragment with solution porosity. 
c and d SEM of fossil showing intragranular porosity from fossil modification. e and f CT scan 
slices showing development of intragranular pores within fossils from slices 420 and 428
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A review of the available literature shows that creation of such porosity nor-
mally occurs at shallow depth (<10–100 m) where the groundwater flux is high 
because this allows the pore water to remain constantly undersaturated and capa-
ble of leaching minerals [11, 12, 23].

Spot permeability values are 50–60 % higher in the highly fossiliferous part 
of the sandstones compared to the non-fossiliferous and low fossiliferous part. An 
example of the spot permeability measurement is shown in Fig. 4a. Spot perme-
ability in the fossiliferous part of the sandstone ranges between 606 and 879 mD, 
whereas the relatively non-fossiliferous part has spot permeability values ranging 
between 305 and 521 mD. P1-P4 represents permeability in the non-fossiliferous 
part, P5-P12 and P17-P19 represent the moderately fossiliferous part, and P13-P16 
represents the highly fossiliferous part of the sandstone (Fig. 4b) (Table 1). This 

(a)

(b)

P5-P12              P13-P16

P1-P4

P17-P19

Fig. 4  a Spot permeability distribution in fossiliferous sandstone sample. b Graphical represen-
tation of spot permeability distribution in the sample
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marked increase in porosity in the fossiliferous sandstones can be attributed to the 
intragranular porosity formed within the fossils as observed in the SEM, CT scan, 
and thin-section images. The formation of intragranular porosity is interpreted to 
have been facilitated by the Eocene uplift of the Rajang Group accretionary prism 
to form the Rajang Fold-Thrust Belt. This uplift is interpreted to have brought the 
reservoir sandstones into the telogenetic regime where dissolution by meteoric 
water is a major porosity-forming process [16, 24].

The poro-perm experiment was carried out to confirm the influence of fos-
sils in enhancing the porosity and permeability in the fossiliferous sandstones. 
The results from the poro-perm experiment are summarized in Fig. 5a, b. The 
figures show that the fossiliferous horizons (FH) have a significantly higher 
porosity and permeability than the non-fossiliferous horizons. Core plugs from 
the FH in well B have porosity between 18 and 30 % and permeability ranging 

Table 1  Spot permeability 
distribution in sample

Points Permeability (mD) Point location

P1 521 Non-fossiliferous

P2 305 Non-fossiliferous

P3 500 Non-fossiliferous

P4 320 Non-fossiliferous

P5 630 Moderately 
fossiliferous

P6 732 Moderately 
fossiliferous

P7 606 Moderately 
fossiliferous

P8 706 Moderately 
fossiliferous

P9 818 Moderately 
fossiliferous

P10 664 Moderately 
fossiliferous

P11 712 Moderately 
fossiliferous

P12 644 Moderately 
fossiliferous

P13 738 Highly fossiliferous

P14 849 Highly fossiliferous

P15 879 Highly fossiliferous

P16 846 Highly fossiliferous

P17 639 Moderately 
fossiliferous

P18 765 Moderately 
fossiliferous

P19 669 Moderately 
fossiliferous
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between 662 and 683 mD, whereas the non-fossiliferous horizons have porosity 
between 13 and 27 % and permeability ranging between 10 and 529 mD. The 
significantly higher porosity and permeability recorded in the fossiliferous cores 
emphasize the importance of the fossils in enhancing the reservoir rock quality.

5  Conclusions

Evidence of creation of intragranular porosity within fossils was observed in SEM 
images, CT scan images, and thin-section photomicrographs. The uplift of the 
Rajang Group accretionary prism during the Eocene facilitated the intragranular 
porosity creation process by bringing the sandstones into the telogenetic regime 
where pore waters are mostly undersaturated with mineral phases. An increase 
in porosity and permeability is observed in both the spot permeability and core 
plug porosity and permeability measurements in the fossiliferous sandstones over 
the non-fossiliferous sandstones. Spot permeability in the fossiliferous part of the 
sandstone ranges between 606 and 879 mD, whereas the relatively non-fossilifer-
ous part has spot permeability values ranging between 305 and 521 mD. This rep-
resents a porosity and permeability enhancement of 50–60 % in the fossiliferous 
part. This enhancement is attributed to the intragranular porosity formed within 
the fossils by diagenetic processes. This observation is confirmed by the core plug 
porosity and permeability measurements. Core plugs from the FH have porosity 

(a) (b)

Fig. 5  a Graphical representation of core plug permeability in well B. b Graphical representa-
tion of core plug porosity in well B
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between 18 and 30 % and permeability ranging between 662 and 683 mD, 
whereas the non-fossiliferous horizons have porosity between 13 and 27 % and 
permeability ranging between 10 and 529 mD.
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Abstract Platform C has been idle since May 2008 due to high water cut pro-
duction and no gas lift facilities to assist the wells to flow. Last wells flowing 
from Platform C were BY-1 and BY-9 which is flowing at 90 % water cut at 
high flowing tubing head pressure. Due to long shut-in of wells in B-1 field 
because of the high water cut in production, well modeling is crucial to opti-
mize the production. Moreover, since it has been shut in for a long time, the 
well behavior cannot be predicted. Furthermore, the optimization problem is 
to optimize the daily production by choosing the optimal gas lift rates sub-
ject to pressure and properties of the wells. Thus, this project is initialized 
mainly to do the well modeling as well as reservoir dynamic modeling using 
the PROSPER and ECLIPSE software. This project focused on data from eight 
wells on the Platform C in B-1 field. In this project, gas lift has been selected 
for the production optimization. Gas is injected at high pressure from the cas-
ing into the wellbore and mixes with the produced fluids from the reservoir 
to reduce the fluid density to be brought up to surface. The production rate of 
eight wells in Platform C is optimized, and prediction of production life of the 
Platform C wells has been done by using ECLIPSE100 software. As a result, 
the proposed gas lift optimization showed significant increase in production 
rate of the wells and also successfully proven to sustain up to the time step 
25 years of production in this project.
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1  Introduction

This project is based on the data from one of the field located in Sarawak named 
B-1 field. This project only focuses on the eight wells in the Platform C. The B-1 
field is located 80 km northwest of Bintulu. The field is 14 km long and 6 km wide 
with water depth of 90 ft which is quite shallow.

In this project, simulations using PROSPER software will be done using the 
relevant data from B-1 field. Moreover, with the recent PROSPER well models, 
dynamic reservoir model will be created using the ECLIPSE 100 software in order 
to predict the production life of the wells in Platform C. To ensure the project is 
successful, three objectives are established which are

•	 To remodel the wells in B-1 field using the relevant data in PROSPER software.
•	 To optimize production of the wells in B-1 field using the gas lift optimization.
•	 To predict production life of the wells in B-1 field using ECLIPSE 100 

software.

In this project, gas lift will be used for the production optimization. Gas will be 
injected at high pressure from the casing into the wellbore and mixes with the pro-
duced fluids from the reservoir to reduce the fluid density to be brought up to sur-
face. Moreover, the project is then continues with the prediction of production life 
of the field by integrating the PROSPER well model in ECLIPSE 100.

The scopes of study will be divided into three simulation phases. The first 
phase and second phase include the well modeling, gas lift design, and gas lift 
optimization, where the simulation will be done using PROSPER software. The 
third phase is the dynamic reservoir modeling and prediction of production life of 
the wells by using the ECLIPSE 100 software.

2  Nodal Analysis and Gas Lift Optimization

Nodal analysis as explained by Bitsindou and Kelkar 1 involves calculating the 
pressure drop in individual components within the production system so that pres-
sure value at a given node in the production system (e.g., bottom-hole pressure) 
can be calculated from both ends (separator and reservoir). The rate at which pres-
sure is calculated at the node from both ends must be the same. This is the rate at 
which the well produces.

According to Guo et al. 2, Munoz and Quintero 3, the performance curves gen-
erated using a steady-state software will represent a very specific “operating point”, 
valid for one set of flowing well-head and bottom-hole pressures for a specific produc-
tion rate, and under one casing head injection pressure and gas lift injection rate. Thus, 
from the performance curve, the production rate is known and can be optimized. By 
combining the principle of nodal analysis and gas lift design, the Inflow Performance 
Curve and Vertical Lift Performance curve are generated from the well modeling.
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Since the B-1 field has a high water cut, according to Chia 8, gas lift becomes 
critical to sustain production as oil fields mature. Increasing water cut and decreasing 
reservoir pressure eventually cause wells to cease natural flow 4. Subsequently, gas 
lift is required to kick off and sustain flow from these wells. Thus, for gas lift optimi-
zation, the new setting of the gas lift valve is very important by considering the static 
fluid gradient, kick off injection pressure gradient and the wellhead tubing pressure 5.

3  Reservoir Modeling

In this project, the main focus of the reservoir simulation area is the construction of a 
reservoir model. This model is represented numerically in a 3D based on the data and 
parameter input which serves as the input for a numerical reservoir flow simulator 6. 
The output obtained from the reservoir simulation run represents the expected per-
formance production curve given a particular production well pattern. Furthermore, 
through the reservoir simulations that are based on accurately developed reservoir 
characterization, it will be significant in predicting the production life of the field.

4  Methodology/Project Work

Figure 1 shows the workflow of the project. Firstly, data of all eight wells in 
Platform C which are the B-301, B-303, B- 304, B-305, B-306, B-307, B-308, and 
B-309 are collected and gathered. All the data and information needed include the 
well test, deviation data, well diagram, pressure profile, and PVT data. All these data 
need to be prepared at first place for the PROSPER and ECLIPSE 100 well modeling.
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4.1  Well Modeling and Simulation in PROSPER Software

Well models in Platform C are matched with the relevant production data. This 
is executed by building single well model for each well in Platform C using 
PROSPER. The data to be input include PVT data, reservoir characteristic, well 
deviation, and well construction. Matching is done to ensure correct data, and well 
performance is matched with the model. This process mainly requires recent well 
test data and pressure profile.

After all the data have been key-in, matching is done to obtain the IPR/VLP 
curves. From the intersection point between the IPR and VLP curves, the operat-
ing point which is the point of the well start to flow with respect to the bottom 
hole flowing pressure can be obtained.

4.2  Gas Lift Optimization in PROSPER Software

This will be achieved by adding the gas lift facility in every well in the PROSPER 
software in the process of remodeling the wells. Thus, multiple cases on gas lift 
optimization are done. Two cases were run for field-wide optimization in this pro-
ject which is

i. Base case: the PROSPER model is run without gas lift facilities with relevant 
data from the field

ii. Case 2: gas-lifted all wells with optimized gas lift parameters)

Fig. 1  IPR/VLP curve for BY-1 in base case
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5  Results and Discussion

5.1  PROSPER Modeling-Base Case

The base case is the study on the wells in Platform C using PROSPER modeling 
without the gas lift injection. The IPR/VLP graph is obtained, and Fig. 1 is the 
example of the IPR/VLP graph for BY-1:

After the PROSPER modeling was completed for all wells, it is observed that 
all eight wells have zero production rate.

5.2  PROSPER Modeling-Case 2 (Gas-Lifted All Wells with 
Optimized Gas Lift Parameters)

Figure 2 shows the IPR/VLP curve for well BY-1. From the graph, the absolute open 
flow (AOF) can be observed. AOF is the maximum flow rate the well can achieve 
when the flowing bottom hole pressure is equal to zero. In this well, the AOF is 
2,274.71. Moreover, the operating point is present at the rate of 812.9 bbl/day of liquid.

The Gas Lift Design-Performance Curve Plot for BY-1 in Fig. 3 shows an 
increasing oil rate with respect to the gas lift injection rate curve trend. Initially, 
when zero gas injection rate is applied, the oil rate is zero showing no flow in the 
reservoir but when the gas injection rate increases, the oil gain increases. From the 
graph, the optimum gas lift injection rate is 0.485 and the oil rate is 218.26 bbl/day.

Fig. 2  IPR/VLP curve for BY-1
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From Table 1, the total oil production rate after the gas lift optimization is 
1,330.81 bbl/day shows that it is possible for the wells in Platform C to flow with 
the gas lift aid. Moreover, the oil production rate shown is the optimize rate from 
the gas lift design done in the PROSPER software with respect to the optimum 
injection gas rate and depth of injection point.

Figure 4 shows the Field Oil Production Rate which shows that the field pro-
duction can sustain up to 25 years based on the prediction period of the produc-
tion of the wells in Platform C. Although the graph shows decreasing trend curve, 
the rate of production is still high approximately 1,000 STB/day up to 25 years of 
production.

Fig. 3  Gas lift design-performance curve plot for BY-1

Table 1  Oil rate production from eight wells after gas lift injection

Well Injection rate (MMscf/d) Point of injection (MD-ft-THF) Oil rate (bbl/d)

BY-1 0.49 4,678 218.26

BY-3 0.34 6,750 115.43

BY-4 0.48 4,773 148.17

BY-5 0.47 6,061 192.18

BY-6 0.49 5,057 290.58

BY-7 0.44 5,242 147.63

BY-8 0.38 4,693 117.68

BY-9 0.34 4,199 100.88

Total 1,330.81
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Figure 5 shows the Field Oil Production Total of Platform C production rate up 
to 9,125 days (25 years). The graph shows a linear increasing trend proving that 
the well will have increasing production rates in the 25 years production time.

In the base case study, the production rates for all wells are 0 bbl/day means 
that the wells in the field require an aid to flow. The reason for the wells cannot 
flow is because there is no intersection point between the Inflow Performance and 
Vertical Lift Performance of the well. This is because of insufficient differential 
pressure between reservoir pressure and inflow flowing pressure. In other word, 
the well has no operating point and thus cannot flow. Therefore, to flow the wells 
and to optimize the production of the wells in Platform C, this project is proposed. 

Fig. 4  Field oil daily production rate

Fig. 5  Field oil total production rate



66 M.A.B.M. Yusof and N.B.A. Karim

Gas lift is chosen because one of the well in Platform C which is BY-10 has been 
identified as a natural gas reservoir and thus is very suitable to be the gas lift 
source for the project and on the other hand known as one of the efficient artificial 
lift method.

The production rate is analyzed from the IPR/VLP curves generated. From the 
IPR/VLP curve, the liquid rate and oil rate are known thus showing that there is 
an increase in the production for every well when gas lift is applied in the well to 
assist the production. Moreover, the production rate is basically known from the 
intersection point of the IPR and VLP curve, and in the other hand showing the 
relationship of the flow from the reservoir and the flow through the tubing up to 
the surface. Furthermore, the value of AOF is also known from the IPR/VLP curve 
which shows the maximum flow rate that can be obtained when the bottom hole 
flowing pressure is equal to zero. The production rate is the highest the well can 
achieve with the minimum rate of injection. Thus, the cost in gas lift injection can 
be reduced when the optimum volume of gas injection rate is known based on the 
gas lift design.

Furthermore, from the gas lift design, the new setting of the gas lift will be 
shown in the results pane. The information given in the results pane are the gas lift 
valve types with respect to its depth setting, transfer pressure, gas lift gas rate, port 
size, tubing head pressure, and casing pressure. This information is very useful in 
the gas lift design so that the proper well accessories can be installed, and thus, 
gas lift system can work properly in the well. Table 2 shows the example of com-
parison of the well’s existing valve and the proposed design for the well B-301 
that can be done from the gas lift design results.

The existing valve is based on the wellbore diagram of well B-301. Based on 
the table, it is observed that the new proposed design gives more information than 
the existing design. Moreover, the injection point which is the Orifice is chang-
ing from the depth of 3,808 ft in the existing valve to the deepest point 4,678 ft in 
the new proposed design. The changes are made in order to optimize the produc-
tion of the well based on the data input. The change of the gas lift injection point 
will require the gas lift change valve (GLVC) operation, where the type of valve is 

Table 2  Comparison on the existing valve and the proposed design for BY-1
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change. For example, a dummy is changed to the gas lift valve so that the gas lift 
injection operation can be done at the selected depth.

The reservoir static and dynamic model is created using suitable keywords for 
the gas-lifted wells. Then, the reservoir model is run and the time step is set to be 
9,125 days to observe the production of the well in 25 years. Based on the graph 
in the Fig. 1, it is shown that the wells in Platform C will be able to produce up to 
25 years. The result is very useful because it gives the insight of the reservoir abil-
ity to produce in a long time for the economic benefits in the future.

6  Conclusion

All wells in Platform C, B-1 field have been successfully remodeled using rele-
vant data in the PROSPER. For every well, matching is done and IPR/VLP curve 
is generated. Moreover, The wells significantly optimized by the addition of gas 
lift facility since the total flowing rate is increased up to 1,330.81 STB/day of oil. 
By designing the gas lift, the injection depth and injection gas rate are proposed 
to have the optimum oil production rates from the eight wells in Platform C, B-1 
field.
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Abstract An accurate estimation of the pressure drop in well tubing is essential 
for the solution of a number of important production engineering and reservoir 
analysis problems. Several empirical correlations and mechanistic models have 
been proposed in the literature to estimate the pressure drop in vertical wells that 
produce a mixture of oil, water, and gas. Although many correlations and mod-
els are available to calculate the pressure loss, these models were developed based 
on a certain set of assumptions and for particular range of data where it may not 
be applicable for use in different conditions. In this paper, group methods of data 
handling (GMDH) is used to build a model to predict the pressure drop in mul-
tiphase vertical wells. The developed GMDH model has shown the outstanding 
results, and it has outperformed all empirical correlations and mechanistic  models, 
which have been compared to. The analysis of the results also confirmed that  
the testing set achieves accurate estimation of the pressure drop. Trend analysis of 
the model showed that the model is correctly predicting the expected effects of the 
independent variables on pressure drop.
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1  Introduction

Multiphase flow in pipes is the process of concurrent flow of two phases or more. 
In oil or gas production wells, the multiphase flow usually consists of oil, gas 
and water. The estimation of the pressure drop in vertical wells is quite impor-
tant for cost-effective design of well completions, production optimization and 
surface facilities. However, due to the complexity nature of multiphase flow, sev-
eral approaches have been used to understand and analyze the multiphase flow 
behavior.

Oil and gas industry needs to have a general method for forecasting and evalu-
ating the multiphase flow in vertical pipes [1]. Multiphase flow correlations are 
used to determine the pressure drop in the pipes. Although many pressure drop 
correlations and models have been proposed in literature to estimate pressure 
drop in vertical wells, but the debate about their accuracy persists. Numerous 
 correlations and equations have been proposed for multiphase flow in vertical, 
inclined, and horizontal wells in the literature [2–9]. Early methods treated the 
multiphase flow problem as the flow of a homogeneous mixture of liquid and gas. 
This approach completely disregarded the well-known observation that the gas 
phase, due to its lower density, overtakes the liquid phase, which results in “slip-
page” between the phases. Another reason behind that is the complexity of mul-
tiphase flow in the vertical pipes. Many methods have been proposed to estimate 
the  pressure drop in the vertical wells that produce a mixture of oil and gas. The 
study conducted by [11] concluded that none of the traditional multiphase flow 
correlations works well across the full range of conditions encountered in oil and 
gas fields. Besides, most of the vertical pressure drop calculation models were 
developed for average oil field fluids, and this is the reason for special conditions, 
such as emulsions, non-Newtonian flow behavior, excessive scale, or wax depo-
sition on the tubing wall, can pose severe problems. Accordingly, predictions in 
such cases could be doubtful, [12].

The early approaches used the empirical correlation methods such as [2–4]. 
Then, the trend shifted into mechanistic modeling methods, which adopt the 
hydrodynamics principles such as [9, 10]. Lately, the researchers have introduced 
the use of artificial intelligence to the oil and gas industry by using artificial neural 
networks such as [13–16].

2  Group Method of Data Handling (GMDH)

In 1966, the Russian cyberneticist, Prof. Alexey G. Ivakhnenko in the Institute 
of Cybernetics in Kiev (Ukraine) introduced a technique for constructing an 
extremely high-order regression-type polynomial, [17]. The algorithm, the 
group methods of data handling (GMDH), builds a multinomial of degree in 
the hundreds, whereas standard multiple regression becomes bogged down in 
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computation and linear dependence. GMDH modeling can be an alternative 
to artificial neural networks approach since it helps overcome many of the arti-
ficial neural networks limitations due to its self-organizing nature. Based on the 
self-organizing GMDH, this technique uses well-proven optimization criteria for 
automatically determining the network size and connectivity, and element types 
and coefficients for the optimum model, thus reducing the modeling effort and 
the need for user intervention. The mechanism of model creation not only less-
ens the burden on the analyst but also safeguards the generated model from being 
influenced by human biases and misjudgments, [18]. The GMDH model automati-
cally selects influential input parameters, and the input–output relationship can be 
expressed in polynomial form. This enhances explanation capabilities and allows 
comparison of the resulting data-based machine learning models with existing first 
principles or empirical models [19, 20]. In this study, GMDH polynomial neural 
networks technique is used to construct a mathematical model that can estimate 
the pressure drop in vertical wells.

3  Model Development

3.1  Data Gathering and Processing

During the data gathering and collection, the quantity and quality of the collected 
data have been considered to ensure sufficient information has been fed into the 
model. When it comes to estimate the pressure drop in multiphase vertical wells, 
there are so many parameters known to be contributing to it. However, not all 
these parameters might be significantly contributed to the final output. Besides 
that, some of these parameters cannot be available during the data collection pro-
cess due to some technical problems. Although this insufficiency in the data can 
reduce the accuracy of the model, it also might not have significant effects as it 
will be discussed later.

A total number of 260 data sets had been used in this study. The input variables 
have been selected based on the most commonly used empirical correlations and 
mechanistic models used by the industry. These input variables are oil rate, water 
rate, gas rate, diameter of the pipe, length of the pipe “depth,” wellhead pressure, 
surface temperature, and oil gravity “API.” Data partitioning has also been carried 
out after randomization. The data were divided into three different sets: training 
sets, validation sets, and test sets. Although different partitioning ratios were tested 
(2:1:1, 3:1:1, and 4:1:1), the authors have chosen the 2:1:1 ratio because it is more 
popular and frequently used by researchers. According to the chosen partition 
ratios, 130 data sets have been reserved for training the model, while 65 data sets 
were utilized for validation purposes. The last 65 data set had been kept aside for 
testing the new model performance. Table 1 shows the statistical analysis of the 
used data.
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4  GMDH Model

The process of building the GMDH model started with selecting the input parame-
ters, which have been discussed earlier. Free software has been used for this purpose 
[21]. This source code was tested with MATLAB version 8.1 (R2013a). Although 
all of the input parameters had been used in generating the model, just a few are 
used in the final equation to estimate the pressure drop. The selection process has 
been done automatically based on the parameter’s contribution to the final output.

Out of the eight variables introduced to the software, five input variables had 
shown pronounced effect on the final pressure drop estimate, which were oil rate, 
length of the pipe “depth,” oil gravity, gas rate, and water rate. Those five input 
parameters were selected based on their mapping influence inside the data set on 
the pressure drop values.

This topology was achieved after a series of optimization processes by monitor-
ing the performance of the network until the best network structure was accom-
plished. Figure 1 shows the schematic diagram of the proposed GMDH topology. 
The final output layer “pressure drop” is being formed from five variables from the 
input layer. The first three variables combined in one variable in the hidden layer 
and then with the other two variables used to build the output layer.

4.1  Summary of the Model’s Equation

As described in the previous section, the model consists of two layers as follows:
Number of layers: 2
Layer #1
Number of neurons: 1

A = a0 + a1qw + a2L+ a3qo + a4qw · L+ a5qo · qw + a6qo · L+ a7(qw)
2
+ a8(L)

2

+ a9(qo)
2
+ a10qo · L · qw + a11L · (qw)

2
+ a12(L)

2
· qw + a13(qw)

2
· qo + a14qo · (L)

2

+ a15(qo)
2
· qw + a16(qo)

2
· L+ a17(qw)

3
+ a18(L)

3
+ a19(qo)

3

Table 1  Statistical analysis of the used data

Flow parameter Min Max Average STD

Bottomhole pressure, (psi) 1,019 3,124 2,234 476

Oil rate, (bbl/D) 45 19,618 5,068 4,838

Water rate, (bbl/D) 0 7,900 1,757 2,309

Gas rate, (Mscf/D) 0 13,562 2,563 3,047

Depth, (ft) 2,726 8,070 5,829 1,039

Tubing diameter, (in) 2 4 3.75 0.33

Surface temperature, (°F) 70 160 113 27

Wellhead pressure, (psi) 5 800 249 159

Oil gravity, (API) 12.4 37 31 5.8
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Layer #2
Number of neurons: 1

where

qo = oil rate, bbl/d, L = length of the pipe, ft, qw = water rate, bbl/d, and 
API = oil gravity, API

qg = gas rate, scf/d, ΔP = simulated pressure drop by GMDH model

a0 = −2301.448 a5 = −4.415E−005 a10 = 2.316E−009 a15 = 1.733E−009

a1 = −2.610 a6 = 9.869E−005 a11 = −7.008E−009 a16 = 5.425E−009

a2 = 1.845 a7 = 3.675E−005 a12 = −5.434E−008 a17 = 1.356E−010

a3 = −0.077 a8 = −3.163E−004 a13 = 1.946E−009 a18 = 2.098E−008

a4 = 7.796E−004 a9 = −2.645E−005 a14 = −1.542E−008 a19 = −1.839E−010

�P = b0 + b1A+ b2qg + b3API + b4qg · A+ b5API · A+ b6API · qg + b7(A)
2
+ b8

(

qg
)2

+ b9(API)
2
+ b10API · qg · A+ b11qg · (A)

2
+ b12

(

qg
)2

· A+ b13(A)
2
· API + b14API ·

(

qg
)2

+ b15(API)
2
· A+ b16(API)

2
· qg + b17(A)

3
+ b18

(

qg
)3

+ b19(API)
3

b0 = 3415.957 b5 = 1.667E−001 b5 = −2.260E−006 b15 = −1.250E−002

b1 = −0.606 b6 = −8.800E−003 b6 = −8.033E−008 b16 = 1.209E−003

b2 = −1.046 b7 = −2.304E−004 b7 = 1.264E−008 b17 = −8.185E−007

b3 = −357.669 b8 = 2.129E−004 b8 = 1.593E−004 b18 = 1.670E−009

b4 = 2.621E−004 b9 = 10.907 b9 = −7.628E−006 b19 = 6.518E−002

Fig. 1  Proposed GMDH topology
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5  Results and Discussion

A trend analysis was carried out to check whether the developed model is physically 
correct. Synthetic data sets were prepared where in each set only one parameter is 
changed, while other parameters are kept constant. Besides, statistical error analysis 
was used to check the accuracy of GMDH model and all investigated models. The 
statistical parameters used in this study are the average absolute percentage relative 
error (AAPE), the average percentage relative error (APE), the maximum absolute 
percentage error (MaxAE), the minimum absolute percentage error (MinAE), the 
root mean square error (RMSE), the coefficient of determination (R2), and the stand-
ard deviation of error (STD). Cross-plots were also used to compare the performance 
of all GMDH model’s data sets and all investigated models. A 45° straight line 
between the calculated pressure drop values and measured pressure drop values is 
plotted which represents a perfect correlation line. When the values go closer to the 
line, it indicates better agreement between the measured and the estimated values.

5.1  Trend Analysis

To test the developed model, the effects of gas rate, oil rate, water rate, and depth 
“pipe length” on pressure drop were determined and plotted on Fig. 2a–e. As 
expected, the developed model has achieved truthful trends that match the normal 
pressure trends. The pressure drop increases as the gas, water, and oil increases 
as justified by the general energy equation. The same goes to the increase in the 
pressure drop with depth. The increase in pressure drop when oil gravity increased 
is simply justified by the specific gravity equation, where specific gravity is 
 proportionally direct to pressure.

5.2  Comparison of GMDH Against Other Models

Summary of statistical comparisons between all GMDH model’s sets (training, vali-
dation, and testing) is presented in Table 2. However, Table 3 summarizes these sta-
tistical parameters of the proposed GMDH model and the other investigated models.

To demonstrate the success and superiority of the GMDH model against the 
other models, RMSE of each model has been plotted against the standard devia-
tion (STD) of errors, as presented in Fig. 3a. The best model will be located at 
the lower most left corner, which is indicated by the intersection of both lower 
values of RMSE and STD. Also, average absolute relative error (AAPE) of each 
model is plotted against the coefficient of determination (R2), as presented in 
Fig. 3b. However, this time the best model will be AAPE of each model is plotted 
against the coefficient of determination (R2), as presented in Fig. 3b. However, this 
time the best model will be located at the uppermost left corner, which is indicated 
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by the intersection of both low AAPE value with High R2. In both cases, GMDH 
model has always fallen in the best corner of the graph, as compared to other mod-
els. This also indicates better quality performance of GMDH model when com-
pared to other tested models.

Fig. 2  Effect of different parameters on pressure drop

Table 2  Statistical analysis 
results of the proposed 
GMDH model

Statistical parameter Training Validation Testing

AAPE 4.36 7.16 4.46

APE 0.13 1.45 –0.38

MaxAE 18.96 29.13 22.31491

MinAE 0.018 0.16 0.22

RMSE 5.63 9.62 5.86

R2 0.933 0.723 0.923

STD 3.56 6.43 3.80
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6  Conclusion

The following conclusions can be drawn from the current study:

1. GMDH approach has been utilized to develop, for the first time, a model for 
estimating the pressure drop in vertical wells successfully.

2. This developed model showed better results when compared against the com-
mon used models in the industry. Comparison of the statistical error proves the 
GMDH model superiority over the existing correlations and models.

3. The developed model achieved the lowest AAPE (4.46), the lowest RMSE 
(5.86), the highest coefficient of determination (0.92), and the lowest STD 
(3.80).

4. The trend analysis of the model showed that the model is correctly predicting 
the expected effects of the independent variables on the pressure drop.

Table 3  Statistical analysis results of GMDH model and other investigated models

Method AAPE APE MaxAPE MinAPE RMSE R2 STD

Aziz et al 18.16 15.31 60.51 0.169 25.71 0.2044 18.20

Hagedron and 
Brown

11.97 10.89 25.64 0.28 13.71 0.7888 6.68

Gray 11.70 10.06 25.13 0.06 13.76 0.7346 7.23

Orkiszewski 11.51 10.14 28.15 0.50 13.43 0.7758 6.92

Mukherjee and Brill 9.69 5.56 39.36 0.45 11.70 0.8061 6.56

Ansari et al 7.90 4.94 30.09 0.09 9.51 0.8614 5.30

Duns and Ros 7.64 5.52 24.27 0.05 9.47 0.8362 5.60

Beggs and Brill 6.58 3.21 24.95 0.31 8.12 0.8710 4.76

Ayoub 4.53 −0.32 18.22 0.06 6.15 0.9052 4.16

This study, (GMDH) 4.46 −0.38 22.32 0.22 5.86 0.9233 3.80

Fig. 3  Error analysis
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5. Five input parameters have been selected automatically based on their con-
tribution to the final output by this smart regression procedure with mini-
mal intervention by the authors. Tubing diameter is not one of them indeed. 
Meaning that the correlation is independent on the effect of tubing diameter. 
This is again a great sign of model robustness and in contrary to what has been 
believed since long time by multiphase scientists.

6. Fluid viscosity and density are well known for their interrelating functions, 
when viscosity is high, density is high, and fluid is harder to move. In this 
study, viscosity is not omitted, rather it is being considered implicitly.
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Universiti Teknologi PETRONAS for supporting this study.
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Abstract Liquid loading is a common problem in mature gas wells that may 
cease production if the problem is prolonged. Thus, it is required to check for the 
occurrence of the liquid loading problem. This paper aims to develop a work flow 
that predicts critical gas flow rate (minimum required gas flow rate) to prevent liq-
uid loading based on the published literature and to analyze effects of tempera-
ture, pressure, conduit size, producing depth, and inclination on the critical gas 
flow rate. Turner et al. model and Guo et al. model are selected to develop a work 
flow. Fluid characterization is performed using the necessary inputs of fluid prop-
erties based on that stated in this paper. This work presents a work flow with two 
functions, which are estimating critical gas flow rate and performing sensitivity 
study. It is found that prediction of critical gas flow rate by the Turner et al. model 
is lower than that of the Guo et al. model. Analyses from sensitivity studies show 
that critical gas flow rate will be increased if temperature is reduced; pressure is 
increased; conduit size is increased; producing depth is increased or inclination is 
reduced. For the set of inputs utilized, the critical gas velocity and flow rate calcu-
lated by the Turner et al. model (10.139 ft/s and 0.701 MMscf/d) is lower than that 
of the Guo et al. model (11.689 ft/s and 0.827 MMscf/d). The success of this pro-
ject will yield a better insight on liquid loading problem, and it is hoped that the 
developed work flow can be applied in the industry.
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Nomenclature

A  Tubing cross-sectional area (ft2)
ag, bg, cg, dg, eg., fg, mg, ng,  Parameters for Guo et al. model
D  Producing depth (ft)
Ek  Gas-specific kinetic energy (lbf-ft/ft3)
Ekm  Minimum kinetic energy required to transport liquid 

drops (lbf-ft/ft3)
NRe  Dimensionless Reynolds Number (−)
P  Pressure (lbf/ft2)
Pav  Average pressure (psia)
Phf  Wellhead pressure (psia)
Qc  Condensate make (bbl/d)
Qg  Gas production day (scf/d)
Qgm  Minimum required gas flow rate for liquid removal 

(MMscf/d)
Qo  Condensate make (bbl/d)
Qs  Solid make (ft3/d)
Qw  Water make (bbl/d)
Sg  Gas-specific gravity (−)
So  Condensate gravity (−)
Ss  Solid-specific gravity (−)
Sw  Water-specific gravity (−)
Tav  Average temperature (°R)
Twf  Surface temperature (°R)
Twh  Wellhead temperature (°R)
Vg  Gas velocity required to transport liquid drops (ft/s)
Z  Gas compressibility factor (−)
γc  Condensate gravity (−)
γg  Gas-specific gravity (−)
γs  Solid-specific gravity (−)
γw  Water-specific gravity (−)
ε  Tubing wall roughness (ft)
θ  Hole inclination (rad)
ρg  Gas density (lbm/ft3)
ρl  Liquid density (lbm/ft3)
σ  Interfacial tension (dynes/cm)

1  Introduction

Liquid loading is a common problem for mature gas wells. Depleting reser-
voir pressure reduces gas flow velocity, and the gas flow does not have sufficient 
energy to carry liquids up to the surface [1, 2]. As the pressure drops to a critical 



81Comparison of Critical Gas Flow Rate Equations …

point, liquids tend to accumulate at the bottomhole [3]. The accumulated liquid 
(liquid hold up) in the wellbore will increase with time and affects the gas relative 
permeability. This causes additional backpressure on the formation and reduces 
gas production rate [4, 5]. The increased backpressure may increase the risk of for-
mation damage [6, 7] and later may cease production and induces higher operating 
cost [8].

The ultimate objective of this paper is to present a work flow for predicting 
critical gas flow rate (based on the Turner et al. model and the Guo et al. model) 
and analyzing effects of temperature, pressure, conduit size, producing depth, and 
inclination on the critical gas flow rate.

An estimation of critical gas flow rate is important to enable the well to be con-
tinuously deliquified with its own energy without external aid [9]. A few models 
that predict critical gas flow rates were reviewed.

Turner et al. model [1, 10–13] was the first work in the area of predicting mini-
mum gas flow rate to prevent liquid loading. The authors compared calculated 
results with field data. They proved that the model can be used for wells with sur-
face pressure that is higher than 1,000 psi or as low as 5–800 psi. Coleman et al. 
extended Turner et al’s work in their model [14–16]. Their equation is the same as 
the previous model but without 1.2 adjustment. This creates doubt as limitation of 
the droplet model and conditions to apply the 1.2 adjustment are not clearly defined 
[9]. For Nosseir et al. model [9, 10, 13], the authors considered flow regimes in 
a well and concluded that flow regime can be determined from dimensionless 
Reynolds number, NRe. Leas and Nickens model is developed by modifying [10, 
17] Turner et al. model by assuming some values into the Turner et al. model. For 
Li et al. model, a new assumption is added [13, 18] where a liquid droplet tends 
to change shape due to the pressure difference and that a flattened droplet can be 
lifted easier up to the surface compared to a spherical droplet. Guo et al. model [10, 
12] is one of the recent works which is based on minimum kinetic energy criterion 
and four-phase mist-flow model in gas wells. The authors proposed that the min-
imum required gas flow rate can be calculated by comparing gas-specific kinetic 
energy, Ek with minimum kinetic energy required to transport liquid drops, Ekm.

2  Methodology

The Turner et al. model and the Guo et al. model are selected to develop the 
work flow for prediction of minimum required gas flow rate for liquid removal. 
Comparisons of the result are made. All the assumptions and limitations used in 
both models and other equations to reach final results are applied in the developed 
work flow. If both water and condensate are present in a system, denser of the two 
should be used to proceed with determinations of surface tension and liquid den-
sity. Figure 1 shows the flowchart on how to use the developed work flow.

Turner et al. developed (1) and (2) to calculate minimum gas flow rate required 
for liquid removal.
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Guo et al. developed the following equations to calculate minimum gas flow 
rate required for liquid removal:

(1)Vgm =

1.3σ 1/4
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Fig. 1  Flowchart of the developed work flow



83Comparison of Critical Gas Flow Rate Equations …

3  Result and Discussion

3.1  Development of Work Flow

The work flow is developed using Microsoft Excel based on the Turner et al. 
model and the Guo et al. model. The work flow is modified and updated from the 
work completed by Guo and Ghalambor [12]. The design and flow of the work 
flow is modified from ‘Sand Modelling SpreadSheet’ [19]. For both models, users 
can choose to proceed from the two functions equipped in the work flow, which 
are firstly, calculation of critical gas flow rate to prevent liquid loading problem 
and secondly, performing sensitivity study. Temperature, pressure, conduit size, 
producing depth, and inclination are the parameters chosen to be checked in sensi-
tivity studies.

3.2  Critical Gas Flow Rate to Prevent Liquid Loading

A set of inputs is used to demonstrate results of Turner et al. model and Guo et al. 
model. Inputs used are shown in Table 1. Results calculated for both models are 
shown in the respective model page of the spreadsheet. In addition, a comparison 
page is created so that results of both models can be viewed in a single page in the 

Table 1  Inputs of the Turner 
et al. model and the Guo 
et al. Model

Parameter Symbol Value Unit

Surface temperature Twf 520 °R

Surface pressure Pwf 500 psia

Wellhead temperature Twh 520 °R

Wellhead pressure Pwh 500 psia

Gas-specific gravity γg 0.6 –

Water-specific gravity γw 1.08 –

Condensate gravity γc 0.53764 –

Solid-specific gravity γs 2.65 –

Liquid density (Heavy) ρl 67.4 lbm/ft3

Interfacial tension σ 60 dynes/
cm

Conduit outer diameter dto 1.995 inch

Conduit inner diameter dti 0.000 inch

Tubing wall roughness ε 1.50 × 10−5 inch

Hole inclination θ 0 degree

Producing depth D 6,700 ft

Water make Qw 8.6 bbl/day

Solid make Qs 0 ft3/day

Condensate make Qc 0 bbl/day

Major liquid – 1.000 –
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spreadsheet. The calculated Vgm and Qgm are: 10.139 ft/s and 0.701 MMscf/d by 
the Turner et al. model; 11.689 ft/s and 0.827 MMscf/d by the Guo et al. model. 
The later gives calculated bottomhole pressure of 589.756 psia. Bottomhole pres-
sure calculation is not available for the Turner et al. model. Any flow rate for the 
well that is below the calculated Qgm may lead to liquid loading problem. It was 
found that the results of the Guo et al. model are slightly higher than that of the 
Turner et al. model. The differences may be caused by differences physics and 
assumptions used. The Turner et al. model was developed from the droplet model 
while the Guo et al. model was developed from the minimum kinetic energy the-
ory and the four-phase flow model. In the Turner et al. model, drag coefficient and 
Weber number may be the reasons that result in lower critical flow rate.

From the results, it is suggested that Guo et al. model should be used in predict-
ing Qgm. Guo et al. [10, 12] state that results of their model are more conservative 
than that of the Turner et al. model since comparison of results with field data is 
made. Hence, it is recommended that the Guo et al. model should be used to predict 
critical gas flow rate to prevent liquid loading problem in gas well. However, in the 
case when only minimum data are available, Turner et al. model that requires fewer 
inputs can be used to give a rough prediction of onset of liquid loading problem.

3.3  Sensitivity Study

Sensitivity studies on five parameters (temperature, pressure, conduit size, produc-
ing depth, and inclination) have been run to examine the effect of the parameters 
on critical gas flow rate to prevent liquid loading problem in gas wells. Note that 
sensitivity studies of producing depth and inclination can only be performed by 
using the Guo et al. model.

When value of one variable is altered, the other parameters are kept constant 
and the effect of the change of the variable on critical gas flow rate is analyzed. 
Thus, it is necessary to run base case (Table 1) before running the sensitivity stud-
ies. This is performed because inputs, such as specific gravity (of water, solid, and 
condensate), production rate (water, solid, and condensate), conduit wall rough-
ness, liquid density, and surface tension, which are kept constant throughout the 
sensitivity studies, are needed to be carried forward from the input table into sensi-
tivity study table.

In all sensitivity studies, input current flow rate is compared against the calcu-
lated minimum required gas flow rate for each parameter, in which current flow 
rate that is below the critical gas flow rate may lead to liquid accumulation in gas 
wells. A graph of current flow rate and critical gas flow rate is plotted in every sen-
sitivity study section. The intersection point is the cutoff point where liquid load-
ing problem may occur. Sets of inputs are used to run sensitivity study with the 
work flow developed.

For sensitivity study of temperature, the results of the Turner et al. model are 
varying from 0.724 MMscf/d to 0.387 MMscf/d while the results of the Guo et al. 
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model are ranging from 0.844 MMscf/d to 0.492 MMscf/d. Graph of sensitivity 
study of temperature is extracted to demonstrate the graph that will be obtained 
from the sensitivity study section in the work flow (Fig. 2). Blue line represents 
current flow rate; red line shows flow rate calculated by the Turner et al. model; 
and green line depicts flow rate calculated by the Guo et al. model.

From Fig. 2, the cutoff point is 880 °R for the Turner et al. model and 1,340 °R 
for the Guo et al. model. Both models give lower critical gas flow rates when tem-
perature is increased. The differences of results are due to the inputs of differences 
temperatures in the respective correlations.

For sensitivity study of pressure, the results of the Turner et al. model are var-
ying from 0.295 MMscf/d to 1.643 MMscf/d while the results of the Guo et al. 
model are varying from 0.387 MMscf/d to 1.595 MMscf/d. The cutoff point is 
260 psia for the Turner et al. model and 180 psia for the Guo et al. model. Both 
models give higher critical gas flow rates when pressure is increased. The differ-
ences of results calculated by the two models are due to the difference pressures 
used in the respective correlations.

For sensitivity study of conduit size, the results of the Turner et al. model are 
varying from 0.305 MMscf/d to 7.735 MMscf/d while the results of the Guo et al. 
model are changing from 0.364 MMscf/d to 8.990 MMscf/d. The cutoff point used 
is 1.7 in. for the Turner et al. model and 1.5 in. for the Guo et al. model. Both 
models give higher critical gas flow rates when conduit size is increased. The dif-
ferences of results calculated by the two models are due to the differences of uses 
of conduit sizes in the respective correlations.

For sensitivity study of producing depth, the calculated minimum required gas 
flow rates are ranging from 0.798 MMscf/d to 0.890 MMscf/d. Cutoff point is 
found to be 7,200 ft which shows that liquid loading problem may occur in the 

Fig. 2  Graph of sensitivity study of temperature
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well if producing depth is larger than 7,200 ft. Critical gas flow rate is higher when 
producing depth is increased.

For sensitivity study of inclination, the calculated minimum required gas flow 
rates are ranging from 0.827 MMscf/d to 0.769 MMscf/d. Cutoff point is found to 
be 56°, which shows that liquid loading problem may occur in the well if inclination 
angle is smaller than 56°. Critical gas flow rate reduces when inclination is increased.

4  Conclusions and Recommendations

A work flow that predicts critical gas flow rate to prevent liquid loading and to 
conduct sensitivity study by Turner et al. model and Guo et al. model was devel-
oped. All the assumptions applied in the models by the respective authors and in 
the other equations used are applied in this work flow. For the set of inputs uti-
lized, the critical gas velocity and flow rate calculated by the Turner et al. model 
(10.139 ft/s and 0.701 MMscf/d) is lower than that of the Guo et al. model 
(11.689 ft/s and 0.827 MMscf/d).

Through sensitivity studies, effects of parameters (temperature, pressure, con-
duit size, producing depth, and inclination) on the critical gas flow rate were 
obtained. Critical gas flow rate will be increased if temperature is reduced; pres-
sure is increased; conduit size is increased; producing depth is increased, or incli-
nation is reduced.

It is hoped that through this project, a better understanding of the prediction 
of liquid loading problem in gas wells can be yielded. The findings of this work 
provide insights on the effects of the five parameters studied on the critical gas 
flow rate and contribute to research development on predicting occurrence of liq-
uid loading problem in gas wells.

Recommended actions for future are to include gas well deliquification tech-
niques selectors and mathematical models of different techniques to check well 
performances after unloading by those techniques.
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Abstract The predictions of steamed and heated zone volumes are critical aspects 
of steam or hot water injection for enhanced oil recovery because they are used 
to calculate the expected oil recovery. There are a few models available to calcu-
late steamed and heated zone volumes, but most of these models assume that 
the volumes of the steam and heat penetrated zones are the same. This assump-
tion is incorrect in general. Furthermore, the available models are quite complex 
to use because of the difficulties in obtaining data for their required variables. In 
this study, new prediction models for calculating the steamed and heated zone vol-
umes using regression analysis methods based on group method of data handling 
(GMDH) parametric and nonparametric algorithms are presented. The models 
are based on published experimental data. The GMDH algorithms considered to 
develop the new predictive models are full polynomials (FP) and polynomial neural 
networks (PNN). The new proposed and the existing models were evaluated and 
compared using rigorous statistical tools. The results show that both the FP- and 
PNN-based GMDH models have a better prediction performance compared to the 
existing models. In addition, the results show that the FP-based predictive model 
provides a better match with experimental data for the volume of heated zone than 
does the PNN-based predictive model. On the other hand, the PNN-based predic-
tive model provides better match with the experimental data for the volume of 
steamed zone than the FP-based model. All these results suggest that the predictive 
methods based on the GMDH algorithms could be useful tools for determining the 
recoverable oil and analysis of thermal performance of a steam drive process.
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1  Introduction

Steam injection is one of the most significant enhanced oil recovery processes; 
its success depends on thorough analysis, design, and evaluation. Having the 
knowledge of the expected steamed zone is indispensable to determining the total 
volume of displaced oil during hot water and steam injection process. Several 
predictive models for calculating the volume of heat or steam zone are available. 
They include the following: Marx and Langenheim [1], Willman [2], Boberg 
and Lantz Method [3], Mandl and Volek Method [4], Farouq Ali [5], Neuman 
[6], Myhill and Stegemier [7], and Jones [8]. These models assume that when 
the steam has been injected in the reservoir, the steamed zone is the same as the 
heated zone volume or radius (i.e., they have same penetration through the reser-
voir). However, this assumption is generally not the case in reality.

Hosseini et al. [9] shows that the distance travelled by hot water saturation front 
is not the same as the distance travelled by the temperature front. They developed 
analytical model to obtain the heat zone radius from the radius of the hot water 
saturation zone. Baker [10] conducted an experimental study of heat flow in steam 
flooding with steam displacing water in a plane radial fluid flow model; he com-
pared his results from the experiments of hot water flooding with several theoreti-
cal results, which showed a rather poor agreement. In our previous work [11], we 
developed a predictive model for determine the volume of steamed zone (Vst) and 
the volume of heated zone (Vh) using Barker [10] experimental data by applying 
the alternating conditional expectation (ACE) algorithm technique. The ACE pre-
dictive model for determining Vst and Vh shows better matching than pervious pre-
dictive models when it was compared to the experimental data.

As we mentioned above, several models have been proposed to calculate the 
steamed and heated zone volume or radius, these models required parameters for 
each model which are measured directly, and some of them are calculated from 
analytical models; hence, using of such models can lead to complex calculation of 
estimate of the (Vst) and (Vh). In our previous developed model (Sami et al. [11]), 
the required parameters are as following:

•	 Heat in steam zone Hs: calculated from analytical models
•	 Heat in hot water zone Hw: calculated from analytical models
•	 Heat lost to overburden and substratum HL: calculated from analytical models
•	 Injected heat HI: identified directly
•	 Steam injection rate Qinj: identified directly
•	 Time t: identified directly

In this study, we will use the same required variables mentioned above to deter-
mine the Vst and the Vh.

Our work here is basically on using regression analysis algorithms to predict 
Vst and Vh during steam flood. Our study focuses on developing of highly accurate 
and efficient predictive model by using the GMDH parametric and nonparamet-
ric algorithms to predict the performances of steam flood enhanced oil recovery. 
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These prediction performances are extremely challenging to determine because of 
the complexity and accuracy of the available models.

2  Methodology

The group method of data handling (GMDH) algorithm, available in VariReg soft-
ware ver. 0.10.2, is used in this study. VariReg is a software tool for general-pur-
pose multidimensional regression modeling with the main emphasis on methods 
used in meta-modeling/surrogate modeling. This software tool provides means 
for creating full polynomial regression models and polynomial neural networks 
(PNN), for example, which were induced by GMDH [12].

The regression analysis algorithms based on GMDH modeling approach have 
been used for modeling and classification in a number of fields including water 
forecasting, medical diagnosis, create evaluation marketing, multivariate time 
series forecasting of energy consumption, vibration monitoring, soil and agricul-
ture, spectrum analysis, evaluation of speed coders, electrical load forecasting and 
petroleum, and gas industry [13]. Examples of application of GMDH modeling 
approach in petroleum include Osman and Abdel-Aal [13] who developed two 
models for predicting oil pressure–volume–temperature (PVT) properties and also 
Semenov et al. [14] who have developed prediction model obtained rock poros-
ity at deferent input GMDH parameter. Thus, motivated by application of GMDH 
modeling approach in petroleum industry, we proposed this approach to develop 
models to predict for Vst and Vh values.

The GMDH consist both parametric and nonparametric algorithms; in this 
paper, we applied the full polynomial regression models as parametric algorithm 
and PNN as nonparametric algorithms. More description of theoretical features of 
the two kinds of algorithms is discussed in reference [12].

3  Result and Discussion

Parametric and nonparametric algorithms are used to predict the Vst and Vh by 
using the experimental data published by Barker [10] for steam injection process. 
The full polynomials (FP) and PNN algorithms of GHMD which is implemented 
in VariReg software were used [12].

The multiple independent variables 
(

HI,HL,Hs,Hw,Qinj, t
)

 were prepared 
according to the procedure used by VariReg software manual. The data was 
recorded and inserted to the software. Following this, the testing data samples 
were divided with 25 % for the training data, the values of the complexity penali-
zation criteria AICC are selected for model evaluation, and second degree of poly-
nomial was adopted for all prediction models. Moreover, we selected 20 neurons 
as maximum number for each layer when implementing the PNN algorithms.
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On the training data set analysis of Vst and Vh, we found that there is a signifi-
cant positive correlation between predicted and experimental values, as shown in 
Figs. 1 and 2.

According to training data set analysis and after trying many selection options 
provided by VariReg software, the following new developed models are created to 
calculate heated and steamed zone volumes:

Equation developed using GMDH—FP for Vh calculation:

Equation developed using GMDH—PNN for Vh calculation:

(1)

Vh_FP = 511.819+ 5.098 t + 653.091 Hs

+ 131.425 Hw − 28.215 HL + 32.521 HI

− 717.418 Qinj

(2)

Vh_PNN = −9519.747+ 19.938 t − 0.2549 t
2

− (334.752+ 3.042 t) HI − 9.217 H
2
I

+ (91159.348+ 235.943 t + 915.283 HI) Qinj

− 145111.005 Q
2
inj

Fig. 1  GMDH—FP for Vh 
training: GMDH—PNN for 
Vh training

Fig. 2  GMDH—FP for Vst 
training: GMDH—PNN for 
Vst training
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Equation developed using GMDH—FP for Vst calculation:

Equation developed using GMDH—PNN for Vst calculation:

The new developed predictive models (1)–(4) are evaluated and compared to 
experimental data set. Figures 3 and 4 show the testing of the developed models, 
with satisfactory results.

(3)

Vst_FP = 120.271− 7.182 t + 426.878 Hs

+ 60.613 Hw + 90.463 HL

− 27.570 HI − 436.651 Qinj

(4)

Vst_PNN = −663.019+ 11.228 t + 0.083 t
2

− (307.668− 0.376 t) HL − 2.439 H
2
L

+ (4983.973+ 98.212 t + 813.989 HL) Qinj

− 6678.166 Q
2
inj

Fig. 3  GMDH—FP for Vh 
testing: GMDH—PNN for Vh 
testing

Fig. 4  GMDH—FP for Vst 
testing: GMDH—PNN for 
Vst testing
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Fig. 5  Comparison of 
correlation Vh prediction 
using GMDH—FP and 
PNN, ACE model, and Marx 
Langenheim model with 
experimental data

Fig. 6  Comparison of 
correlation Vst prediction 
using GMDH—FP and 
PNN, ACE model, and Marx 
Langenheim model with 
experimental data
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In this paper, the calculated values of Vst and Vh from the models developed 
using the GMDH algorithm, ACE algorithm, and available theoretical model are 
compared with experimental data. Figures 5 and 6 shows the compared results 
of the FP, PNN, ACE, and Marx and Langenheim prediction models. Prediction 
model performance of the FP and PNN shows better result than the Marx and 
Langenheim model compared to experimental data as observed in Figs. 5 and 6. 
Table 1 shows the comparison study parameters of the developed GMDH predic-
tion models and also shows the statistical analysis performance for the developed 
GMDH prediction models. From Table 1, it can be said that based on the statistical 
measures (MSE, RRMSE, R2), the FP prediction model for Vh is better than PNN 
prediction model. Besides, it can be said that PNN prediction model for Vst is bet-
ter than FP prediction model.

4  Conclusions

In this paper, the volumes of the steamed and heated zones during steam injec-
tion process prediction models are developed and compared. The model formu-
lations are developed according the GMDH algorithms, and a statistical error 
analysis is given to compare their prediction performances. The FP prediction 
model for Vh has the better match with experimental data than PNN predic-
tion model, and the PNN prediction model for Vst is better than FP Prediction 
model. The results of this research support the idea that steamed and heated zone 
volumes or penetrations are not same; however, the pervious available models 
assumed they are same. GMDH (FP, PNN) developed models will be useful 
tools for determine the recoverable oil, analysis of thermal performance of steam 
drive process, and as accurate prediction model to validate the numerical simula-
tion of steam injection process.

Acknowledgments The authors would like to thank Universiti Teknologi PETRONAS and 
the EOR Center Universiti Teknologi PETRONAS for their help and support.

Table 1  General results of model predicted from GMDH—FP and PNN

Prediction 
model for

Applied 
method

Total input 
variable(Xi)

Used input 
variable(Xi)

f(Xi) Test data

MSE RRMSE R2

Vh FP 6 6 t, Hs, Hw, 
HL, HI, Qinj

46,595 0.074 0.994

Vh PNN 6 3 t, HI, Qinj 87,699 0.101 0.989

Vst FP 6 6 t, Hs, Hw, 
HL, HI, Qinj

7,827 0.053 0.997

Vst PNN 6 3 t, HL, Qinj 6,653 0.049 0.997
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Abstract Silica scaling has been studied by many researchers in the last four 
 decades, in order to identify the roots of the silica scaling problem, understand the 
process of scale formation, and find the possible ways to inhibit the scaling from 
occurrence. Silicate scaling occurs inside the production tubing, progressive cav-
ity pumps and other surface equipment, causeing continual work-overs, which 
increases the cost and non-productive time to the operator. Silicate scale is a multi-
step process which involves silica dissolution, polymerization, and precipitation 
with other ions, and multiple factors including pH, temperature, and magnesium 
concentration affect the scaling tendency and the severity of the problem. This paper 
describes the results obtained from scanning electron microscopy (SEM), spectro-
photometer DR/2800, and X-ray diffraction (XRD) techniques that addresses the 
impact of brine salinity and temperature on silica dissolution. Based on the results, 
the silica dissolution increased slightly with the salinity increase; 6.2 mg/L of sil-
ica has been dissolved in 20,000 ppm brine, while 60,000 ppm brine has dissolved 
15.5 mg/L. Increase in temperature has a significant influence on silica dissolution. 
The 60,000 ppm brine solution dissolved 15.5 mg/L of silica at 25 °C, while the 
same solution dissolved 67.8 mg/L of silica when the temperature was elevated to 
80 °C. It was also observed that by adding 250 ppm of Mg2+ and Ca2+ each to the 
40,000 ppm brine solution, the silica dissolution increased from 8.3 to 19.1 mg/L.
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1  Introduction

Silica is a general term, which refers to silicon dioxide in all of its crystalline, 
amorphous, and hydrated or hydroxylated forms. It commonly implies that the sil-
icon content is given in terms of weight of silicon dioxide (SiO2) [1]. The common 
and simplest phase found in nature of silica is quartz, which is the main constitu-
ent of common sand [2, 3]. Many parts of the world including the western United 
States, Hawaii, Puerto Rico, Mexico, and the Middle East and Southeast Asia have 
reported silicate scaling issues as one of the most severe problems that occur due 
to silica/water interactions mainly during alkaline surfactant polymer (ASP) flood.

Quartz is the most thermodynamically stable phase of silica [4]. The potential 
for silica scaling exists when the concentration of the dissolved silica exceeds the 
solubility limit at given temperature and pH [1] that results in the precipitation and 
deposition of amorphous silica, which once formed is very difficult and costly to 
be removed [5]. The solubility of silica is dependent on many factors such as pH, 
temperature, particle size, particle hydration, and the presence of other ions such 
as iron and aluminum [4].

Divalent minerals such as magnesium lead to form magnesium silicate scale; 
magnesium can bridge the colloidal silicate particles and form an amorphous mag-
nesium silicate scale [6]. In the field applications, the silica scaling can be found 
inside the production tubes, which leads to down-hole pumps failure, operational 
problems as well as a defect in pipeline systems [7]. Moreover, silicate scale 
results in serious formation damage by reducing the porosity and the permeability 
of the formation [8]. Many studies indicated that the observed change in perme-
ability with temperature is associated with silica/water interactions [9–11].

Numerous excellent researchers were declared that silica scale formation is a 
highly complex process, which involves silica dissolution, polymerization, and 
precipitation with other multivalent ions [4, 5, 12–14]. The mechanism of silicate 
scale formation is very complex and poorly understood process that likely forms 
in the following stages [15]:

1. Silica dissolution: The alkaline creates high pH at the reservoir and around the 
wellbore; the high-pH water dissolves quartz in the formation which results in 
monomeric silica (Si (OH)3 O–Na+).

2. Silica polymerization: As high-pH water mixed with the neutral-pH connate 
water near the wellbore, the dissolved silica begins to polymerize and form col-
loidal silica as the pH is partially neutralized.

3. Silica scale formation: This stage occurs due to the presence of magnesium in 
the solution. The remaining magnesium after water softening would precipitate 
and interact with the neutral-pH water, which causes the magnesium silicate 
scale.

4. Coprecipitation of silicate scale by other minerals: Calcium carbonate scale can 
occur if the calcium is introduced to the high-pH water, and it provides nuclei 
for the development of silicate scale [4].
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2  Experimental Methodology

The amount of soluble silica dissolved from quartz was determined by using the 
silicomolybdate method with chemical reagent packets [14]. Series of static exper-
iments were conducted to investigate the effect of brine salinity, brine composi-
tion, and temperature on silica dissolution based on the above method by using 
spectrophotometer DR/2800, X-ray diffraction (XRD), and scanning electron 
microscopy (SEM/EDX).

Silica powder, crush (Berea sandstone) core, and slide core samples were used 
to conduct the experiments; 15 ml was used to saturate each gram of silica powder, 
and 5 ml was used for each gram of crush and slide core samples. After satura-
tion, the samples were kept for 3–5 days until equilibrium is achieved and then, 
the silica dissolution was measured using DR/2800. For the slide core samples, the 
samples were examined by SEM/EDX before and after saturation to confirm the 
silica dissolution into the brine solutions.

3  Results and Discussion

3.1  Basic Core Identification

The main components present in the core sample were measured by using XRD 
and scanning electron microscopy (SEM). The basic core mineralogy obtained 
by XRD is demonstrated in Fig. 1, which shows that quartz is the main domi-
nant component of the core sample. The results obtained from SEM for multiple 
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slide core samples confirmed the presence of the quartz as the highest component. 
Figures 2 and 3 show the X-ray spectrum for two samples. However, additional 
minerals such as aluminum oxide (Al2O3) and pyrite (FeS2) were present but with 
lower concentrations compared with the quartz. Tables 1 and 2 show the concen-
tration of each component as obtained from SEM/EDX where silica concentration 
corresponds to 96.31 and 96.33 % for samples 1 and 2, respectively.

Fig. 2  Sample 1: main core components obtained from SEX/EDX

Fig. 3  Sample 2: main core components obtained from SEX/EDX

Table 1  Sample 1: 
basic core component 
concentration obtained 
from SEM/EDX

Component Concentration % Component Concentration %

SiO2 96.31 CaO 0.43

Al2O3 1.50 K2O 0.65

FeS2 0.61 Fe2O3 0.49
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3.2  Brine Salinity and Temperature Test

Distilled water and three samples of synthetic soft brine with salinities ranged 
between 20,000 and 60,000 ppm were studied; the test was conducted at three 
different temperatures (25, 50, and 80 °C). To establish consistency of the 
results with literature ones, both silica powder and sandstone core samples were 
employed to measure the silica dissolution at different temperatures. Sodium chlo-
ride (NaCl) was used to prepare the brine solution without introducing any hard 
minerals at this stage.

Based on the findings, silica powder has high silica dissolution comparing with 
the sandstone core samples due to the absence of crystalline structure in the pow-
der, as it dissolves as an amorphous silica. At constant temperature and pH, the 
silica powder can define the solubility limit of amorphous silica which is above 
100 mg/L. However, at the same conditions, the crush and slide core samples have 
much lower silica dissolution due to the thermodynamic stability of quartz grains; 
the results are tabulated in Table 3 and illustrated graphically in Fig. 4. Crush core 
samples have a relatively higher dissolution than the slide core samples due to the 
size of the grain particles [16]. This indicates that the small silica particles are 
more soluble.

Silica dissolution increases with salinity increase, and this is due to the effect 
of degree of hydration factor. When the crystalline quartz grains contacted with 
the water, they contain this water inside the crystals, which is known as the water 
of hydration. When the silica starts to polymerize, the crystals can still contain the 
water and they can lose it stepwise. The amount of this water decreases with the 
increasing of salt contents such as Na+, Mg2+, and Ca2+, meaning that the high 
hydrated particles have low silica solubility which have the low salt contents as 
agreed by literature [16].

Reservoir temperature has an obvious effect on silica dissolution: as the tem-
perature elevates, the silica dissolution increases, and the cause is the massive 

Table 2  Sample 2: basic core component concentration obtained from SEM/EDX

Component Concentration % Component Concentration %

SiO2 96.33 KCl 0.83

Al2O3 1.44 K2O 1.40

Table 3  Silica dissolution obtained from salinity test at ambient temperature

Silica dissolution, mg/L

Brine salinity, ppm pH value Silica powder Crush core Slide core

0 7 121.6 4.5 3.7

20,000 7.8 135.2 6.2 4.2

40,000 8 140.7 8.3 6.1

60,000 8.3 159.6 15.5 6.4
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generation of silicate ions in addition to the monomer which is in equilibrium 
with the solid phase [16]. Crush core samples were used during this test, and the 
illustrated results in Fig. 5 show that the 60,000 ppm brine solution dissolved 
15.5 mg/L of silica at 25 °C, while the same solution dissolved 67.8 mg/L of silica 
when the temperature was elevated to 80 °C.

3.3  Brine Composition Test

The effect of hard minerals on silica dissolution was investigated during this test. 
By adding 50, 150, and 250 ppm of Mg2+ and Ca2+ ions each to the 40,000 ppm 
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synthetic brine solution, the silica dissolution increased from 6.6 mg/L to (10.5, 
12.4, and 19.1 mg/L), respectively, at 25 °C. At higher temperature of 80 °C, more 
silica has been dissolved as shown in Fig. 6.

Introducing Mg2+ and Ca2+ ions into the solution increases the potential for 
silica scaling by generating more ions of soluble silica. These hard minerals will 
lead to deplete the silicic acid, thus dissolving additional silica [13]. These results 
agreed with the literature which indicated that magnesium can bridge the colloidal 
silicate particles and form an amorphous magnesium silicate scale [17].

3.4  SEM/EDX Experiment

SEM/EDX was employed to further confirm and provide supporting evidence of 
the silica solubility measurements obtained from the crush core samples. Four 
slide core samples were placed under SEM/EDX before and after saturation. 
The samples were saturated into different brine salinities, based on the results 
obtained; dissolution of silica into the solution did occur due to silica/water inter-
action. Silica dissolution ratio (SDR) was calculated, and it is observed that this 
ratio is increasing with the increase in salinity. The results obtained from energy 
dispersive X-ray analysis (EDX) spectrum are shown in Table 4.
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Table 4  Effect of brine salinity on silica dissolution ratio

Sample ID Brine salinity, ppm Silica concentration 
before saturation, %

Silica concentration 
after saturation, %

SDR, %

A-F 1 0 96.29 95.80 0.51

A-F 2 20,000 95.39 92.32 3.22

A-F 3 40,000 97.96 93.03 4.75

A-F 4 60,000 96.31 89.26 7.32
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Figure 7a, b are typical SEM photographs that were obtained from the 
core sample that has been saturated with 60,000 ppm brine solution at 25 °C. 
Dissolution of silica into the solution did occur due to silica/water interaction; sil-
ica film around the quartz grains which appeared in Fig. 7a was removed, and the 
grains have a clean surface as appeared in Fig. 7b.

4  Conclusion

The results presented in this paper indicate that the water salinity, composition, 
and reservoir temperature have a significant effect on silica dissolution. Silica 
dissolution increased three times its original value when water salinity increased 
from 20,000 to 60,000 ppm. When 250 ppm of Mg2+ and Ca2+ ions has been pre-
sented into the 40,000 ppm brine solution, silica dissolution increased from 6.3 to 
19.3 mg/L. Additionally, elevation of temperature from 25 to 80 °C has increased 
the silica dissolution dramatically. Lastly, SEM/EDX results have confirmed that 
the silica dissolution is affected by brine salinity and composition with 7.32 % 
reduction in silica contents with 60,000 ppm brine.
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Abstract Water alternating gas (WAG) injection with its first successful field pilot 
application on the North Pembina field in Alberta, Canada, in 1957, is one of the 
most prominent EOR methods that substantially prolong the lives of the other-
wise depleted and uneconomical oil fields. This technique is well established, but 
the practical challenges are often of the occurrence of viscous fingering, gravity 
segregation, and gas channeling or override, and consequently lower oil recov-
ery rates. Previous researches have focused almost exclusively on modifying the 
salinity and the ionic composition of the injected water, also termed as smart 
waterflooding which proved to further enhance the oil recovery obtained from 
waterflooding. However, obscurity exists on whether the deployment of smart 
water during WAG-CO2 injection will be successful. This paper addresses the 
impacts of the implementation of a technique which combines smart waterflooding 
and WAG-CO2 injection on the oil/water relative permeability curves for a light oil 
reservoir. An analysis on the two-phase relative permeability functions is essential 
as to predict the effectiveness of the displacement process or the performance of 
smart water injection applied during WAG-CO2 injection. CMG STARS was used 
to simulate the effects of fine-tuning the salinity as well as varying the composi-
tion of Ca2+ and Mg2+ ions in brine on the oil recovery factor. The optimum brine 
salinity for maximum oil recovery was also determined. The slight shifting of the 
relative permeability curves to the right which can be observed proves the capa-
bility of the smart water to modify the rock wettability toward a more water-wet 
system. Yet the findings from the simulation study suggest that the use of smart 
waterflooding is not ideal or has low potential in increasing the oil recovery during 
WAG-CO2 injection.
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1  Introduction

WAG injection is a combination of the two conventional secondary recovery 
techniques, waterflooding, and gas injection. It is a conventional EOR process in 
which slugs of water and gas are injected alternately to sweep the residual oil not 
recovered by the primary and the secondary phases of production [6]. The CO2 gas 
works to reduce the viscosity of oil, cause oil swelling, and increase the relative 
permeability so the trapped oil is mobilized and can flow more easily through the 
rock. Due to the low gas density, the unfavorable high mobility ratio leads to poor 
sweep efficiencies. Thus, after a period of time, the injection switches to water to 
improve the macroscopic sweep efficiency and these alternate CO2 gas and water 
injection repeat until the oil production drops below a profitable level.

1.1  Problems Associated with the WAG Process

The ultimate recovery from WAG is relatively low with about incremental recov-
ery of 5–10 % [6]. Christensen et al. [6] presented a comprehensive literature of 
the WAG processes in about 59 fields and commented on several severe problems 
which caused the decrease in displacement efficiency when performing WAG-CO2 
injection. The major problems of WAG injection are the water and gas break-
through and decrease in injectivity [6, 7] due to challenges such as viscous insta-
bilities/fingering, gravity segregation, gas override, and gas channeling through 
high permeability streaks/thief zone.

1.2  Smart Waterflooding

For over 100 years, waterflooding has been widely implemented to accomplish the 
dual objectives of reservoir pressure maintenance as well as a water drive to dis-
place oil from the injector wells to the producer wells. In the 1990s, the idea of 
the influences of brine composition on the oil recovery as introduced in the papers 
published by Jadhunandan and Morrow [10] and Yildiz and Morrow [27] began 
to shift the industry’s focus to adjusting the ion composition and salinity of the 
injected fluid. This chemically altered water is termed as “smart water”. Since 
then, there have been numerous researches done to advance the concept of smart 
waterflooding and to demonstrate the tremendous potential of this technology.

There is an increasing evidence from the laboratory that reduction in the con-
centration of salinity leads to higher oil recovery factor than conventional water-
flooding in sandstone reservoirs [24] and in carbonate reservoirs [28]. Research 
done by Tang and Morrow [25] indicated an improvement in the oil recovery 
efficiency when the salinity of the injection brine was reduced from 15,000 to 
1,500 ppm. Apart from corefloods, several field single-well tests and field trials 
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demonstrated the potential of low-salinity waterflooding to improve oil recovery 
[15, 18, 23]. Webb et al. [26] reported a decrease in the residual oil saturation, 
Sor as the salinity of the injection brine is varied from 100 to 20 % and finally 
5 % of the salinity formation water. The low salinity effect is believed to signifi-
cantly impact the ultimate oil recovery as a result of different mechanisms act-
ing together. Although there is still no consistent mechanistic explanation of the 
low-salinity waterflooding phenomenon in sandstone reservoirs, the possible 
mechanisms which have been proposed up to now are migration of fines [20], pH 
increase [18], and the multi-ions exchange (MIE) between the clay mineral sur-
faces and the injected brine [14] triggered by the expansion of the electrical double 
layer [16].

1.3  Smart Water Applications in WAG

To the best of our knowledge, there are only two prior researches concerning the 
applications of smart water in WAG. Kulkarni and Rao [13] published their work 
on the impacts of brine composition on the tertiary oil recovery through an exper-
imental study using 5 % NaCl brine and 0.5815 % NaCl reservoir brine during 
WAG. They concluded that the WAG recoveries are highly dependent on the brine 
composition, and the explanation for the decrease in oil recovery at lower brine 
salinity is because of the rise in the solubility of the gas in the brine.

Jiang et al. [12] progressed the research on the impact of salinity of the injec-
tion brine by conducting experiments using two oil models, one of which is a 
mixture of 50 wt% n-decane and 50 wt% n-hexadecane, and the other is a crude 
oil from the Cottonwood Creek. According to [12], an increase in the salinity of 
the injection brine is accompanied by an increase in the tertiary recovery and oil 
recovery factor of both model oil and crude oil. Their reasoning was similar to that 
of [13] which is as the salinity of the brine increases, the solubility of CO2 gas in 
the brine decreases; thus, more CO2 gas are available for the miscible flooding fol-
lowed by an increase in the WAG recoveries.

1.4  Relative Permeability

The computation of relative permeability is necessary for understanding the crude–
brine–rock (CBR) interactions, reservoir performance prediction, finding out the 
factors contributing to low productivity, and reducing formation damage [9]. The 
relative permeability can be generally defined as the property of the porous media 
which can be estimated from the ratio of the effective permeability of a fluid at 
a given saturation to the permeability of the fluid at 100 % saturation [1, 2]. It 
corresponds to the ability of the porous media to transmit one fluid when one or 
more fluids are present [3]. The relative permeability curves are representative of 
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flow characteristics through the formation in the reservoir which is affected by the 
mechanism by which the reservoir is depleted [21].

Relative permeability is a reservoir dynamic property that is largely affected by 
several factors including the pore geometry, saturation history, and wettability. The 
changes in the shape of the relative permeability can be justified due to the uncer-
tainties in rock wettability, saturation history, pore geometry, and fluid distribution 
in the reservoir [3, 19]. From the curves of relative permeability, the wettability of 
the reservoir system, whether oil wet or water wet, can be determined. Most of the 
studies suggested that the oil recoveries from oil-wet reservoirs are generally less 
than from water-wet reservoirs.

2  Methodology

2.1  Synthetic Reservoir Model

The reservoir simulation model has a dimension of 11 × 11 × 6 with a total of 
726 grid blocks with the Norne oil field reservoir rock and fluid properties. The 
length, width, and height of the reservoir simulation model are 550, 550, and 
60 m, respectively. The data gathered were first input using the CMG Builder to be 
simulated or modeled by CMG STARS [4, 8, 17]. Due to the data availability con-
straints and processing time considerations, only a sector model of the formation 
with sufficient data was simulated. However, the static model is adequate to model 
the effects of smart water injection during WAG-CO2 on the relative permeability 
and oil recovery factor. A quarter five spot injection pattern between the injector 
and the producer wells was employed. The water and CO2 injector is located at the 
same position to enable alternate injection of high-salinity water or smart water 
and CO2 gas.

2.2  Workflow of Smart WAG-CO2 Modeling

The simulated reservoir was first depleted and waterflooded for 6 years before 
WAG is applied for 9 years. The secondary recovery using waterflooding stops at 
beginning of the year of 1997 because of the economical limit set using the per-
centage of water cut of higher than 80 %. The duration of the simulation run is for 
15 years from January 1, 1991, up to January 1, 2006. For optimized production, a 
WAG ratio of 1:1 is used.

The conventional brine was set to have water components of 35,000 ppm, 
whereas the smart water is of different salinities of about 1,000, 3,000, and 
7,000 ppm. This is because low salinity effects take place when the injected con-
centration is below 25 % of the salinity of the connate water with approximate val-
ues of 1,000–7,000 ppm for the lower and upper salinity threshold as suggested in 
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the literature [11]. The ion components dissolved in the water are Na+, K+, Ca2+, 
Mg2+, Cl−, HCO3

2−, and SO4
2−. The composition of the Na+ cations and the Cl− 

anions defines the salinities of the injection water. The total dissolved solids (TDS) 
in the water at different salinities are as summarized in Table 1.

Simulation runs were performed for 3 different injection scenarios comprising 
of conventional WAG-CO2 injection, proposed smart water assisted WAG-CO2 
injection, and smart WAG-CO2 injection as presented in Fig. 1.

For the base case study which is the conventional WAG-CO2, alternate injec-
tion of high-salinity water of 35,000 ppm and CO2 gas was used. Then, the second 
injection scenario which is smart assisted WAG-CO2 involving the alternate injec-
tion of high salinity and smart waterflooding with CO2 gas was simulated. There 
are 3 simulation runs which were conducted for this smart water assisted WAG-CO2 
injection whereby 3 different salinities of smart water including 1,000, 3,000, and 
7,000 ppm were deployed. The next injection scenario is the smart WAG-CO2 injec-
tion in which smart waterflooding follows every CO2 gas injection and also runs at 
3 different salinities similar to the smart assisted WAG-CO2 case studies.

The interactions between the crude oil and brine are sensitive to the ionic com-
positions. Tuning the composition of divalent ions, specifically Ca2+ and Mg2+ 
ions in brine during smart WAG-CO2 injection, plays an essential role in esca-
lating the oil recovery factor. There are 7 simulation runs conducted in order to 

Table 1  The total dissolved solids (TDS) in the brine at different salinities

Adapted from McGuire et al. [18]

TDS 35,000 ppm 
brine/mol/L

7,000 ppm brine/
mol/L

3,000 ppm brine/
mol/L

1,000 ppm 
brine/mol/L

Na+ 0.4703 0.1117 0.0408 0.01596

K+ 0.009873 0.0008440 0.0008696 0.0001279

Ca2+ 0.01003 0.005240 0.0008484 0.0001248

Mg2+ 0.05205 0.008640 0.004526 0.0001646

Cl− 0.5349 0.1085 0.04632 0.01551

HCO3
2− 0.002409 0.007523 0.0001967 0.001082

SO4
2− 0.02753 0.0002498 0.002394 0.00003123

Start Of WAG Cycle 1 2 3 4  5 6 7 8  

Primaryrecovery Conventional Water flooding

Water flooding

CO2 gas injection

Smart water flooding

ConventionalWAG-CO2

Smart WaterAssisted WAG-CO2

Smart WAG-CO2

Fig. 1  Simulation design of 3 different injection scenarios
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simulate the effects of the composition of these divalent cations on the oil recov-
ery during smart WAG-CO2 injection. The effects of the composition of Ca2+ and 
Mg2+ ions in brine on the oil recovery during WAG-CO2 injection are simulated 
by varying the mole fractions of these divalent ions contained in the brine ranging 
from 0 up to 300 ppm at 50 ppm intervals.

3  Results and Discussion

3.1  The Effects of Smart Water Injection  
on the Relative Permeability

The effects of the smart water injection during WAG-CO2 flooding are evi-
dent from the results of the relative permeability curves of k RO and k RW ver-
sus SW as presented in Fig. 2. The relative permeability curves are shifted to the 
right when smart WAG-CO2 injection with lower salinity from 35,000 ppm to 
7,000 ppm is applied on the sandstone reservoir with light oil. Unlike waterflood-
ing, the relative permeability to oil during smart WAG-CO2 injection decreases 
instead of increase in relative to the relative permeability to oil during the base 
case conventional WAG-CO2 injection when lower salinity brine is used. The 
lower relative permeability to oil implies that smart water injection during 
WAG-CO2 flooding delays the oil displacement process and results in lower incre-
mental oil recovery and higher residual oil saturation.

Fig. 2  Relative permeability curves of kRO and kRW versus SW
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At the same time, the relative permeability to water during smart WAG-CO2 
also decreases in relative to the relative permeability to water during base case 
conventional WAG-CO2 injection when lower salinity brine is utilized. This is 
evident by the fact that solubility of CO2 gas in brine increases with a decrease 
in the salinity of the brine [5] causing an increase in the viscosity of the water. 
Subsequently, the mobility of the water decreases and less percentage of water 
cut because of the reduction in the relative permeability to water during smart 
WAG-CO2 injection. However, the effects of the dissolved CO2 gas in water on 
the viscosity of the water are not very drastic [22] which clarifies the small reduc-
tion in the relative permeability to water as compared to the larger reduction in the 
relative permeability to oil during smart WAG-CO2 injection.

The gradual shifting of the intersection point between the relative permeabil-
ity to oil and to water curves to the right when lower salinity brine is used signi-
fies the change in the wettability toward a more water-wet system induced by the 
smart water injection. The influence of the smart water injection on the relative 
permeability is related to the few smart waterflooding mechanisms including the 
MIE mechanism and expansion of the electrical double layer [14, 16]. The forma-
tion of a layer of multivalent cations during smart water injection increases the 
electrostatic repulsion and thus eases the desorption of oil components from the 
negatively charged clay.

3.2  The Effects of the Composition of Ca2+  
and Mg2+ Ions in Brine

The results are represented as a plot of the cumulative oil produced versus Ca2+ 
and Mg2+ ions composition in brine as shown in Fig. 3. An increase in the com-
position of the Ca2+ and Mg2+ ions in the brine yields a higher oil recovery. The 
observed incremental recovery behavior as the concentration of Ca2+ and Mg2+ 

Fig. 3  A plot of cumulative oil produced versus Ca2+ and Mg2+
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ions in the brine increases from 0 up to 300 ppm is ascribed to the presence of 
more divalent ions available for the cations exchange reaction between the clay 
minerals and the injected brine which further reduces the ion binding between the 
crude oil and rock surface. These divalent ions act as potential determining ions 
that are reactive and have the capability of changing the rock surface charges and 
thus allow the release of the negative carboxylic oil component from the rock sur-
face. This eventually alters the rock wettability toward a more water-wet system 
and improves the ultimate oil recovery.

3.3  The Optimum Brine Salinity for Maximum Oil Recovery

In this simulation study, 7 different WAG-CO2 injection schemes with the same 
injection rate are simulated for a sandstone reservoir with light oil. As illustrated 
in the Fig. 4, the injection timeline of the oil reservoir is mainly divided into 2 
stages which are the secondary recovery via pre-waterflooding and the post-water-
flooding or EOR. The pre-waterflooding stops early 1997 due to percentage of 
water cut of 81.5768 % exceeding the economic constraint of 80 %. To obtain a 
clearer picture of the difference in oil recovery between the 7 injection scenarios, 
the cumulative oil recovery plot is magnified to the comparison plots from year 
2005 to 2006 as in shown in Fig. 5. The oil recoveries from waterflooding are the 
same for all the case studies which is 456,942 m3 or 2,874,029.81 bbl. The con-
ventional WAG-CO2 injection gives the highest oil recovery followed by smart 

Fig. 4  A plot of cumulative oil produced for 7 different injection scenarios
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assisted WAG-CO2 using 7,000, 3,000, and 1,000 ppm and then smart WAG-CO2 
using 7,000, 3,000, and 1,000 ppm.

Although there is a no very significant difference in oil recovery in the vari-
ous approaches, the correlation between salinity and oil recovery that can be 
observed is that as the salinity of the injected brines decreases, the oil recovery 
decreases. This means that the decrease in the salinity of the injection brine during 
WAG-CO2 injection has adverse effects on the oil recovery. This is obviously very 
different from the smart water injection during secondary waterfooding whereby a 
decrease in the salinity contributes to a higher oil recovery [14, 24].

The proposed reason for the lower oil recovery during smart WAG-CO2 injec-
tion is because of the decrease in solubility of CO2 gas in oil but increase in solu-
bility of CO2 gas in water when the salinity of the brine decreases. The CO2 gas 
solubility in water increases with pressure but decreases with a decrease in the 
temperature and salinity of water [5]. Thus, there is less amount of CO2 gas avail-
able for mixing with the hydrocarbons to form a zone of miscible CO2 and light 
hydrocarbons which works to reduce the viscosity of oil and cause oil swelling 
[12]. The increase in solubility of CO2 gas in the smart water consequently hin-
ders the oil displacement efficiency and reduces the ultimate oil recovery during 
WAG-CO2 injection.

However, as compared to the smart WAG-CO2 injection, the smart water assisted 
WAG-CO2 injection achieves a higher oil recovery. Based on the Table 2 and Fig. 5, 
it is also obvious that the smart water assisted WAG-CO2 has higher oil recovery 

Fig. 5  Comparison of the cumulative oil produced from 2005 to 2006
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than the smart WAG-CO2 but lower oil recovery than the conventional WAG-CO2 
injection. These occurrences may be due to the approach of alternate injection of 
conventional brines and smart water after each CO2 gas injection. The first conven-
tional brine injected after the first cycle of gas injection functions to increase the 
macroscopic efficiency through better gas–oil mobility control and stabilized dis-
placement of oil. On the other hand, the smart water injection which follows the 
second cycle of gas injection aims to increase the microscopic sweep efficiency via 
altering the wettability of the reservoir rocks toward more water wet. Therefore, 
this combined approach makes a perfect scheme in increasing the overall sweep 
efficiency, yielding a lower water cut as well as higher oil recovery factor than the 
smart WAG-CO2 injection. Besides that, the smart water assisted WAG-CO2 injec-
tion may reduce the required expenses for the desalination of the brines.

All in all, the conventional WAG-CO2 injection yields the highest oil recovery 
factor. Hence, the optimum brine salinity for maximum oil recovery in this simula-
tion study is 35,000 ppm. This suggests that the potential use of smart water injec-
tion is low during WAG-CO2.

4  Conclusions and Recommendations

From the simulation study conducted, the following conclusions and recommenda-
tions can be drawn:-

1. During WAG-CO2 injection, the smart water injection causes both the relative 
permeability to oil and relative permeability to water to decrease in relative to 
that of conventional brine injection. In another words, smart water injection 
during WAG-CO2 hinders the flow of oil through the porous medium resulting 

Table 2  Cumulative oil produced for 7 different injection scenarios

Case studies Injection scenarios Cumulative oil 
produced/m3

Cumulative oil 
produced/MMbbl

1 Base case: conventional 
WAG-CO2

556 554 3.5006

2 Smart assisted WAG-CO2 using 
7,000 PPM brine

551 745 3.4703

3 Smart assisted WAG-CO2 using 
3,000 PPM brine

551 662 3.4698

4 Smart assisted WAG-CO2 using 
1,000 PPM brine

551 483 3.4687

5 Smart WAG-CO2 using 
7,000 PPM brine

543 428 3.4180

6 Smart WAG-CO2 using 
3,000 PPM brine

542 895 3.4146

7 Smart WAG-CO2 using 
1,000 PPM brine

542 346 3.4112
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in a lower oil recovery factor and also percentage of water cut. A slight shifting 
of the intersection point between the relative permeability to oil and to water 
curves to the right suggests that the smart water injection during WAG-CO2 
flooding modified the rock wettability toward a more water-wet system.

2. An increase in the composition of Ca2+ and Mg2+ ions in brine yields a higher 
oil recovery factor via reducing the ion binding between the negative carbox-
ylic oil component and the rock surfaces.

3. A decrease in the brine salinity during WAG-CO2 injection has unfavorable 
effects on the oil recovery factor. Therefore, the optimum brine salinity for 
maximum oil recovery during WAG-CO2 injection in this simulation study is 
35,000 ppm. All these findings are significant as to evaluate the performance of 
smart water injection applied during WAG-CO2 injection which is mainly char-
acterized by the relative permeability.

4. It is recommended that further research be undertaken to examine the effects 
of smart water on the three-phase relative permeability models which is much 
more complicated. Further works might explore or concentrate on experimental 
or laboratory works to compare and prove the results obtained from the simula-
tion runs in this research. It is also imperative to determine the optimum WAG 
ratio to maximize oil recovery and optimize fluid injection.
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Abstract Free water and sedimentation of particles are considered as severe prob-
lems for cementing operation. The sedimentation of particles alters the density of 
designed cement slurry and reduces hydrostatic pressure that becomes the cause 
of gas migration. Different additives and polymers have been used for preven-
tion of free water and sedimentation. However, the mineralogy, chemical reac-
tion, and increasing temperature affect the properties of additives and polymers. 
At high temperature, polymers suffer high thermal thinning problem and loss of 
viscosity that become incapable of controlling free water. This study presents 
hydroxypropylmethylcellulose (HPMC) polymer that works as viscosifying agent 
at high temperature. The inclusion of HPMC polymer in cement slurry eliminates 
the free water separation and sedimentation of solid particles at high temperature. 
Laboratory experiments were performed to determine the viscosity of 2 wt% of 
HPMC solution at various temperatures 30–100 °C. Further API properties of 
HPMC-based cement slurries were determined in terms of rheology, free water, 
and fluid loss with other additives at 90 °C. It was observed that HPMC polymer 
was stable at high temperature. In cement slurry, HPMC polymer completely pre-
vents the free water separation and sedimentation of solid particles and decreases 
the fluid loss through cement slurry at high temperature.
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1  Introduction

Separation of water and settling of particles are cause of primary cementing job 
failure. The excessive free water separation and sedimentation of solid particles 
through cement slurry leads to non-uniform density of cement slurry. As the water 
is separated from cement slurry, the viscosity of slurry increases and the solid par-
ticles settle down at bottom [1]. The sedimentation of particles builds the bridge 
inside the cement slurry and creates two phases of different densities. In this con-
dition, high density at bottom creates fractures that become the cause of loss circu-
lation. The low density at top of slurry decreases hydrostatic pressure that creates 
permanent channels and become the cause of gas migration through permeable 
zone [2].

Previously, the extender such as bentonite was used to control free water and 
sedimentation of solid particles. Bentonite prevents the breakthrough of formation 
and loss of circulation and has better yield to cement by remarkable amount of 
water. But the effectiveness of extender decreases tremendously in the presence 
of strong electrolytes such as CaCl2 and NaCl [3]. Polysaccharides are extremely 
used as fluid loss control agent in oil well cement slurry. Allen states that the use 
of polysaccharides in cement slurry also controls the free water separation and 
shows more uniform density in cement slurry [4]. The polysaccharides such as 
hydroxyethylcellulose (HEC), hydroxypropylguar (HPG), and carboxymethylhy-
droxyethylcellulose (CMHEC) show limitation at high temperature. In oil well 
cementing operations, these polymers are unstable in cement slurry at high tem-
perature. The viscosity of these polymers sharply reduces with respect to temper-
ature, and polymers lose their desired properties in cement slurry [5]. Currently, 
polysaccharides were modified with some other chemicals to increase the stabil-
ity of polymers at high temperature [6]. The utilization of chemicals to enhance 
the performance of polymers increased the operational cost and also affects the 
properties of cement. Therefore, it was necessary to use such type of polymer that 
could work effectively as a free water control agent and enhance the viscosity with 
increasing temperature without addition of any chemical.

Hydroxypropylmethylcellulose (HPMC) is a long chain cellulose water-solu-
ble polymer that acts as thickener, film foamer, solid suspension agent and a sur-
factant. The rheology of HPMC polymer shows that it is stable at high temperature 
and will increase viscosity at gelation temperature. The application of HPMC in 
oil industry has been investigated as a permeability-reducing agent for profile 
modification and has long thermal stability through experimental analysis [7].

This paper presents the experimental study of HPMC polymer to control free 
water in the cement slurry. The objective of this study is to design HPMC-based 
cement slurry with other additives that control the free water, sedimentation, and 
fluid loss through cement slurry at high temperature. On the base of laboratory 
experiments, rheology of 2 wt% HPMC polymers in terms of viscosity was deter-
mined. Furthermore, the API properties of cement slurries in terms of rheology, 
free water, fluid loss, and settling of solid particles are determined by changing the 
concentration of HPMC solution at 90 °C temperature.
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2  Experimental Procedure

2.1  Preparation of HPMC Polymer Solution

HPMC polymer was in the form of white fine powder. Commercial HPMC pol-
ymer was used for experiments. The concentration 2 wt% of HPMC polymer 
solution was prepared with distilled water to determine the properties of HPMC 
solution at different temperatures.

2.2  Viscosity of HPMC Polymer

High-pressure high-temperature viscometer (OFITE 1,100 model) was used to 
determine the viscosity of HPMC solution at different temperatures. The viscosity 
was determined at different shear rates from 1 to 1,000 s−1. All viscosity measure-
ments were performed at various temperatures from 30 to 100 °C to analyze the 
effect of temperature on HPMC polymer.

2.3  Preparation of Cement Slurry

The density of 16.5 pounds per gallon (ppg) was used to evaluate the effect of 
HPMC polymer on cement slurry at high temperature. Various cement slur-
ries were prepared by changing the concentration of HPMC polymer from 0.20 
to 0.65 gallon per sack (gps). The mixing process of cement, water, solution of 
HPMC polymer, and other additives was performed using constant high-speed 
mixture at 4,000 and 12,000 rpm according to API RP10B-2 procedure [8].

2.4  Conditioning of Cement Slurry

The preheating of cement slurry is very important for performing the rheology, 
fluid loss, and free fluid test. The rheology and free fluid test were performed at 
elevated temperature. Therefore, it was necessary to preheat the slurry at 90 °C. 
In order to determine the properties at 90 °C, the designed cement slurries were 
heated at 90 °C for 20 min using atmospheric consistometer.

2.5  Rheology Measurement

The rheology of designed cement slurry was determined using Fann rotational 
viscometer at different dial reading according the API standard. The preheated 
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cement slurry poured in the slurry cup of rotational viscometer. The rheology of 
slurries was determined in terms of shear stress by giving shear rate in terms of 
rpm.

2.6  Fluid Loss Testing

The API fluid loss of slurries was determined by using HPHT filter press. 
According to API standard, the cement slurry was conditioned at 90 °C for 20 min 
using atmospheric consistometer. The preheated cement slurry was poured into the 
slurry cup of filter press. The fluid loss of slurries was determined for the time 
duration of 30 min according to API criteria.

2.7  Free Water and Slurry Sedimentation Test

The separation of fluid through cement slurry was determined by free water test 
using 250-ml graduated cylinder. The preheated cement slurry was poured into 
the cylinder for two hours. According to API standard, the graduated cylinder was 
placed at an inclination of 45° to observe the effect in deviated condition. The 
settling of solid particles was analyzed based on visual observations made after 
examining the slurry in viscometer cup and the graduated cylinder after the free 
water test.

3  Results and Discussion

3.1  Rheology of HPMC Polymer

The viscosity of 2 wt% HPMC solution was determined at various temperatures 
from 30 to 100 °C to examine the effect of temperature on viscosity. HPMC solu-
tion shows maximum viscosity at low shear rate 1 s−1 and minimum viscosity at 
high shear rate 1,000 s−1. The viscosity of 2 wt% HPMC solution is shown in 
Fig. 1. HPMC polymer shows high viscosity at 30 °C. One the other hand, the vis-
cosity of HPMC solution was decreasing with increasing temperature. Like other 
polymer, the HPMC polymer has thermal thinning behavior by increasing temper-
ature. The thermal thinning at elevated temperature was imposed by thermal fluc-
tuation on the body of ether molecules [9].

On the other hand, it was observed that when the temperature was increased 
from 80 to 90 °C, the viscosity of solution increased. First, at 80 °C, HPMC 
showed minimum viscosity 17 cP at 1 s−1 and 793 cP at 1,000 s−1. After this, 
above 80 °C, it was observed that viscosity of solution increased at 90 °C.  
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The viscosity of HPMC polymer was 37 cP at 1 s−1 and 1,160 cP at 1,000 s−1. 
This was the property of HPMC polymer that above gelation temperature it will 
start to increase gel strength and viscosity. Increasing viscosity at 90 °C proves 
that HPMC polymer act as a viscosifying agent. The amplified viscosity at gela-
tion temperature is a unique property of HPMC polymer and has not been 
observed in other cellulose-type polymers [10]. Further, it was also observed that 
at 100 °C the viscosity of both HPMC solutions was greater than the viscosity at 
90 °C. The stability of HPMC polymer at high temperature made it possible to use 
in cement slurry for prevention of free water.

3.2  Formulation of HPMC-Based Cement Slurry

The formulation of HPMC-based cement slurries is given in Table 1. The free 
water, rheology, sedimentation, and fluid loss of different cement slurries were 
determined by changing the concentration of polymer and other additives.

3.3  Characteristics of HPMC-Based Cement Slurry

The API properties of HPMC-based cement slurries were determined at 90 °C. 
The density of all designed cement slurries was 16.5 ppg. The rheology, free 
water, visual sedimentation, and fluid loss of cement slurries at 90 °C are given 
below in Table 2.

It was clear that slurry 1 (without HPMC) showed high free water, fluid loss, 
and heavy sedimentation of particles. The solid particles settled down in the bot-
tom of graduated cylinder. The remaining cement slurries 2–11 that contain 

Fig. 1  Shear rate versus 
viscosity of HPMC solution 
at different temperatures
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HPMC polymer shows low free water separation and very low settling of solid 
particles. Slurry 2 contains high-concentration 0.65 gps of HPMC showed zero 
free water separation within 2 h, and the fluid loss of this slurry was 196 ml in 
30 min observed in slurry 2. It was also observed that as the concentration was 
decreasing from 0.65 to 0.20 in slurries 3–5, the free water and fluid loss was 
increasing. The sedimentation was analyzed by visual observation of cement 
slurry during free water test.

The high concentration of HPMC solution completely prevents the sedimenta-
tion of particles. HPMC polymer was viscosifying agent, and it increases the vis-
cosity of slurry. HPMC-based cement slurries produce high viscosity and have 
better suspending properties. HPMC polymer has the property to act as particle 
suspension agent. In cement slurry, HPMC increases the cohesive force between 
particles that restrict the sedimentation of cement particles and control the separa-
tion of free water.

Table 1  Formulation of cement slurries

Slurry Cement BWOC FP9-LS gps CD-33L gps FL-66L gps HPMC gps

1 100 0.02 – – –

2 100 0.02 – – 0.65

3 100 0.02 – – 0.50

4 100 0.02 – – 0.30

5 100 0.02 – – 0.20

6 100 0.02 0.03 0.40 0.30

7 100 0.02 0.04 0.30 0.50

8 100 0.02 0.05 0.40 0.30

9 100 – 0.05 0.40 –

10 100 0.02 0.05 0.40 0.40

11 100 0.02 0.05 0.40 0.50

Table 2  API properties of HPMC-based cement slurry

Slurry Viscometer reading (rpm) Free water 
ml

Fluid loss  
ml /30 min

Sedimentation 
comments600 300 200 100 6 3

1 190 110 74 52 25 15 21 740 Heavy

2 +300 270 210 140 95 58 00 196 None

3 +300 257 198 127 81 47 04 288 None

4 281 233 164 107 57 37 11 484 Medium

5 257 206 147 97 42 32 15 548 Heavy

6 245 225 196 132 98 65 01 27 None

7 272 213 187 143 110 272 00 39 None

8 142 93 64 39 19 10 00 24 None

9 113 86 47 31 12 06 03 39 None

10 157 107 73 51 26 18 00 22 None

11 169 118 81 63 38 25 00 15 None
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The high concentration of polymer was improving the properties of cement 
slurry in terms of fluid loss, free water, and sedimentation. On the other hand, high 
concentration of HPMC in cement slurry was increasing the rheology of cement 
slurry. The rheology of cement slurries is a very important property of oil well 
cementing operation during displacement of slurry. The high rheology of cement 
slurry requires high pump pressure at the time of displacement. High rheology of 
cement slurry will become the cause of fracture during displacement and loss of 
cement slurry. It was necessary to use dispersant in cement slurry that adjusts the 
rheology of cement slurry. Therefore, in order to maintain the rheology of cement 
slurries, 0.02–0.05 gps dispersant was used in slurry. On the basis of rheology of 
cement slurries, 0.30–0.50 gps HPMC was used for remaining cement slurries.

HPMC polymer had positive impact on cement slurry for controlling fluid loss. 
The increase in concentration of HPMC polymer decrease. It was also possible 
to decrease fluid loss further by increasing the concentration of HPMC polymer 
than 0.65 gps. But high concentration again becomes the cause of slurry viscosi-
fication and requires high pump pressure. Therefore, small quantity of fluid loss 
additive was used in cement slurry to maintain rheology and control fluid loss. The 
quantity 0.20–0.50 gps of fluid loss was used to obtain the fluid loss of less than 
50 ml. The addition of dispersant in cement slurry has no effect on the properties 
of HPMC for controlling free water. For optimized cement slurries, the fluid loss 
and dispersant additives were used in cement slurries.

The addition of dispersant reduces the rheology in terms of viscometer dial 
reading, and fluid loss additive improves the properties of HMPC polymer for 
controlling fluid loss. The aim of dispersant is to reduce the rheology. The high 
concentration of HPMC increased the viscosity and rheology. Therefore, it was 
necessary to observe the effect of high concentration of HPMC for rheology. The 
concentration 0.05 gps of dispersant, 0.50 gps of fluid loss additive and 0.30–0.50 
gps of HPMC solution was used to prepare cement slurry. The designed cement 
slurry improve the rheology, fluid loss control, free water seperation and sedimen-
tation of solid particles through cement slurry. The visual observation of optimized 
cement slurries were without sedimentation of solid particles.

4  Conclusions

•	 The solution of HPMC polymer shows enhanced viscosity at 90 and 100 °C. It 
proves that HPMC polymer can be used in cement slurry at high temperature for 
improving the properties of cement slurry.

•	 Increasing viscosity of HPMC polymer at high temperature controls the sedi-
mentation of particles as well as prevents the separation of free water at high 
temperature.

•	 HPMC polymer acknowledged as a multifunctional material that control the 
free water separation and improve the property of fluid loss additive at high 
temperature in cement slurry.
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•	 HPMC polymer eliminates the free water completely, thus diminishing the for-
mation of channels through cement column, and can minimize the fluid migra-
tion through permeable formation.
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Abstract The adsorption of newly synthesized surfactant on Berea core is 
reported here. The static adsorption surfactant named UTP surfactant was found 
0.91 mg/g. The adsorption of the surfactant followed a typical four-region 
adsorption isotherm. The critical micelle concentration of surfactant was found 
2,075 ppm, and the point of zero charge (PZC) of Berea sandstone determined by 
potentiometric mass titration method (PMT) was at pH 8. The comparison of the 
adsorption of surfactant with commercial alpha olefin sulfonate (AOS) surfactant 
was also studied and reported. The newly developed surfactant performed better 
than AOS. The adsorption behaviors of both surfactants are explained by consider-
ing the factors such as the difference in structure, chain length, purity, and critical 
micelle concentration (CMC).

Keywords Surfactants · Adsorption · EOR

M. Sagir (*) 
Department of Chemical Engineering, Universiti Teknologi PETRONAS,  
Tronoh, Malaysia
e-mail: sagir.utp@gmail.com

I.M. Tan 
Department of Fundamental and Applied Sciences, Universiti Teknologi PETRONAS, 
Tronoh, Malaysia

M. Mushtaq 
Department of Petroleum Engineering, EOR Center, Universiti Teknologi PETRONAS, 
Tronoh, Malaysia

S.H. Talebian 
Department of Petroleum Engineering, Universiti Teknologi PETRONAS,  
Tronoh, Malaysia



130 M. Sagir et al.

1  Introduction

Crude oil plays an important role in the world’s economy, as it is the major 
source of energy especially for transportation, heat, and domestic purposes. 
Global energy demand has continued to rise because of enormous urban and 
industrial developments in recent years. This ever-increasing demand for oil 
has directed many researchers to find ways to maximize the oil recovery from 
existing resources. It is generally believed that only 30 % of oil in place is 
recovered by conventional methods. After primary and secondary oil recovery 
process, enhanced oil recovery methods (EOR) aim to recover the remaining 
70 % of trapped oil in the reservoir. EOR processes are classified into gas, ther-
mal, microbial, and chemical flooding processes. Chemical flooding includes the 
addition of various chemical compounds to reduce interfacial tension between 
reservoir oil and the injected fluid or to improve sweep efficiency of the injected 
fluid [1, 2].

Surfactants are the unique molecules with a water soluble part (head) and an oil 
soluble part (tail). Surfactants are not only present in consumer products (such as 
shampoos, soaps, and detergents) but are also one of the most important classes of 
industrial chemicals. According to a market research study by Ceresana Research, 
the surfactant market revenue was over US$28 billion in 2011 and it will be more 
than US$41 billion in 2018 with an average growth rate of 4.5 %. Anionic sur-
factants, which are about 70–75 % of the total surfactants produced worldwide, 
with a world demand of 6.5 million tons in 2010, are also the main class of sur-
factants used for EOR applications [3].

From foam generation to IFT reduction, surfactants can play pivotal roles for 
enhancing the oil recovery. The CO2 philic surfactants are new type of surfactants 
employed for the generation of stable foam for CO2 mobility control application. 
Like the typical surfactants, these surfactants have two distinct parts, head and tail, 
but the tail of these surfactants has the affinity with CO2 gas in order to stabilize 
the foam [4, 5].

These surfactants act on a water–CO2 interface, and due to their unique chemi-
cal structure, they orient themselves at the interface in such a way to stabilize the 
CO2 foam. This remarkable capability of foam stability is used to control the CO2 
mobility problems as a result CO2 mobilizes the trapped oil [3–5].

Despite the advantages of surfactants, these are expensive chemical agents and 
tend to adsorb on surface of rocks in oil reservoirs hence reducing its concentra-
tion in injected fluid [6, 7]. Surfactant adsorption is a process in which there is 
transfer of surfactant molecules from the bulk solution phases to solid–liquid inter-
faces [7, 8]. Surfactant adsorption depends upon numerous factors, which include 
salinity, pH, ionic strength, temperature, type, and composition of surfactants and 
divalent ions [7–10].

In this study, we reported static adsorption of synthesized surfactant onto Berea 
sandstone core sample. The adsorption of the newly developed surfactant was 
compared with alpha olefin sulfonate (AOS), a commercial surfactant.
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2  Experimental

2.1  Materials

The surfactant was synthesized in UTP laboratory. The anionic surfactant AOS 
and Hyamine 1,622 were purchased from Fisher Scientific. Berea cores were pur-
chased from Cleveland Quarries.

2.2  Analytical Methods

Titration method was used for the determination of surfactant concentration using 
Titrando 888 autotitrator. Hyamine 1,622 was used as titrant. High-purity deion-
ized water was used after boiling for all solution preparations [9, 10].

2.3  CMC of Surfactant

Spinning drop surface tension method was employed to measure the CMC of 
 surfactant. The IFT (surface tension) of different concentrations of surfactant 
 solutions was determined by using the spinning drop tensiometer Data phys-
ics SV-20. Surfactant concentration against IFT was plotted, and CMC was 
identified.

2.4  Point of Zero Charge (PZC)

PZC of core sample was determined using potentiometric mass titration (PMT) 
method. In this method, a fixed amount of sodium solution (100 mL) was trans-
ferred into three flasks. Known amounts of 0.2, 0.4, and 0.6 g of crushed Berea 
were transferred to each flask, respectively. A blank solution without core sample 
was also prepared [11, 12].

After the solutions reach equilibrium, 0.1 M NaOH (5 mL) was added to all 
flasks. All these solutions were titrated against HCl. The PZC value was identified 
by recording the pH values after regular intervals of 30 s [6].

2.5  Adsorption Studies

The specific amount of surfactant, alkali, and salinity was added in surfactant 
solutions. Mixtures were agitated for 24 h on a horizontal shaker at room 
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temperature. The mixtures were centrifuged for 30 min at 3,000 rpm. The 
supernatant was analyzed for surfactant concentration. The amount of surfactant 
adsorbed was judged by depletion method. The amount of surfactant adsorbed 
Qo (mg/g) on the crushed core samples is calculated by the following equation: 
[1, 2];

where 

Co is the initial surfactant concentration
Ce is surfactant concentration at equilibrium
V is volume of surfactant solution, and
M is the mass of core sample (g) [3].

3  Results and Discussion

3.1  Core Properties

The compositions of the core sample were determined by XRF analysis. Silica 
and alumina have the highest fractions 60.77 and 23.77 %, respectively. Therefore, 
their presence will influence the surface chemistry of the core.

3.2  CMC of Surfactant

The CMC of synthesized surfactant sample was measured by surface tension 
method by using Data physics spinning drop tensiometer instrument. The IFT 
decreases linearly with increasing surfactant concentration until a specific point 
beyond which the effect was prominent. The CMC for available anionic surfactant 
was found to be 2,075 ppm.

The CMC of commercial anionic surfactant (AOS) is reported previously at 
8 mM (~1,750 ppm).

3.3  Point of Zero Charge

The PZC results are shown in Fig. 1. It was found that the PZC value of crushed 
Berea sandstone core sample is pH 8.0 as shown in Fig. 1.

(1)Qo = (Co − Ce).

(

V

M

)
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3.4  Adsorption Isotherm

The adsorption isotherm of anionic surfactant onto Berea sandstone is shown in 
Fig. 2 The adsorption isotherm is the plot of surfactant concentration against the 
adsorption density (mg/g). A typical isotherm usually shows four regions. Region 
1 occurs at low surfactant concentrations in which the monomers are adsorbed onto 
the substrate. The adsorption values in this region increase by increasing the concen-
tration of the surfactant. Formation of surface aggregates produces second region of 
the isotherm where sharp increase in adsorption was observed. In third region, the 
increase in adsorption of surfactants was low as the surface of the solid particles was 
become electrically neutralized. As the surfactant concentration approaches CMC in 
region 4, therefore, no increment in adsorption was observed [4, 5].

Maximum adsorption of synthesized surfactant was found 0.91 mg/g. A typical 
adsorption isotherm for adsorption of synthesized surfactant is shown in Fig. 3.

Fig. 1  PZC plot by 
potentiometric mass titration 
analysis

Fig. 2  Adsorption isotherm 
of synthesized anionic 
surfactant
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3.5  A Comparative Study

The static adsorption of synthesized surfactant was compared to AOS, a commer-
cially available surfactant. The depletion method was used to measure the static 
adsorption of AOS. The maximum static adsorption of AOS was found 2.40 mg/g. 
The adsorption of synthesized anionic surfactant is low, i.e., 0.91 mg/g compared 
to (AOS) commercial anionic surfactant. Figure 3 compares the adsorption of AOS 
with synthesized anionic surfactant.

The decrease in adsorption density of synthesized anionic surfactant is attrib-
uted to the following reasons:

1. The CMC of surfactant shows a marked influence on the adsorption of sur-
factant: Higher the CMC value, lower will be the adsorption. Critical micelle 
concentration (CMC) of AOS is 1,750 ppm (~8 mM), whereas the CMC of 
synthesized anionic surfactant (UTP) is 2,075 ppm. The CMC of UTP is 
higher than AOS surfactant, and hence, solubility of UTP is higher than AOS 
surfactant.

2. The branches in the surfactant structure also affected the adsorption; linear 
structure was adsorbed more when compared to the branched structures. The 
synthesized anionic surfactant have branched structure where AOS is linear in 
structure. Due to denser packing ability of AOS chain as compared to synthe-
sized UTP surfactant, AOS have higher adsorption.

3. The presence of impurities may cause the higher adsorption value found in 
AOS compared to UTP surfactant. The UTP surfactant is synthesized in UTP 
EOR center using special purifying treatment, whereas AOS is commercially 
available and produced in bulk quantities.

Fig. 3  Adsorption isotherm 
of synthesized anionic 
surfactant and AOS on Berea 
sandstone
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4  Conclusions

The PZC of Berea sandstone was at pH 8. The static adsorption of surfactants fol-
lows a normal four-region adsorption isotherms trend. In region 1, the adsorption 
follows Henry’s Law. In region 2 and 3, a higher adsorption was occurred. There 
was no increase in adsorption density in region 4 as it was beyond the surfactants 
CMC values. The adsorption of synthesized surfactant and AOS was 0.91 and 
2.40 mg/g, respectively. AOS has comparatively higher adsorption because of its 
lower CMC, linear structure, and longer chain length. For surfactant applications 
in EOR, synthesized surfactant will perform better than AOS. The in-house devel-
oped novel CO2 philic surfactant possessing low adsorption properties has a great 
potential for EOR applications.
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Abstract There are many tests used for determination of crude oil–CO2 MMP, 
but there is no test that is taken as the standard for MMP measurement. However, 
there are two tests that are widely used which are vanishing interfacial tension 
(VIT) test and slim tube test. VIT test is fast but it is not accurate while slim tube 
test is exactly vice versa, it takes a lot of time for one MMP point; however, the 
result is much more accurate. This paper is going to discuss the accuracy of the 
MMP measurement for both tests at various scenario and observe the trends. 
Both tests are found to have very different principle in measuring MMP, and their 
results vary quite a bit. However, they are both very useful in proving the effec-
tiveness of additives in reducing MMP.

Keywords VIT test · S lim tube test · Dulang · MMP · CO2

1  Introduction

The injection of gas above the minimum miscibility pressure (MMP) is one of the 
ultimate goals in enhanced oil recovery. MMP [1] is defined as the lowest pressure 
when multi-contact miscibility can be achieved [2] at constant pressure and com-
position. The pressure of the CO2 being pumped into the reservoir must constantly 
above the MMP pressure in order to have multi-contact miscibility. Any pressure 
below that will only result in immiscible displacement and hence much lower oil 
recovery [3].
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Miscibility occurs via either a vaporising process, or a condensing process. 
Occasionally, both previously mentioned processes will be developed at the 
same time [2] when the pressure at or higher than MMP. In the crude oil, the 
intermediate molecular weight hydrocarbons moved to the borderline of the gas 
throughout the vaporising process; hence, the carbon dioxide and the crude oil 
will be miscible [4].

On the other hand, the gas injected is highly saturated with crude oil’s light 
component in the condensing process. The reservoir oil that comes in contact with 
the gas front is enhanced through the relocation of light component of the hydro-
carbon from gas phase to the oil [2]. The process of enrichment of the crude oil 
will continue until it is miscible with the enriched injected gas.

Apart from the 2 previously mentioned processes, miscibility will also develop 
in a mixture of process between vaporising and condensing processes. The condens-
ing process will be similar to the single condensing process where light-intermediate 
components that are in the injected gas will combine with the crude oil. Meanwhile, 
the middle intermediate components of the crude oil will vaporise into gas phase [2].

The simultaneous process of condensation and vaporisation causes the miscibil-
ity failed to develop which translates to low residual oil saturations.

Presently, many parts of the world are implementing miscible gas injec-
tion projects due to their capability to reach higher rate of recovery. Among the 
most standout industrial experience has been with United States for using CO2 
gas injection, while Canada has been very skilled with enriched hydrocarbon gas 
injection projects [3].

Oil displacements experiments are done using slim tube test. It involves the use 
of slim tubes with various length packed with either fine sand or glass beads. The 
fluids are injected into the cores at constant rate and at constant pressure during 
flooding. The produced fluid is collected at the outlet of the apparatus [5].

There is another experimental method called vanishing interfacial ten-
sion (VIT) test [6]. It has been gaining traction among the industry due to the 
immensely short time it requires and requires very low cost in estimating MMP. 
It measures the interfacial tension between the gas and oil at various set pressures 
and then calculates the MMP by extrapolation [7].

As mentioned before, the two laboratory methods for measurement of MMP 
are VIT test and slim tube test. Even though there are a lot of different types of 
slim tube apparatus offered in the market due to the accuracy of the test, majority 
of the MMP measured in the literature were measured with VIT test. This may be 
due to the short period of time it requires to obtain results. Slim tube test is just 
too troublesome and consumes a lot of time.

The aim of this paper was to differentiate the pros and cons between slim tube 
test and VIT test for measuring MMP. We have to understand the factors that 
might affect the result and keep it constant as possible to avoid any discrepancies. 
The oil used will be specifically for Dulang, and it will be a simple test compared 
to other studies which uses up to 12 different types of oil [2]. The goal of this 
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study was to publish the measured MMP for Dulang using slim tube test since this 
information is absent in the literature now while at the same time do a simple com-
parison with the MMP measured using VIT test.

2  Methodology

2.1  Material

2.1.1  Crude Oil: Dulang

Dulang crude has been selected due to the easy availability at the university. 
Besides that, it is waxy, hence we can see the difficulties that both methods might 
face when conducting the experiment.

2.1.2  Carbon Dioxide

Industrial grade carbon dioxide with 99.99 % purity is used in the experiment to 
eliminate other external factors that may affect the result of the experiment [8]. 
MMP is known to be affected by several factors such as reservoir temperature, oil 
composition and CO2 impurities [9].

2.1.3  Alcohol

Apart from comparing the measured MMP, both methods will also be tested the 
trends that it might have when oleophilic chemical is added into the CO2–crude 
oil mixture. Alcohol with 10 % concentration is added into the CO2–crude oil 
mixture. The reason alcohol is chosen among all the other oleophilic chemicals is 
because alcohol has been proven [10] to be able to lower the MMP of CO2–crude 
oil. If both methods show trend of decreasing MMP when alcohol is added, then 
both methods can be used for impact oleophilic chemicals have on the reduction of 
MMP.

2.2  Methodology

2.2.1  Slim Tube Test

Slim tube test has long been taken as the “industry standard” for measurement of 
MMP; however, there is no standard design or unified industry-set operating pro-
cedure nor any predetermined criteria for measuring MMP [2]. Slim tube test is a 



140 C.L. Voon and M. Awang

much more accurate way to measure CO2–crude oil MMP although its technique 
of measuring is different from IFT measurement.

2.2.2  Vanishing Interfacial Tension (VIT) Test

VIT test was first mooted in the early 1980s. The most important thing about the 
apparatus is its mounted upright flat glass tube that is capable to withstand high 
pressure and temperature while providing a sight gage for the researcher [2]. 
Near the sight gage, there is a syringe positioned at the top. The tip of the syringe 
extends into the middle of the glass tube. There is an allowance of 1–2 in. space 
kept between the ends of the syringe with the bottom of the glass tube. The inter-
facial tension (IFT) between CO2 and crude oil is measured using the equipment 
IFT-700, and the same is done with the addition of alcohol.

3  Results

The MMP measured between VIT test and slim tube test is expected to vary greatly 
due to the difference of principle behind both techniques. However, both methods are 
able to correctly predict the trends of the MMP when alcohol is added.

3.1  Slim Tube Test

The data in Tables 1 and 2 are those obtained using slim tube test.

Table 1  Pressure versus 
percentage recovered for 
crude oil–CO2 mixture

Pressure (psi) Percentage recovered (%)

2,200 5.3

2,500 28.9

3,100 63.2

3,800 94.7

4,200 97.4

4,500 97.4

Table 2  Pressure versus 
percentage recovered for 
crude oil–CO2–alcohol 
mixture

Pressure Percentage recovered (%)

2,700 47.4

2,900 65.8

3,100 81.6

3,600 94.7

3,900 94.7

4,200 100.0
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Based on the data from Tables 1 and 2, the MMP of both mixtures can be 
obtained by finding the intersection points between the 2 trend lines as shown in 
Figs. 1 and 2 in Appendix.

Then from those 2 graphs, we find that the MMP for crude oil–CO2 mixture is 
3,575.35 psi while the MMP for crude oil–CO2–alcohol is 3,197.16 psi. There is a 
MMP reduction of 378.19 psi when alcohol is introduced into the mixture.

3.2  Vanishing Interfacial Tension (VIT) Test

For the data obtained in VIT test, it is much different from the way it is collected 
for slim tube test. For VIT test, the IFT between the solvent or solvent plus co-sol-
vent with the solute is measured at various pressure and then from there, the MMP 
is obtained by extrapolating the trend line.

From the data in Table 3, the graphs of pressure versus IFT are plotted in 
Figs. 3 and 4. Based on the graphs in Figs. 3 and 4, the MMP we obtained for 
crude oil–CO2 is 3,117.51 psi. For the crude oil–CO2–alcohol mixture, the MMP 
is 3,003.90 psi. From both results, we can see that with the introduction of alcohol 
into the system, the MMP is reduced by 113.61 psi.

In summary, the results from both tests can be compared as shown in Table 4.
While all the results obtained from both tests vary to a certain degree, however, 

the two tests are very useful when observing trend. One very clear example is the 
one in this paper where both tests register the same trend which is the reduction 
in MMP when alcohol is introduced into the system. The two tests are suitable to 
be conducted together when testing other possible additives that might be able to 
reduce MMP just like what alcohol did.

Table 3  Interfacial tension of mixtures at different pressure

Pressure (psi) Crude oil (dynes/cm) Crude oil with ALFOL 1214 (dynes/cm)

800 14.47 11.89

1,200 11.68 8.88

1,600 8.98 6.85

2,000 6.64 4.70

2,400 4.77 3.73

Table 4  Comparison of slim tube test and VIT test results

Test Crude oil + CO2 (psi) Crude oil + CO2 + alcohol (psi) Reduction (psi)

Slim tube test 3,575.35 3,197.16 378.19

VIT test 3,117.51 3,003.90 113.61
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Fig. 1  MMP measurement using slim tube test for crude oil–CO2 mixture

4  Conclusion

1. The VIT test is a much faster way in measuring the MMP compared to slim 
tube test. VIT test requires a maximum of 1 day to determine one MMP while 
slim tube takes at least two weeks for one MMP measurement.

2. The cost of purchase of VIT test apparatus which is the Vinci Technologies 
IFT-700 is much cheaper than the slim tube test apparatus which is the Slim 
Tube-100 by Core Lab Laboratories.

3. VIT test is able to measure the MMP for asphaltene crude while doing so for 
slim tube test will cause the equipment to malfunction. This is due to the block-
age of filter at the inlet of the slim tube. VIT apparatus has no such problem.

4. Slim tube test and VIT test complement each other in tests that involve exam-
ining the effect of introducing additives into the mixture. The additive will be 
proven effective when both tests show result that there is a reduction of MMP 
with the introduction of additive.
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Fig. 2  MMP measurement using slim tube test for crude oil–CO2–alcohol mixture

Fig. 3  MMP determination using VIT test for crude oil–CO2 mixture
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Abstract Naphthenic acids occur naturally in crude oils and can under  certain 
conditions react with metal ions from produced water to form naphthenates. 
Precipitation of naphthenates can lead to serious problems in oil production facili-
ties. Prediction of naphthenate precipitation is an important step toward early 
detection and resolution of their associated problems. Developing a method that 
will accurately predict precipitation of naphthenates in surface facilities and 
separators is of great value to the industry. In this paper, the principle of metal 
naphthenate formation is discussed. Experiments were conducted to investigate 
the effects of synthetic brine on naphthenic crude oil. The results were used to 
establish the relationship between produced water and the amount of naphthen-
ate deposits. The experiments used a crude oil that has been classified as contain-
ing naphthenic acid and a laboratory-prepared synthetic brine. The pH of the brine 
was adjusted to suit the condition required for the experiment. Results show that 
increased water cut greatly influences the amount of precipitates. pH of subse-
quent mixtures increases as the volume of the brine is increased for each succes-
sive experiment. Precipitation of naphthenates occurs due to chemical reactions 
between the ions in both the brine and the naphthenic acid. It is established that 
as the produced water from reservoir increases, the amount of precipitates formed 
also increases since there are more ions made available for the chemical reaction. 
Maximum deposition of naphthenate precipitates occurred at 67 % water cut. The 
mass of precipitate measured at this water cut was 88 mg from 10 ml of crude oil 
and 136 mg from 20 ml of the same oil.

Keywords Precipitation · Naphthenates · Oil production facilities · Naphthenic  
acid · Produced water
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Nomenclature

Ca2+  Calcium ion
Na+  Sodium ion
Vo  Volume of crude oil
Vw  Volume of brine

1  Introduction

Naphthenic acid is a non-specific mixture of several cyclopentyl and cyclohexyl car-
boxylic acids with molecular weight ranging between 120 and 700 atomic mass units. 
The main fractions are carboxylic acids containing 9–20 carbon atoms. Presence of 
naphthenic acids in crude may cause corrosion and deposition problems in production 
facilities. When crude oil contains high content of naphthenic acids, it is said to have 
high total acid number (TAN). It can also be referred to as high acid crude oil (HAC). 
The oil industry has seen a trend toward producing more highly acidic oils since the 
early 1990s. This trend increases the potential for unexpected corrosion problems, but 
may extend the economic life of some existing production facilities.

The oil and gas industry has witnessed increased production of acidic crude 
oils containing naphthenic acids in large amounts. Studies [1, 3, 9] have shown 
that production of highly acidic crude oils will continue to increase. The corrosive 
nature of naphthenic acids is well known in the industry. However, the mechanism 
of its formation, characteristics, associated problems, and effective mitigation 
method require further investigation [9].

1.1  Naphthenic Acid Assessment in Crude Oil

Predicting crude oil corrosivity is critical, and it is a challenging aspect of produc-
tion operations. Generally, the naphthenic acid content in oils is assessed in terms 
of TAN which is the amount of potassium hydroxide (KOH) in milligram required 
to neutralize a gram of oil sample. Values of TAN in the range of 0.1–3.5 mg 
KOH/g are common, but particularly severe situations (approx. 10 mg KOH) have 
been reported [4].

The complexity of the situation is evident considering that organic acid com-
ponents in crude oils can vary considerably with their source [4]. Crude oils with 
TAN greater than 0.3–0.5 and refined crude oil fractions with a TAN higher than 
1.5 are generally considered to be potentially corrosive due to the presence of 
naphthenic acid. The difference in these two values is due to the concentration 
of naphthenic acid in some hydrocarbon fractions during refining. However, such 
simple rules do not always indicate which hydrocarbon fractions and at what loca-
tions in the process the concentration of the corrosive acids will occur.
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1.2  Formation of Naphthenates

Naphthenic acids, under certain conditions, react with metal ions contained in pro-
duced water to form metallic soaps. The metallic soaps formed are mainly calcium 
naphthenates and are insoluble in neither water nor oil. The soaps accumulate at 
the crude oil–water interface in separators due to their density [10]. Naphthenates 
cause a lot of problems as their deposits eventually clog the pipeline and cause 
delay and long shutdown periods. They also cause formation damage which leads 
to well productivity loss in petroleum reservoirs [11].

Rousseau et al. [7] presented a general review of naphthenate formation mecha-
nism. In addition, a more comprehensive mechanism of naphthenate precipita-
tion in the two end member naphthenate types (NaN and CaN) was described by 
Mohammed et al [6]. Later studies adopted the conceptual mechanism to study 
naphthenate precipitation in both model naphthenate systems and actual oil field 
production facilities. Due to the hydrophilic nature of the naphthenic acid group, 
naphthenates tend to congregate at the oil–water interface.

Due to pressure drop, carbon dioxide is lost from the solution during produc-
tion. This increases the pH of brine, thereby leading to the dissociation of naph-
thenic acids as given below.

However, naphthenic acid is only fairly soluble in water except for the lower 
molecular weight naphthenic acids. The dissociated surface active naphthenate 
(RCOO−) anion at the oil–brine interface reacts with either the calcium or the 
sodium ion in the brine to form either a soft (sodium) emulsion-type naphthenate 
or a hard (calcium) naphthenate at the oil–brine interface [11].

1.3  Case Studies

In many oil producing regions of the world, naphthenate deposition has resulted 
in blockage of surface equipment, increase in cationic content of crudes, extensive 
shutdown periods of offshore installations, and entrapment of oil in sludges [5]. 
Other severe problems during the separation of oil and water formation of very 
stable emulsions and/or insoluble deposits in separators or crude dehydration/
desalting vessels have also been reported [2].

1.4  Naphthenic Acid Detection in Crude Oil

Many recently discovered fields produce oil with a high acid content. 
Identification of most individual members of the complex mixtures of carbox-
ylic acids found in petroleum (naphthenic acids) has eluded chemists for over a 

(1)RCOOH → RCOO
−

+ H
+
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century; they remained unresolved by conventional gas chromatographic methods. 
Recently, two-dimensional comprehensive gas chromatography/mass spectrom-
etry was developed to identify numerous individual diamondoid acids in the naph-
thenic acids of oil sands process water. Results confirmed that oil sands process 
water and refined petroleum contain very different distributions of acids [8].

2  Methodology

Produced water contains salts which when dissociate will leave their metal ions to 
react with naphthenic acid. The method adopted in this work was to reproduce the 
phases of reservoir fluids where the amount of produced water is increased with 
time. Two experiments were conducted to investigate the effect of water cut on 
naphthenate precipitation. The first experiment carried out was the “base case” 
naphthenate experiment where the specific crude sample that contained a certain 
amount of naphthenic acid was mixed with brine.

A volume of oil (Vo) was mixed with a synthetic brine of volume (Vw). This 
synthetic brine contained about 20,000 ppm of sodium ion (Na+) and 15,000 ppm 
of calcium ion (Ca2+). The pH of synthetic brine was also adjusted to nine. For 
the base case experiment, Vw was considered to be equal to Vo. The mixture was 
mixed in a bottle and left for precipitation to take place. Final pH of the mixture 
and the mass of precipitate were measured at the end of the experiment.

The second experiment was similar to the base case experiment, but the volume 
of synthetic brine, Vw, was varied. Amounts of precipitate were measured along with 
the final pH of the resulting mixture. The order of the experiments is highlighted 
here. A crude sample that contains some percentage of naphthenic acid was prepared.

Synthetic brine that contains 20,000 ppm of Na+ and 15,000 ppm of Ca+ with a 
pH value of nine was also prepared. Both the crude oil and synthetic brine were mixed 
together in a small laboratory bottle. The solution was left for 1 day, and any changes 
to the mixture in the bottle were observed. The pH value of the mixture was taken, and 
the mass of any precipitates was measured. This experimental procedure was repeated 
seven times varying the volume of synthetic brine while keeping the volume of crude 
oil constant. The other sets of experiments carried out used double amount of constant 
crude oil volume (Vo) and also double amount of the brine used in the first experiment.

3  Results and Discussions

The volume of crude oil used in the first set of experiments is 10 ml, and it was 
kept constant throughout the entire experiments. The original pH of the crude 
oil was 2.11. No naphthenates were present in the original crude oil before the 
experiment. The volume of brine used was varied at 1.25 ml interval starting from 
zero (at no water cut). Water cut values were calculated and the change in pH was 
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measured. The mass of naphthenate precipitates was also measured and recorded. 
These results are shown in Table 1. The fixed volume of crude oil used in the sec-
ond experiment is 20 ml. The procedure for the first set of experiments was also 
followed in the second set. The volume of brine used was varied at twice the previ-
ous value. The results are presented in the following paragraphs (Table 2).

3.1  Naphthenates Precipitation at 10 ml Crude Oil

At 11.11 % water cut when 1.25 ml of brine was added to 10 ml base crude oil, 
the amount of naphthenate precipitated was 10 mg. In another step, the volume of 
brine in the mixture was increased to 2.5 ml at 20 % water cut. More naphthen-
ates were precipitated increasing the amount to 38 mg. When the water cut was 
made 33.33 % (5 ml of brine in the mixture), naphthenate accumulation amounted 
to 51 mg. The volume of brine was raised to 7.5 ml at 42.86 % water cut, and the 
amount of naphthenate precipitate increased to 62 mg. A condition where equal 
amounts of crude oil and water are produced was also simulated.

When the water cut increased to 50 %, 69 mg of naphthenate precipitated out 
of the mixture. Two more steps were taken by increasing the volume of brine in 

Table 1  Mass of naphthenate precipitated, water cut and pH for different brine concentrations 
with 10 ml crude oil

Volume of brine (ml) Water cut (%) pH of final mixture Mass of precipitate (mg)

0.00 0.00 2.11 0.00

1.25 11.11 2.32 10.00

2.50 20.00 3.11 38.00

5.00 33.33 3.35 51.00

7.50 42.86 3.50 62.00

10.00 50.00 3.81 69.88

20.00 66.67 4.21 88.00

50.00 83.33 4.98 71.00

Table 2  Mass of naphthenate precipitated, water cut and pH for different brine concentrations 
with 20 ml crude oil

Volume of brine (ml) Water cut (%) pH of final mixture Mass of precipitate (mg)

0.00 0.00 2.11 0.00

2.50 11.11 2.30 17.00

5.00 20.00 3.15 65.00

10.00 33.33 3.33 90.00

15.00 42.86 3.60 105.00

20.00 50.00 3.86 128.88

40.00 66.67 4.19 136.00

100.00 83.33 4.93 124.00
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the mixture to 20 ml (66.67 % water cut) and 50 ml (83.33 % water cut) succes-
sively. 88 mg of naphthenate and 71 mg of naphthenate precipitated, respectively. 
Figure 1 shows the plot of mass of precipitate against water cut.

Figure 2 shows the trend obtained for change in pH as water cut increased dur-
ing the experiments. An increase in pH was observed throughout the experimental 
process. This shows the neutralization reaction between the naphthenic acid con-
tained in the crude and the brine. Even at 83.33 %, the pH of the mixture was still 
4.89 confirming the mixture being acidic.

3.2  Naphthenate Precipitation at 20 ml Crude Oil

The volume of the base crude oil was made 20 ml. The same amount of water cut 
as observed in experiment 1 was tested. 17 mg of naphthenates was precipitated at 
11.11 % water cut. A significant increase in amount of precipitate was observed, 
and then, the water cut was increased to 20 %. 65 mg of naphthenates was meas-
ured. The amount of precipitates that was measured at 33.33 % water cut was 90 mg 

Fig. 1  Plot of mass of 
precipitate against water 
cut (10 ml crude oil in the 
mixture)

Fig. 2  Plot of pH versus 
water cut (10 ml of crude oil 
in the mixture)
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of naphthenates. For 42.86 % water cut, the precipitated amount was 105 mg. 
Further addition was made to bring the water cut to 50 %. The naphthenate precipi-
tate measured was 128 mg, while 66.67 % water cut was also achieved by adding 
40 ml of brine to the mixture. The amount of precipitated naphthenates was 136 mg.

Finally, the volume of brine (100 ml) was made five times the volume of the 
crude oil (20 ml) in the mixture. A reduction in the mass of naphthenate precip-
itate was observed. The measured precipitate was 124 mg. The plot of mass of 
naphthenate precipitate against water cut is shown in Fig. 3. Figure 4 shows the 
trend obtained by change in pH as brine was added to the mixture. This is similar 
to the trend obtained in experiment 1.

3.3  Additional Naphthenate Precipitation

Figures 1 and 2 show that naphthenate precipitation begins when brine is intro-
duced into the system. The amount of precipitates also increases as further addi-
tion is made to a water cut of approximately 67 % and then reduces. This trend 

Fig. 3  Plot of mass of 
precipitate against water 
cut (20 ml crude oil in the 
mixture)

Fig. 4  Plot of pH versus 
water cut (20 ml crude oil in 
the mixture)
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can be explained by taking the amount of naphthenic acid in the crude oil into 
consideration. When brine is mixed with crude oil, a chemical reaction occurs 
between the acidic contents of the crude oil and the brine. This leads to precipita-
tion of naphthenates. As more brine is added, the remaining acid in the crude oil 
reacts. After sufficient addition, the chemical reaction experiences retardation and 
the amount of naphthenate precipitate therefore reduces. It would be correct to say 
that if the addition continued, precipitation of naphthenates would eventually stop.

Analysis of the results presented for the first experiment shows that 10 mg of 
naphthenate precipitated when 1.25 ml of brine was added to the crude oil. An 
increase of 28 mg of naphthenate was observed when another 1.25 ml of brine 
was added to the mixture. After this, a drop in subsequent precipitate addition was 
recorded. When the volume of brine was increased to 5 ml, only 13 mg additional 
naphthenate precipitated. The reduction continued as more brine was added to the 
mixture. At approximately 67 % water cut, the amount of additional precipitate 
increased from 7 to 19 mg. This point was the peak of the reaction between the 
naphthenic acid and the brine. After that, the reduction in the additional precipitate 
continued and occurred at steeper rates.

The same scenario was experienced in experiment 2. The sudden increase in 
additional naphthenate precipitate occurred at 50 % water cut. Thereafter, there 
was an accelerated reduction in additional naphthenate precipitates. The pH of the 
mixture also increased with respect to addition of brine as shown in Figs. 2 and 4.

4  Conclusion

Experiments have been conducted to investigate the relationship between water cut 
and naphthenate precipitation. Amount of naphthenate precipitation and change in 
pH values with respect to water cut have also been observed. It has been shown 
that naphthenate precipitation increases with water cut. The maximum amount of 
naphthenates was measured at 67 % water cut. It has also been observed that even 
when the water cut approached 85 %, naphthenates can still precipitate in large 
amount. As the produced water from reservoir increases, the amount of precipi-
tates formed will also increase since there are more ions made available to react 
with the naphthenic acid particles. Earlier preparations should be made to handle 
crude oil with naphthenic acid content before high water cut is experienced.
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Abstract Flow assurance is a term generally used to describe the processes that 
may lead to fluid flow restriction in production, processing and transportation sys-
tems, and also the comprehensive management of the processes and operations to 
ensure effective and efficient production and delivery of oil and gas from the res-
ervoir to the refinery. Often, the flow assurance issues are largely associated with 
hydrates, organic waxes and asphaltenes deposition due to changes in fluid composi-
tion, pressure and temperature conditions. Organic wax starts to precipitate from oil 
when temperature falls below the cloud point. The focus of this research is to char-
acterize Malaysian crude oils from Dulang, Tapis, Miri, Dubai, and Arab fields to 
evaluate their tendency to precipitate wax and/or asphaltene. The oils were charac-
terized by conducting SARA analysis with high-performance liquid chromatography 
(HPLC), while carbon distribution of the oils was determined by gas chromatogra-
phy mass spectrometry (GC-MS). Differential scanning calorimetry (DSC) and den-
sity meter were used to measure the WAT of waxy oils and the colloidal instability 
index (CII) was calculated to evaluate asphaltene deposition potential. The effect of 
continuous carbon dioxide (CO2) injection on WAT was also investigated. Results 
show that crude oils with higher paraffinic content exhibit higher WAT and precipi-
tated wax. Continuous gas injection was found to lower the WAT, thus reducing the 
risk of wax precipitation. Tapis oil with highest CII (5.05) is the most susceptible 
to asphaltenes deposition, while Arab oil with CII of 1.21 has the least tendency to 
cause asphaltenes deposition problems.
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1  Introduction

Crude oil is composed of complex compounds containing hundreds to thousands 
of organic and inorganic components from simple low molecular weight n-alkanes 
to high molecular weight waxes and asphaltenes. Crude oil is colloidal in nature 
due to the content of high molecular weight substances.

The oil in reservoir exists in thermodynamic equilibrium, but during pro-
duction, composition, pressure, and temperature change, thereby altering the 
equilibrium leading to phase separation and hence precipitation of waxes and 
asphaltenes. Wax is a normal alkane group that has 16 or more carbon atoms that 
will change to crystalline solid substances at about 20 °C [1]. The wax in crude 
oil is a mixture of normal hydrocarbons with different carbon number distribu-
tions which can be identified by using gas chromatography (GC). Macrocrystalline 
wax (C18–C36) and microcrystalline wax (C30–C60) are two different types of wax 
that can be found in crude oil. Both of them are made up of aligned paraffinic 
and naphthenic molecules [1]. Macrocrystalline waxes are mainly composed 
of straight-chain paraffins (n-alkanes) with different chain length while micro-
crystalline waxes contain high amount of isoparaffins and naphthenes [2]. The 
straight-chain structure of macrocrystalline waxes causes it to be more sensitive to 
temperature changes. Wax deposition occurs in crude oil that generally has n-par-
affin as constituents; when the wellbore temperature falls below the cloud points. 
Wax crystallization forms and contributes to increase in pressure drop, reduction 
in productivity, and subsequently choking the production lines, causing emergency 
shutdown [3]. In subsea completion (where flow line temperature on the ocean 
floor ranges from 1.5 to 5 °C), each wax component becomes less soluble until the 
higher molecular weight components solidify [3].

The onset of crystallization is known as the wax appearance temperature 
(WAT) and as the temperature drop below WAT, the crude’s flow properties change 
from a simple Newtonian fluid to a two-phase dispersion non-Newtonian fluid. 
This results in gelation of crudes and loss in flow-ability [3]. In practice, the WAT 
can be determined experimentally by using several methods such as differential 
scanning calorimetry (DSC), cross-polar microscopy (CPM), light transmittance 
(LT), viscometry, cold finger (CF), filter plugging (FP), Fourier transform infrared 
spectroscopy (FTIR), and ASTM D2500-88 [4].

Saturate, Aromatic, Resin and Asphaltene (SARA) analysis is used to character-
ize the crude oil. This area of study was first introduced by Jewell et al. [5]. The 
basis for SARA fractionation was developed [5]. It is the method that categorizes 
crude oil components based on their polarity and polarizability. Saturates are a non-
polar hydrocarbon components such as paraffin, while aromatics are slightly more 
polarisable, but resins and asphaltenes have polar substituents. Precipitation of 
organic waxes and asphaltene flocculation has been identified as the main equipment 
fouling precursors. Though standard procedure ASTM D2007 for SARA fraction-
ation is readily available, the method is tedious, lengthy, laborious, expensive and 
requires more solvents [6]. A high-performance liquid chromatography (HPLC) 
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method is an efficient alternative to the ASTM D2007-73 since the separation pro-
cess is faster [7]. It is also automated as well as more reproducible.

In this work, a number of techniques were used to characterize crude oil sam-
ples from five main fields for analysis. The WAT was measured by DSC and den-
sity meter, while the Universal Oil Products (UOP) 46-64 method was used to 
measure the wax content. The HPLC and GCMS were used for SARA analysis 
and determination of carbon distribution, respectively.

2  Experimental Details

2.1  Samples

Five crude oil samples were used in this study, namely Dulang, Tapis, Miri, Dubai, 
and Arab. Dulang crude oil was reported to have severe problems of wax precipi-
tation and deposition during its production and transportation. The samples were 
preheated to 80 °C for 8 h in water bath to achieve homogenous mixture of the 
crudes as well as to eliminate the thermal history which can affect the results.

2.2  SARA Fractionation

ASTM D3279 was used to remove asphaltene from the crude oil samples. The de-
asphalted crude oil (maltenes) was reduced to saturates, aromatics, and resins using 
Agilent 1260 Infinity HPLC [8]. The HPLC unit was set up using volatile organic 
compounds (VOC) standards provided by Agilent for various conditions. The mixture 
comprises 100 μg mL−1 each of n-pentadecane, n-decane, n-octadecane, n-tridecane, 
toluene, 1-methylnaphthalene, 1,3-diisopropylbenzene, and phenanthrene dissolved 
in n-pentane. Two 9.4 × 250 mm Zorbax NH2 columns with 5-µm packing were used 
in series with a UV detector operating at a wavelength of 254 mm [9].

Dichloromethane (DCM), n-hexane, and iso-propanol (IPA) were used as solvents. 
The maltenes were filtered using a 0.2-μm PTFE syringe filter into 1.5-inch glass 
vial. During HPLC separation, saturates and aromatics were firstly eluted and dichlo-
romethane was used to extract the resins being retained in the column. The system 
was then cleaned for the next analysis by flushing with IPA and n-hexane for 15 min.

2.3  Differential Scanning Calorimetry

The DSC method has been used to measure WAT of crude oil due to its accuracy, 
simplicity, reliability, and fast response. The WAT of the crude oil samples was 
measured using Setaram µDSC7 Evo. It allows the experiment to be run from 
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subambient temperature of −45 °C up to 120 °C and under high pressure up to 
400 bars. The cell used in this method is standard Hastelloy. In this study, approxi-
mate 50 mg of samples were tested at atmospheric pressure. Each sample was first 
heated to 70 °C and held for 3 min before being cooled to −20 °C at a rate of 
2 °C/min. The WAT was determined as the onset of the exothermic peak during 
the cooling process corresponding to the liquid–solid transition.

2.4  Density Meter

Anton Paar density meter was used to determine the density of the sample. The 
equipment was set up for a temperature scan by cooling the samples from 50 to 
0 °C at atmospheric pressure. Temperature step of 2 °C was selected. The meas-
urements by Anton Paar density meter were carried out according to ASTM 
Standard D5002-99. The density meter gives fast, reliable, and accurate measure-
ment, and it requires small amount of sample.

2.5  Gas Chromatography Mass Spectrometry

A GC mass spectrometry (Agilent 5975C/7890A) was used to identify different 
carbon number in the crude oil samples. DB-5 silica capillary column was set up, 
and oven temperature was programmed from 120 °C (hold 3 min) to 270 °C (hold 
40 min) at 10 °C/min. Splitless injection was carried when the temperature reaches 
300 °C. Constant flow rate mode was set at 2 cm3/min, while mass spectrometry 
(MS) transfer line is set at 300 °C. The ion source was kept at 230 °C.

2.6  Wax Content

Wax content for each crude oil sample was measured by using UOP46-85 method. 
The collected wax was weighed to calculate the wax content in the crude oil samples.

3  Results and Discussion

3.1  SARA Fractionation

SARA fractionation was successfully quantified using ASTM D 3279-97 and 
modified ASTM D 6591-06 methods. The results of the analysis for all samples 
are summarized in Table 1. Colloidal instability index (CII) is one of the methods 
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used to analyze crude oil system with asphaltene deposition problems [13, 14]. It 
is the ratio of the total asphaltenes and saturates to the total of aromatics and res-
ins. CII below 0.7 is considered as stable, while CII higher than 0.9 is considered 
as unstable. The presence and abundance of asphaltenes and high carbon number 
paraffins typically, but not always, indicates the potential for asphaltene and/or 
paraffin deposition during oil recovery.

The relative abundance of aromatics and resins reduces the tendency of paraf-
fins and asphaltenes to drop out of solution during petroleum production. Hence, the 
entire petroleum composition must be taken into account and not only the presence 
of asphaltenes and paraffins, but also the relative abundance of aromatics and resins 
[10–12]. If there are no asphaltenes and high carbon number paraffins present in a 
crude oil, no asphaltene and/or paraffin deposition could be expected. Their pres-
ence, however, does not necessarily imply problematic organic deposition.

Table 1 shows the result of SARA analysis conducted on five Malaysian crude 
oil samples—Dulang, Arab, Tapis, Miri, and Dubai. Observation shows that all the 
oils are susceptible to asphaltene deposition problems since the colloidal instabil-
ity indices are greater than 0.9. The weight percentage of asphaltene in Arab crude 
oil is high, but the average value of CII is 1.21, while Tapis crude oil with the low-
est asphaltene content has a higher CII value (5.05). Therefore, Tapis, Dulang, and 
Dubai crude oils have higher tendency to precipitate asphaltenes, while Miri and 
Arab crude oils that are more stable would require adequate production manage-
ment measures to prevent deposition of asphaltenes in production facilities.

3.2  Wax Analysis

The WAT and wax content of crude oil samples have been measured using DSC 
and UOP-46 methods respectively. Figures 1, 2, 3 and 4 show the plots of heat 
flow against furnace temperature for Dulang, Tapis, Miri, and Dubai, respectively. 
It represents the cool down portion of the heat flow curve. The WAT is denoted by 
the section of the curve where the steep rise in heat flow begins.

The result for WAT is shown in Table 2. WAT measurement for each sample 
was repeated three times with different weight, and the result shows that the WAT 
is approximately constant. Therefore, the weight of sample does not affect the 
magnitude of WAT.

Table 1  SARA analysis  
of five crude oils

Component Dulang Arab Tapis Miri Dubai

(wt%)

Saturates 82.15 51.36 83.03 66.05 77.80

Aromatics 15.41 38.16 15.09 22.78 17.66

Resins 2.26 7.16 1.75 10.83 4.42

Asphaltene 0.18 3.33 0.13 0.34 0.12

CII 4.66 1.21 5.05 1.98 3.53
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The density against temperature plots obtained during cooling process for the 
crude oil samples are as shown in Figs. 5, 6, 7 and 8. The WAT was determined 
by drawing a straight line over density data. A slight change in the slope of the 
line indicates the WAT of the sample. As observed, the plot for Dulang, Tapis, 
and Miri crude oil samples shows a clear and significant change in the slope. 
However, for Dubai crude oil, there is no significant change in the slope for 
the whole density data. This is due to the low wax content in Dubai crude oil. 
Perhaps, density meter method is suitable only for crude oil samples with high 
wax content.

WAT= 37.2oC

Fig. 1  Heat flow versus furnace temperature for Dulang crude oil

WAT= 26.6oC

Fig. 2  Heat flow versus furnace temperature for Tapis crude oil
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WAT= 12.3oC

Fig. 3  Heat flow versus furnace temperature for Miri crude oil

WAT= 15.6oC

Fig. 4  Heat flow versus furnace temperature for Dubai crude oil

Table 2  WAT measurement by DSC and density meter

Sample Weight(mg) WAT (°C) by DSC WAT (°C) by density meter

Dulang #1 60 37.52 37

Dulang #2 79 36.97 –

Dulang #3 118 36.99 –

Tapis #1 52 26.36 25

Tapis #2 61 26.69 –

Tapis #3 130 26.86 –

Miri #1 65 12.34 12

Miri #2 75 12.30 –

Miri #3 101 12.44 –

Dubai #1 49 15.62 –

Dubai #2 81 15.41 –

Dubai #3 126 15.88 –
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Fig. 5  Density versus temperature for Dulang crude oil

Fig. 6  Density versus temperature for Tapis crude oil

Fig. 7  Density versus temperature for Miri crude oil
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3.3  Wax Content

Tables 3 and 4 show the wax content and the total area percentage (area %) for 
carbon numbers ranging from C20 to C40, respectively. Total area percentage 
(Figs. 9, 10, 11 and 12) is obtained from the GCMS. Considering the Dulang, 
Tapis, and Dubai crude oil samples, comparative analysis of results shows that 
there is a relationship between paraffinic components, WAT, and wax content. 
Dulang oils with highest content of paraffinic components exhibit higher WAT 
and wax content, while Dubai oils with lowest content of paraffinic components 
have lower WAT and wax content. The straight-chain structure of macrocrystalline 
waxes makes it more sensitive to temperature changes hence increasing the WAT. 
This relationship is important for the development of wax deposition prediction 
models. Dulang, Tapis, Miri, and Dubai were sorted by API gravity to compare 
wax content with increasing specific gravity. Intuitively, heavier oil should contain 
more wax than lighter oil strictly based on the definition of wax. However, the API 
gravity of the crude oils does not have sufficient effect on the wax content.

Fig. 8  Density versus temperature for Dubai crude oil sample

Table 3  Wax content Sample oAPI Wax content (wt%)

Dulang 37.60 28.5

Tapis 39.39 17.1

Miri 31.33 4.7

Dubai 30.95 6.2

Table 4  Total area percent 
(C20–C40)

Samples Dulang Tapis Dubai Arab

Total area percent (%) 24.599 24.291 8.514 8.017
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3.4  Effect of CO2 Injection on WAT

An experiment was also conducted to study the effect of CO2 injection on 
WAT. Dulang crude oil was run through continuous CO2 flooding at 98 °C and 
3,000 psia. The sample was later run through differential scanning to measure 
the WAT. The result shows that the WAT for Dulang crude oil after CO2 injection 
decreased to 32.4 from 37.2 °C. The reduction in WAT was discovered to have 
been the effect of supercritical carbon dioxide which must have dissolved the wax 
[15]. Supercritical carbon dioxide occurred when the carbon dioxide was held 
above its critical temperature and critical pressure which is 30 °C and 1,070 psia, 
respectively. Figure 13 shows the plot of heat flow against furnace temperature for 
Dulang crude oil after CO2 injection.

Fig. 9  Chromatogram for Dulang crude oil
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Fig. 10  Chromatogram for Tapis crude oil
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Fig. 11  Chromatogram for Dubai crude oil
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Fig. 12  Chromatogram for Arab crude oil
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4  Conclusions

SARA analysis has been used to characterize crude oil samples. The results of 
WAT obtained from both DSC and density meter are similar particularly for oils 
containing high wax content. Observation shows that the WAT is sensitive to 
the amount of wax in the oil. Therefore, crude oils with higher paraffin content 
will precipitate at a higher WAT than oils containing less paraffinic components. 
Continuous CO2 injection also affects wax precipitation by lowering the WAT 
as shown for Dulang oil. Analyses have also shown that crude oils with high CII 
exhibit the highest risk for asphaltene precipitation.
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Abstract Complex phase equilibrium prediction for hydrocarbon systems containing  
polar compounds such as water and alcohols is essential in oil and gas industry. 
Conventional thermodynamic model such as cubic equation of state (EoS) provides 
quick and often reliable phase equilibrium predictions in many inert compound sys-
tems. However, cubic EoS often cannot be satisfactorily extended to predict multi-
component systems that contain polar compound. In this work, the well-known cubic 
EoS and association EoS are applied to predict hydrocarbon/water systems. The asso-
ciation EoS, cubic plus association equation of state (CPA EoS), and statistical asso-
ciating fluid theory equation of state (SAFT EoS) are based on advanced molecular 
theory. Vapor–liquid equilibria (VLE) data for ethane/water system, n-hexane/water 
system, and n-decane/water system at various temperatures have been collected and 
modeled. Based on the results, association models are capable of predicting near crit-
ical points and yield very satisfactory predictions for aqueous systems. Among the 
selected EoS, CPA EoS yields much better predictions with average absolute relative 
error (AARE) 10.88 % for ethane/water system, 7.39 % for n-hexane/water system, 
and 10.41 % for n-decane/water water system.

Keywords Equation of state · Statistical associating fluid theory · Cubic plus 
association

1  Introduction

In oil and gas industry, phase behavior studies are important throughout field 
 production periods when the reservoir fluids are in reservoir, production line,  surface 
facilities, transportation line, and processing line. For decades, cubic EoS  such 
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as Soave–Redlich–Kwong equation of state (SRK EoS) [1] and Peng–Robinson 
equation of state (PR EoS) [2] are commonly applied for phase equilibrium calcula-
tions. Cubic EoS are  well developed for hydrocarbon mixtures, but they are inac-
curate for liquid densities unless a volume correction is used. In addition, cubic EoS 
has volume deficiencies which can reduce their efficiency to predict systems near 
critical points.

Water is always present in the reservoir as connate water. Water saturation will 
increase rapidly when water break through during water flooding process. With 
the presence of water (polar compound with hydrogen bonding) as the additional 
aqueous phase in the reservoir, cubic EoS no longer satisfactorily describes the 
phase behavior of the systems. Although one can argue that water is an inert phase 
under low temperatures and pressures, water mutual solubility with reservoir flu-
ids under high pressure and high temperature is crucial to phase equilibrium 
calculation.

Extensive studies and investigations have been carried out to develop mod-
els that can represent systems containing polar compounds. For example, two or 
more adjustable parameter mixing rules or complex density-dependent mixing 
rules have been applied together with cubic equation of state in modeling asso-
ciating fluids, but the prediction results are sometimes doubtful as the mixing 
rules are semiempirical modified. Besides the semiempirical methods, investi-
gations in terms of theoretical insights of EoS have been derived based on the 
following:

1. Chemical theory [3]
2. Perturbation theory [4, 5]
3. Lattice/quasi-chemical theory [6]

Based on these theories, thermodynamic models such as CPA EoS [7] and SAFT 
EoS [8] were developed with the consideration of associating effect from polar 
compounds. Since the development of CPA EoS, it has been applied with success 
to phase equilibrium of systems that contain alcohols, glycols, water, and alkanes 
with very satisfactory results [9]. As for SAFT EoS, it has been used to describe 
phase equilibrium of complex fluids and mixtures including aqueous mixtures, 
polymers, petroleum fluids, and high-pressure PE with a significant improvement 
over the empirical EoS [10]. CPA EoS and SAFT EoS are currently available 
commercially in simulation software by Infochem Ltd. and Calsep International 
Consultants [9, 11].

In this study, SRK EoS, PR EoS, SAFT EoS, and CPA EoS are applied to 
model VLE in binary mixtures of hydrocarbon (alkane) and water. Water is 
assumed to have four association sites, while hydrocarbons are treated as inert 
compounds. The performance of EoS are  examined and compared. The paper 
covered a brief description of SAFT EoS and CPA EoS followed by the discussion 
of results and conclusions.
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2  Theory

2.1  Statistical Associating Fluid Theory Equation  
of State (SAFT EoS)

Statistical associating fluid theory equation of state (SAFT EoS) was developed 
by Huang and Radosz [5] by incorporating Wertheim chemical association theory 
[12–16]. In general, SAFT EoS can be expressed in terms of different contribu-
tions to the residual Helmholtz free energy ares due to different intermolecular 
forces as

The segment Helmholtz free energy aseg, per mole of molecules, is expressed as

where

m segment number
a0

seg residual Helmholtz energy of non-associated spherical segments (per mole 
of segments) and the summation of hard sphere and dispersion parts with

where the hard sphere term, a0hs is proposed as

with

η reduced fluid density
T system temperature, °R
R gas constant, 10.73 psi-ft3/lb-mole °R

The dispersion term is a power series fitted by Alder et al. [17], and it is given by

where

τ 0.74048
u
k
 temperature-independent dispersion energy of interaction between segments, K

Dij universal constants

(1)ares = aideal + aseg + achain + aassoc

(2)aseg = ma0
seg

(3)a0
seg

= a0
hs
+ a0

disp

(4)
a0

hs

RT
=

4η − 3η2

(1− η)2

(5)
a0

disp

RT
=

∑

i

∑

j

Dij

[ u

kT

]i[η

τ

]j
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Based on association fluid theory [4], both chain and association terms are 
given by

where

M number of association sites on each molecule
XA fraction of A-sites of molecule i that are not bonded with other active sites
∑

A a sum over all associating sites on the molecule

SAFT EoS requires five pure compound parameters:

•	 the chain length number or number of segments, m;
•	 the segment diameter, σ;
•	 a segment energy parameter, ε;
•	 the volume (κAiBi) of association;
•	 the energy (εAiBi) of association.

The last two parameters are needed for self-associating molecule such as water. 
For association compounds, the number and type of association sites are decided 
based on association scheme as proposed by Huang and Radosz [8] (shown in 
Figs. 1, 2). For both SAFT EoS and CPA EoS association term, water is modeled 
as (4C) molecules based on terminology of Huang and Radosz [8].

2.2  Cubic Plus Association Equation of State (CPA EoS)

The cubic plus association equation of state (CPA EoS) was developed by 
Kontogeorgis et al. [7] with the combination of cubic SRK EoS and an advanced 
association term which is similar to SAFT EoS. In the absence of hydrogen-bond-
ing compounds, CPA EoS can be reduced to SRK EoS, where the association term 
is equal to zero. The CPA EoS can be expressed in terms of pressure by

where

p system pressure, psi
T system temparature, °R
R gas constant, 10.73 psi-ft3/lb-mole °R
V molar volume, ft3/mole

(6)
achain

RT
= (1− m)ln

1− 1
2
η

(1− η)3

(7)
aassoc

RT
=

∑

A

[

ln XA
−

XA

2

]

+

1

2
M

(8)p =

RT

V − b
−

aα

V(V + b)+ b(V − b)
−

1

2

(

RT

V

)

(1+
1

V

∂In g

∂

(

1

V

) )
∑

i

xi

∑

Ai
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Fig. 1  Unbonded site fractions XA for different bonding types [8]

Fig. 2  Types of bonding in real associating fluids [8]

a “attraction” parameter from SRK EoS
b “repulsion” parameter from SRK EoS
α temperature correction parameter from SRK EoS
XA
i  fraction of A-sites of molecule i that are not bonded with other active sites

xi mole fraction of component i
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3  Methodology

3.1  Literature Data

Ethane/water, n-hexane/water, and n-decane/water VLE experimental data were 
collected from reference [18–20]. Table 1 summarizes the collected literature data 
for this study.

3.2  EoS Parameters

The required EoS parameters for SRK EoS and PR EoS are critical pressure, criti-
cal temperature, and acentric factor. CPA EoS and SAFT EoS account for associ-
ating inert compounds with specific parameters such as u0/k, v00, m, εA, κA, and η/k 
for SAFT EoS and a0, b, c1, εA, and β for CPA EoS. Tables 2, 3 and 4 summarize 
the SRK EoS, PR EoS, SAFT EoS, and CPA EoS parameters for the associating 
compound and inert compounds in this study.

Table 1  Collected literature 
data for the study

System T/K Pmin/MPa Pmax/MPa References

C2/H2O 523.15 20 200 Danneil et al. 
[18]573.15 20 200

623.15 20 350

629.15 120.5 350

643.15 160 350

651.15 199 350

658.15 219 350

673.15 321.5 370

C6/H2O 473.15 1.96 3.63 Lotter [19]

493.15 2.94 5.23

C10/H2O 573.2 1.30 9.27 Wang and 
Chao [20]593.2 1.95 7.05

613.2 2.30 2.80

Table 2  SRK EoS and 
PR EoS pure component 
parameters

Compound MW/g/mol Tb/K Tc/k Pc/MPa Ω

H2O 18.02 373.11 647.3 22.120 0.344

ethane 30.07 184.56 305.33 4.8714 0.088

n-hexane 86.177 341.89 507.43 3.0123 0.3046

n-decane 142.285 447.33 618.45 2.1229 0.4873
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3.3  Modeling Procedure

For the modeling work, software Phase Equilibria (PE)  [22] has been applied to 
predict the hydrocarbon/water phase equilibria. The input data required are experi-
mental data, pure components parameters, and EoS parameters. During the cal-
culation, binary interaction parameters (BIPs) are required for mixture parameter 
calculations. Among the EoS parameters, BIPs were regressed based on optimiza-
tion algorithm as proposed by Simplex–Nelder–Mead [23]. Finally, prediction error 
can be calculated based on average absolute relative error (AARE) as given by

where

xi
cal mole fraction calculated from EoS

xi
exp mole fraction from experimental data

n number of experimental data point

4  Result and Discussion

4.1  N-Ethane/Water System

The binary system ethane/water was modeled at eight high-temperature systems 
between 573.15 and 673.15 K. All experimental data are in vapor–liquid equilibria 
(VLE). At temperature greater than critical temperature of water (647.3 K), water 
is major component in both vapor and liquid phases.

(9)%AARE =

1

n

∑

i

∣

∣

∣

∣

∣

xi
cal

− xi
exp

xiexp

∣

∣

∣

∣

∣

×100

Table 3  SAFT EoS pure component parameters [8]

Compound u0/k v00 m εA κA η/k

H2O 431.69 0.01 1.236 1368.1 0.03647 1

ethane 191.44 0.01446 1.941 – – 10

n-hexane 202.72 0.012475 4.724 – – 10

n-decane 205.46 0.011723 7.527 – – 10

Table 4  CPA EoS pure 
component parameters [21]

Compound a b c ε β

H2O 1.2277 0.0145 0.6736 2003.25 0.0692

ethane 5.485 0.0424 0.573 – –

n-hexane 23.681 0.10789 0.8313 – –

n-decane 47.389 0.17865 1.13243 – –
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Figures 3, 4, 5, 6, 7, 8, 9 and 10 present the experimental data points and mode-
ling results predicted by all the selected EoS from 573.15 K until 673.15 K. Based 
on the plots, all EoS fairly predicted systems from 573.15 K until 643.15 K and 
all EoS poorly predicted systems with temperature beyond critical point of water 
(Tc = 647.3 K, Pc = 22.12 MPa).

Table 5 presents the error analysis of the prediction by AARE%. At 523.15, 
573.15 and 623.15 K, SAFT EoS and CPA EoS performed better than cubic 
EoS with less than 7.5 AARE%, 8 AARE%, and 24 AARE%, respectively. At 
643.15 and 651.15 K, PR EoS and SRK EoS predicted better than the associa-
tion EoS with less than 10.5 AARE% and 13 AARE%, respectively. At 629.15 and 
673.15 K, all EoS predicted with error around 14 AARE%.

Fig. 3  Isothermal (p-yi) phase diagram for C2/H2O system at T = 523.15 K

Fig. 4  Isothermal (p-yi) phase diagram for C2/H2O system at T = 573.15 K
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4.2  N-Hexane/Water System

The binary system n-hexane/water was modeled at two high-temperature sys-
tems at 473.15 and 493.15 K. All experimental data are in vapor–liquid equilib-
ria (VLE). N-hexane is the major component in both vapor and liquid phases. An 
increase in temperature produces a decrease in water solubility in both vapor and 
liquid phases. Meanwhile, an increase in pressure produces an increase in water 
solubility in both vapor and liquid phases. This phenomenon might be due to near-
boiling point similarity between n-hexane and water.

Figures 11 and 12 present the experimental data points and modeling results 
predicted by all the selected EoS from 473.15 to 493.15 K. Based on the plots, 

Fig. 5  Isothermal (p-yi) phase diagram for C2/H2O system at T = 623.15 K

Fig. 6  Isothermal (p-yi) phase diagram for C2/H2O system at T = 629.15 K
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SAFT EoS and CPA EoS gave better prediction than cubic EoS (PR EoS and SRK 
EoS).

Table 6 presents the error analysis of the prediction in terms of AARE%. At 
473.15 K, PR EoS and SRK EoS performed better than the association EoS with 
less than 4.2 AARE%. At 493.15 K, SAFT EoS and CPA EoS performed better 
than the cubic EoS with less than 8.5 AARE%.

The overall AARE for n-hexane/water system are CPA EoS (7.391 AARE%), 
SAFT EoS (7.695 AARE%), PR EoS (8.005 AARE%), and SRK EoS (8.083 
AARE%). Based on the results, all EoS based on optimized BIP predicted with 
almost similar performance at around 8 AARE%. It proved that BIP optimization 
can enhance the accuracy of cubic EoS prediction.

Fig. 7  Isothermal (p-yi) phase diagram for C2/H2O system at T = 643.15 K

Fig. 8  Isothermal (p-yi) phase diagram for C2/H2O system at T = 651.15 K
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Fig. 9  Isothermal (p-yi) phase diagram for C2/H2O system at T = 658.15 K

Fig. 10  Isothermal (p-yi) phase diagram for C2/H2O system at T = 673.15 K

Table 5  AARE% for C2/H2O system

System T/K Average absolute relative error (AARE) (%)

PR EoS SRK EoS SAFT EoS CPA EoS

C2/H2O 523.15 4.208 4.352 4.922 5.769

573.15 5.937 6.447 6.830 6.452

623.15 18.601 18.890 14.236 9.804

629.15 13.429 13.580 12.808 11.236

643.15 10.406 10.382 14.883 13.615

651.15 13.034 13.093 16.214 15.466

658.15 9.583 9.719 11.974 10.913

673.15 13.598 13.617 13.806 13.784
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4.3  N-Decane/Water System

The binary system n-decane/water was modeled at three high-temperature systems 
at 573.2, 593.2 and 613.2 K. All experimental data are in vapor–liquid equilibrium. 
At low pressure, n-decane is the major component in both vapor and liquid phases 
and water is the main component in both vapor and liquid phases at high pressure.

Fig. 11  Isothermal (p-yi) phase diagram for C6/H2O system at T = 473.15 K

Fig. 12  Isothermal (p-yi) phase diagram for C6/H2O system at T = 493.15 K

Table 6  AARE% for C6/H2O system

System T/K Average absolute relative error (AARE) (%)

PR EoS SRK EoS SAFT EoS CPA EoS

C6/H2O 473.15 3.276 4.126 9.109 6.285

493.15 12.734 12.040 6.282 8.497
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Figures 13, 14 and 15 present the experimental data points and modeling results 
predicted by the selected EoS at 573.2, 593.2 and 613.2 K. From the plots, it can 
be observed that all EoS fairly satisfactorily predicted the 573.2 and 593.2 K sys-
tems. All EoS also poorly predicted systems at near critical point of n-decane 
(Tc = 618.45 K, Pc = 2.123 MPa).

Table 7 presents the error analysis of the prediction in terms of AARE%. At 
573.2 K, all EoS predicted with AARE% around 20 AARE% and high AARE% 
were observed at high pressures. At 593.2 K, SAFT EoS and CPA EoS performed 
better than the cubic EoS with less than 6.6 AARE%. At 613.2 K, CPA EoS and 
SRK EoS outperformed the other EoS with less than 8 AARE%, while PR EoS 
and SAFT EoS predicted with 20 AARE%.

The overall AARE for n-decane/water systems are CPA EoS (10.412 
AARE%), SRK EoS (11.9 AARE%), SAFT EoS (14.845 AARE%), and PR EoS  

Fig. 13  Isothermal (p-yi) phase diagram for C6/H2O system at T = 573.20 K

Fig. 14  Isothermal (p-yi) phase diagram for C6/H2O system at T = 593.20 K
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(16.247 AARE%). Based on the results, it can be observed that PR EoS did not 
predict well for system with the presence of polar compound.

5  Conclusion

The VLE for ethane/water, n-hexane/water, and n-decane/water systems have been 
predicted using cubic EoS (PR EoS and SRK EoS) and association EoS (CPA EoS 
and SAFT EoS). PR EoS and SRK EoS cannot satisfactorily predict systems at 
conditions close to criticality. CPA EoS successfully modeled VLE for the stud-
ied systems with the least error. The association EoS has proven to have greater 
improvement over cubic EoS by having a firmer basis with the inclusion of asso-
ciation effects in the equation.
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Abstract Liquid loading is the inability of produced gas to remove liquids pro-
duced together from the wellbore. This is a well-known phenomenon in mature 
gas wells. As production depletes, the reservoir loses energy and therefore allow-
ing liquids to accumulate at bottomhole. The back pressure created can reduce gas 
production and kill the well eventually. Deliquification or liquid unloading—the 
process of removing associated liquids from produced gas—is therefore vital. This 
project is to compare and contrast the requirements and characteristics of hydrau-
lic pumps and gas lift system, from technical specifications to power requirements 
and the economics involved. Both hydraulic pumps and gas lift system are few of 
the pioneer methods used in the industry to unload liquid in gas wells. To validate 
system feasibility, the author generated a mechanism for technical and economic 
analysis, generating minimum system power requirement from production pro-
jection. Power requirement is crucial to assess viability of system to be installed 
and operated. Economic analysis is essential in the project since operational ben-
efits must be in balance with the economic value so that the system is economi-
cally viable. Sensitivity studies were conducted based on the results developed, to 
explore the relationships between technical and economic parameters.

Nomenclature

AOF  Absolute open flow (maximum flowrate)
CPF  Closed fluid system
FYP  Final year project
GL  Gas lift system
GLR  Formation gas–liquid ratio
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HHPreq  Minimum required hydraulic horsepower
HJP  Hydraulic jet pump
HPP  Hydraulic piston pump
J  Desired productivity index
OPF  Open fluid system
Vt  Terminal/critical velocity

1  Introduction

Dort [14] proved in his study that approximately 90 % of 775,000 active gas wells 
globally suffer from liquid loading. This project puts focus on one of the major 
problems faced in gas production, especially in mature gas wells. Lea et al. [9] 
explained that liquid loading is caused by the erratic, slugging flow, decreased 
production and hydrostatic weight, thereby exerting back pressure on formation, 
choking the flow and consequently stops the production.

Since liquid loading can cause such severity in depleting gas production, liquid 
unloading techniques are relatively important. Bondurant et al. [1] defined deli-
quification as the process of removing associated liquids, which could be water, 
oils or condensates, from wellbore and reservoir to the surface. Deliquifying tech-
niques were vastly developed since the history of gas well drilling started. For this 
paper, the author scopes down to hydraulic pumping and gas lift, and few tech-
niques that have been practiced since 1800s because the application theory and 
principles are more or less similar and were widely misused in the production 
industry. Gas lift was first used in 1846, while hydraulic pumping which was first 
used in 1930 is hence a relatively new method of artificial lift [9]. Gas lift has been 
vastly in use since the interventions involved are relatively less expensive, reliable 
and closely matches the well natural production characteristics.

1.1  Gas Well Deliquification

Liquid loading of gas well is the incapability of the produced gas to remove the liq-
uids from the wellbore [15]. The liquid accumulated downhole, where it increases 
the hydrostatic back pressure on the reservoir, destabilizes the multiphase flow in the 
well, decreases gas production rate and, in severe cases, kills the wells. The greatest 
engineering challenge to this operation is to unload liquids entering the wellbore. 
Eventually, the back pressure will increase until the well is killed by the water col-
umn overbalance. This back pressure or bottomhole pressure could be consists of 
hydrostatic pressure of the producing fluid column, friction pressure by fluid move-
ment through the tubing, wellhead and surface equipment, and kinetic or potential 
losses due to diameter restrictions, pipe bends or elevation changes.

Liquid loading happens when the velocity of the produced gas decreases to a 
velocity until liquids were unable to be lifted. As gas production decreases, liquid 
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loading is more likely to occur. This phenomenon will cause resulting flow pat-
terns to be annular or slug flow [6]. The bottomhole flowing pressure then 
increases due to an increase in liquid holdup in the tubing. The relative perme-
ability of gas and gas mobility in near wellbore region will also be impaired since 
water saturation increased. This acts like skin damage to the reservoir, known as 
‘liquid block’ [2]. Lea and Nickens [10] wrote that critical velocity is the mini-
mum gas velocity in the production tubing required to move liquid droplets 
upward (Fig. 1).

Earlier this year (2013), A.D. Suhendar and his team from VICO Indonesia sum-
marized that there are three most common ways to recognize liquid loading [6]:

(i) Observing well’s production symptoms (fluid rate and pressure).
(ii) Calculating critical velocity and monitor from there.
(iii) Doing standard nodal analysis.

Currently, there are a few published papers, including Weatherford International® 
Unloading Selector [13] which proposed several types of decision matric to screen 
the possible remedial options available to the operator; some are based on an assess-
ment algorithm used in conjunction with a decision tree [3]. However, depending 
merely on technical analysis is not very useful for selecting best options for long-
term deliquification of the well. Because the well productive characteristics vary so 
widely, the current and future productive potential of the well are not quantitatively 
considered in these methods. Hence, economic analysis is utmost crucial [16].

1.2  Hydraulic Pumping System

Lea [6] described hydraulic pumping as the hydraulically powered downhole 
pumps, powered by a stream of high-pressure water or power fluid. The major 
advantage of hydraulic pumping is that it can operate over a wide range of well 
conditions, such as setting depths of as much as 18,000 feet and production rates 

Fig. 1  Decline curve 
showing onset of liquid 
loading [8]
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of as much as 50,000 barrels per day. Moreover, no rig is needed to retrieve 
pumps. Hydraulic pumping is a very flexible system in adjusting to changing pro-
duction rates. Chemicals can be added into the power fluid to control corrosion, 
paraffin and etcetera.

There are two types of hydraulic pumps: the hydraulic piston pump (HPP) 
and hydraulic jet pump (HJP). The summary of comparisons will be tabulated in 
the section below. Park et al. [16] addressed the efficiency of HJP system in his 
recent paper. Given that sandstone formation has solid problem, rig mobilization 
and operations are very costly, high deviated well construction, so HJP became 
the obvious choice. Currently, 43 active oil wells in Sembakung are produc-
ing with the aid of HJP as artificial lift, contributing 2,200 BOPD productions in 
year 2000–2010. The HJP brings additional advantages apart from the fundamen-
tal benefits such as high solid resistance and high tolerance to deviated wells. As 
compared to gas lift, downhole pumps are normally more effective, since it will be 
physically located below the bottom perforation and liquid will be mechanically 
removed with outside energy source. J.A. Babbit and F.K. Kpodo presented their 
innovations in jet pump design and applications in field. The field data and net 
cash flow were then used in the research [7, 11].

1.3  Gas Lift System

Gas lift is a popular artificial lift method in which gas is injected into the produc-
tion tubing to reduce the hydrostatic pressure of the fluid column. The resulting 
reduction in bottomhole pressure allows the reservoir liquids to enter the wellbore 
at a higher flow rate [13]. The injection gas is typically conveyed down the tub-
ing—casing annulus and enters the production train through a series of gas lift 
valves. The gas lift valve position, operating pressures and gas injection rate are 
determined by specific well conditions.

1.4  Economic Analysis

There is increasing demand for reliable and effective deliquification solutions 
since most of the wells are mature gas wells and were not originally completed 
with the purpose of deliquification in mind. Gas well deliquification is an opera-
tion which requires high amount of money as investment. Hence, the income by 
average gas net production per well has to be calculated. Amani [4] made the 
remark that in order to evaluate the economics of a particular artificial lift sys-
tem, costs such as installation, power, repair, maintenance and operating labour 
costs have to be included in analysis. He also presented a case study where he 
concluded capital cost of the gas lift system is much higher than that of hydraulic 
gas pump, due to the cost of casing installation involved in gas lift system. In a 
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hydraulic pump system, there is no need for new casing string installation. He also 
tabulated a list of major equipment and costs estimated to illustrate the economic 
viability of the hydraulic pumping system. Approximately $130,000 was needed 
for the cost of major equipment [5]. In order to quantify the benefits of a pump 
compared to other methods, production scenario for the pump must be projected 
and gas recovery has to be calculated to economic limit.

In order to generate computer coding for economic analysis, inputs were 
gathered from various studies. P.R. Newendorp listed the indicators to be taken 
into account when computing the economics of projects. For instance, payout 
period, net present value (NPV), internal rate of return (IRR), profit-to-invest-
ment ratio, time value of money, discounted profit-to-investment ratio (to today’s 
value), etc. [12].

All values are brought to present to increase result accuracy in author’s work.

2  Analysis and Modelling

2.1  Comparative Analysis

See Table 1.

Table 1  Comparisons between hydraulic pumps and gas lift system

Comparisons Hydraulic pump Gas lift

Piston Jet

Maximum operating 
depth, TVD

17,000 ft 15,000 ft 18,000 ft

5,182 m 4,572 m 4,878 m

Minimum operating 
depth, TVD

5,000 ft 5,000 ft 8,000 ft

1,524 m 1,524 m 2,438 m

Maximum operating 
volume (BFPD)

8,000 20,000 50,000

Maximum operating 
temperature

550 °F 550 °F 450 °F

288 °C 288 °C 232 °C

Corrosion handling Good Excellent Good to excellent

Gas handling Fair Good Excellent

Solids handling Fair Good Good

Fluid gravity (°API) >8 (extra heavy crude) >8 (extra heavy crude) >15 (heavy crude)

Servicing Hydraulic or wireline Wireline or 
workover rig

Prime mover Multicylinder or electric Compressor

Offshore application Good Excellent Excellent

System efficiency 45–55 % less  
mechanical work, 
less problem

10–30 % more  
sophisticated  
mechanical components

10–30 %
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2.2  Mechanism for Technical and Economic Analysis

For technical analysis, Kpodo [7] defined a few parameters which can validate 
viability of an energy adding system, in the liquid unloading application. In this 
project, minimum required hydraulic horsepower (HHPreq) is used as a ruler, 
to determine system feasibility. This is achieved by comparing system required 
horsepower and the readily available horsepower onsite. In order to compute this 
HHPreq, desired productivity index (J) and maximum flow rate, or absolute open 
flow (AOF). Several inputs are compulsory, power fluid rate—capacity of pump, 
system efficiency, and required surface operating pressure (wellhead P), reservoir 
pressure, desired production rate, and required producing pressure, AOF affected 
by desired productivity index (J).

The second part of the analysis is to economically analyse the deliquification 
projects using gas lift and hydraulic pump. According to M. Amani, to quantify the 
benefits of a pump compared to gas lift, one must project a production scenario for 
the pump and calculate gas recovery to economic limit [4]. P.D. Newendorp and 
Campbell suggested that to obtain a good measure of value, suitable for compar-
ing and ranking the profitability of investment opportunities, we should consider 
the following indicators, payout, NPV and IRR. The 3 factors are crucial and most 
widely used to rank desirability of projects. Details will be analysed and discussed 
in the following section.

2.3  Development of Model

This is Step 2 in the whole process of validating feasibility of gas well deliquifi-
cation method. The final output from Step 1 is selection of either 1 system from 
the 3 considered, HPP, HJP or gas lift. However, since gas lift is feasible with the 
presence of high-pressure gas source nearby, technical analysis will not be done 
on the system. Hence, only hydraulic pumping system will be analysed here. The 
outcomes of this step are desired productivity index (J), maximum flow rate or 
AOF and required minimum hydraulic horsepower (HHPreq). Users should then 
compare these 3 outcomes with initial production condition, production profile 
and readily available power source (Fig. 2).

According to data extracted from Kpodo’s paper [7], the resulting HHPreq 
is 24.06 hp for HPP and 15.23 hp for HJP. Parameters such as power fluid rate, 
system efficiency and required surface operating pressure, or wellhead pressure 
affect the resulting HHPreq. As for the desired productivity index, it is very much 
affected by reservoir pressure, desired production rate and required producing 
pressure. The technical specifications of both the hydraulic pumping systems have 
to be abided at all times where range of operating temperature, depth and pressure 
was set. The generated outcome and processes below are based on values extracted 
from References [4, 5, 11].
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2.4  Economic Analysis

As mentioned, there are several indicators that can differentiate profitable pro-
jects from the rest: payout period, NPV and IRR. For hydraulic pumping system, 
Amani [4, 5] proposed the total of $129,549, around $ 130,000, for installation of 
piston pump system, in year 1993. If we bring it to present, year 2013, assuming 
inflation rate as 4.5 % per year, it would be total of $313,522.82. When the pump 
was installed in Year 3, the production rate was only 1,250 mcf/D. After installa-
tion of pump, the recovery was 2.42 BCF. The increment was 1.19 BCF. Given the 
gas price in 1993 was around $8.26/thousand cubic feet, the increment brought 
in profit of around $1.5 million. Compared to installation costs of $313,000, the 
pump was perfectly viable. On the same ground, gas lift recovered 0.60 BCF, 
bringing in $1.2 million. Although it is also economically viable, the difference of 
1.82 BCF incremental recovery of a pump over gas lift is significant.

The present value of net cash flow occurring at some point in the future or hap-
pened in the past is referred to NPV of that cash flow. Sum of money received 
now is worth more than the same sum of money received several years later in the 
future. In this project, the discount factor is the inflation rate, which is assumed to 
be 4.5 % per year. Moreover, NPV is calculated, or brought forward to the present 
(year 0).

Present Value = Net Cash Flow× InflationRate (4.5%)

Fig. 2  Gas well deliquification method selector and general workflow (STEP 1)
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Result summary for NPV, summation of 10 years’ present values:

•	 Hydraulic piston pump: NPV = $19,541,526.69
•	 Hydraulic jet pump: NPV = $22,915,124.02
•	 Gas lift system: NPV = $25,608,269.59

NPV is a single measure showing the value in excess of capital expenditure (CAPEX), 
and it takes time into account. Gas lift system has the highest NPV of all 3 projects.

Generally speaking, the higher a project’s IRR, the more desirable it is to under-
take the project. From the data extracted from researches and papers published, 
author managed to generate detailed cash flow which includes present value, which 
can then lead to computations of IRRs for all 3 systems. Below are the generated 
outcome and process, based on values extracted from Reference [4, 5, 11] (Fig. 3).

We can observe that there are multiple rates of return as there is more than one 
intersection with the x-axis, which means the cash flow changes sign twice, since 
at high discount rates, even the discounted positive cash flow is not large enough 
to offset the negative cash flow at Year 0; hence, NPV becomes negative again. To 
relate this situation with real case, lower IRR is taken. Result summary for IRR is 
as follows:

•	 Hydraulic piston pump: IRR = 77.5 %
•	 Hydraulic jet pump: IRR = 72.5 %
•	 Gas lift system: IRR = 65.5 %

3  Conclusions and Recommendations

The detailed comparative studies concluded that for different situations, different 
methods should be used. For extra heavy crude wells with economic constraint, 
HPP should be opted since it has higher system efficiency. For deviated offshore 

Fig. 3  IRRs identified in spreadsheet using graphical method
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wells with high solid contents, HJPs should be chosen. Gas lift is elected when the 
operating volume is very high in deep offshore wells.

The sensitivity analysis on several technical and economic parameters was done 
to study the relationships between parameters. The minimum required hydraulic 
horsepower can be an indicator to validate operation feasibility of systems. For 
economic viability, the net profit has to exceed a threshold for the system to be 
practical.

The author has identified several improvements to be recommended in gas well 
deliquification future studies. This project only focused on 3 methods. Further 
studies can include more methods in the analysis. Further studies can embrace 
the field of petroleum economics and relevant latest innovations. Further impro-
vise the mechanism developed to include more systems, simplifies the commands, 
inputs required and made user friendly for suitability of the operation purposes.
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Abstract Extensive studies on cuttings transport have been conducted by many 
researchers over the years. In an attempt to better understand the factors influenc-
ing cuttings removal in the wellbore, the behaviour of drill-cuttings in the annulus 
has been simulated and measured under various conditions in the laboratory using 
mainly water-based and oil-based muds. Furthermore, empirical and semi-empiri-
cal correlations as wells as mathematical models have also been developed under 
specific conditions by other investigators to ease the difficulties and complexities 
encountered by field engineers during drilling operations. In addition, qualita-
tive hydraulic programmes have also been outlined to provide field guidelines for 
improved hole cleaning. In recent times, the use of computational fluid dynamics 
(CFD) in parametric study of cuttings transport has gained popularity due to its 
ability to handle unlimited number of physical and operational conditions as well 
as eliminating the need for expensive experimental set-ups. This paper seeks to 
review the factors or combination of factors affecting cuttings transport as well as 
the various hydraulic programmes applicable to solving the prevailing field drill-
ing problems in horizontal wellbores.
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1  Introduction

There are huge amount of literature available on the study of cuttings transport 
due to its interest and complexity in understanding the transport behaviour. Till 
date, more research are being conducted as the well-known conventional rotary 
drilling method used in drilling onshore reservoirs are now replaced by coiled tub-
ing drilling, casing drilling, etc., due to the challenging frontiers encountered in 
recent deep and ultra-deep offshore reservoirs. To better understand the various 
mechanisms affecting cuttings transport in horizontal wellbores, many investiga-
tors have conducted various studies under varying conditions by employing dif-
ferent approaches as follows: experimental, numerical simulation, mathematical 
modelling and field case study. The factors affecting cuttings transport in horizon-
tal wellbores have been critically reviewed and addressed. It is believed that cut-
tings transported in the annulus are not always affected by a single parameter but a 
combination of parameters to ensure efficient hole cleaning. This study is aimed at 
reviewing all available literature on two-phase cuttings-liquid transport in horizon-
tal annular wellbores where conventional drilling fluids such as pure water, water-
based muds and oil-based muds are used in the drilling process.

2  Factors Affecting Cuttings Transport

Cuttings transported through the annulus (hole–pipe geometry) are affected by 
series of drilling parameters. The study of the effects of these parameters has 
been a subject of research by several investigators over the decades. According 
to these investigators, the factors affecting cuttings transport in the wellbore can 
be summarised as but not limited to: annular fluid velocity (flow rate), drill pipe 
eccentricity, wellbore size (annular size), drilling fluid rheology (density, viscos-
ity, yield point, gel strength), cuttings size, drill pipe rotation, drilling rate (rate 
of penetration), hole inclination, mud type, temperature and drilling fluid density. 
Overestimation or underestimation of these parameters may result in hole prob-
lems such as cavings, enlargements, closures, mud cake formation and excessive 
cuttings bed as depicted in Fig. 1. Therefore, there is the need to optimise these 
parameters for effective hole cleaning.

Reference [1] has illustrated in Fig. 2 that the practical use of these factors in 
controlling cuttings transport is much dependent on their controllability in the field.

2.1  Effect of Annular Velocity (Flow Rate)

Figure 2 indicates that flow rate has the most significant influence on cuttings 
transport and hence could be easily controlled. Both experimental studies and 
numerical simulations of cuttings transport have shown that higher flow rates result 
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in drastic cuttings bed erosion [1–11]. Reference [12] observed that increasing 
flow rate of high-viscosity high-density sweep or high-viscosity sweep has no sig-
nificant improvement on cuttings bed erosion. In addition, [13] observed a decrease 
in the critical flow rate required to reduce cuttings bed height as the open flow area 
decreases.

2.2  Effect of Drilling Fluid Density

Drilling fluid density or mud weight determines the cuttings carrying capacity. 
Mud weight is illustrated in Fig. 2 as one of the influential parameters on hole 
cleaning which could be moderately controlled on the field. Studies [5, 6, 14, 15] 
have shown that increase in fluid density enhances cuttings bed erosion and also 
prevents borehole collapse [16]. At high mud weight, the frictional effect of cut-
tings on rotating drill pipe also reduces [17]. Reference [18] indicated that fluid 
density is only a secondary factor in cuttings transport at constant critical flow rate.

Fig. 1  Hole problems in 
high-angled wellbores

Fig. 2  Key variables 
controlling cuttings transport 
(modified after [1])
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2.3  Effect of Drilling Fluid Rheology

Fluid rheology also plays great role on hole cleaning as observed from Fig. 2. 
Experimental studies [19, 20] have shown that cuttings bed formation in high-vis-
cosity fluids in laminar flow is slow compared low-viscosity fluids in laminar flow. 
On the contrary, other investigators [21, 22] have also observed that low-viscosity 
muds perform better than high-viscosity muds, whereas low-viscosity muds which 
are pumped in turbulent flow are more effective in hole cleaning than high-viscosity 
muds in laminar flow [23]. Furthermore, low-viscosity muds transport more large-
sized cuttings than small-sized cuttings [24]. In addition, [12] noted that high-
viscosity sweeps in the absence of drill pipe rotation is ineffective in cuttings bed 
erosion and cuttings removal, whereas low-viscosity sweeps with drill pipe rotation 
and improves ‘sweep’ efficiency at high flow rates. The effect of mud viscosity on 
cuttings transport however diminishes as drill pipe rotation speed increases [10].

On the other hand, a decrease in flow behaviour index, n, results in a decrease 
of stationary bed, whereas moving bed layer increases [25]. Reference [1] also 
observed that the increase in the ratio of flow behaviour index to consistency index 
(n/K) reduces cuttings bed height. Less gel strength formation in muds also helps 
minimise cuttings bed consolidation [16]. The mud yield point (YP) and plastic 
viscosity (PV) also influence cuttings removal. Further study [12] has shown that 
increase in YP at constant flow rate without drill pipe rotation results in negligible 
cuttings bed erosion, while a reduction in PV and YP results in a better hole clean-
ing at reduced flow rates [22].

2.4  Effect of Cuttings Size

The size of cuttings is mostly dependent on the type of formation being drilled as 
well as the type of drill bits. This parameter, as shown in Fig. 2, is very difficult 
to control. A general observation made by previous studies [3, 6, 23] shows that 
large-sized cuttings result in an increase in cuttings bed height. However, smaller-
sized cuttings are observed to be more difficult to clean when using water as drill-
ing fluid [8, 23] and, thus, require a higher flow rate to reach the critical transport 
fluid velocity (CTFV) due to their high interface interaction coefficient when using 
non-Newtonian fluids [21, 26, 27].

2.5  Effect of Drill Pipe Rotation

The rotation of drill pipe during drilling operations is shown to moderately influ-
ence hole cleaning and can be controlled as well (see Fig. 2). According to [19], 
drill pipe rotation has minor influence on cuttings transport when flow is turbu-
lent. Higher drill pipe rotation speed is also observed effective in decreasing 
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annular cuttings concentration at low flow rates and diminishes at high flow rates 
[9, 24, 28]. Cuttings bed erosion is greatly improved by drill pipe rotation once 
drilling operation is stopped [24]. Reference [29] observed that drill pipe rotation 
enhances better hole cleaning when high-density sweep is used, whereas at low-
viscosity sweep, a considerable decrease in cuttings bed erosion is noted as drill 
pipe rotation increases [12]. Another investigator [30] also noticed greater impact 
of drill pipe rotation in transporting smaller cuttings sizes. However, other studies 
[9, 28] observed a slight decrease in cuttings moving velocity; hence, a negligible 
change in cuttings bed height as drill pipe rotation increases.

2.6  Effect of Drill Pipe Eccentricity

Eccentricity shows how drill pipe is displaced either towards the upper or lower part 
in horizontal wellbores. The influence on cuttings transport is extremely high, but it is 
also very difficult to control as depicted in Fig. 2. Studies [14] have shown that con-
centric annuli promote more cuttings bed erosion than eccentric annuli. In addition, 
others [3, 5, 15] also confirmed that an increase in eccentricity increases cuttings bed.

2.7  Effect of Annular Size

Annular size shows huge influence on cuttings transport as illustrated in Fig. 2. 
Experimental studies [31] have shown that increase in diameter ratio (a ratio of 
drill pipe diameter to hole diameter) improves hole cleaning due to the increase in 
annular velocity and wall shear stress.

2.8  Effect of Fluid Type

Reference [13] noticed that water, as a drilling fluid, is more effective for cuttings 
bed erosion, while PAC fluid is more effective in preventing cuttings bed forma-
tion. Meanwhile, PAC solution is also seen to improve the transport of small-sized 
cuttings than large-sized cuttings [8].

2.9  Effect of Drilling Rate (Rate of Penetration, ROP)

Several investigators [6, 9, 30] and [32] have illustrated that higher drilling rates gener-
ate more cuttings in the wellbore and hence results in higher cuttings bed height. This 
effect further increases the hydraulic requirement for effective hole cleaning [19, 24].
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2.10  Effect of Temperature

Very few experimental studies [12, 33] have been conducted in recent times under 
elevated temperature to analyse its effect on cuttings transport. It can be ascer-
tained from these studies that an increase in temperature results in a decrease in 
cuttings bed height with time when using both water and non-Newtonian fluids. 
Other observation is that the rheology of drilling fluids changes significantly with 
temperature, which affects the viscous drag forces applied on drilled cuttings [33].

3  Drilling Hydraulic Programmes

The complexity of cuttings transport, which involves the combination of interact-
ing variables, would not make it prudent to solely rely on predictive models with 
limited boundary conditions. In this regard, many investigators have recommended 
some general operational guidelines based on the results from laboratory study as 
well as field experience and observations. Appendix A summarises these opera-
tional guidelines in Tables 1 and 2.

4  Conclusion

A comprehensive study on the factors affecting cuttings transport in horizontal 
wellbores has been presented. The most important factor controlling cuttings 
transport or hole cleaning is annular velocity as illustrated in Fig. 2. Fluid rheo-
logical properties and density have moderate influence, whiles cuttings size, 
annular gap, drilling rate, drill pipe eccentricity and rotation have slight effect 
on cuttings transport. It is evident that different authors had different opinions 
on specific drilling parameter effects. This could be attributed to the range of 
composition of parameters as well as experimental and numerical set-up range 
used in their respective studies. This review clearly shows that effective hole 
cleaning is not dependent only on a single drilling parameter but also on a com-
bination of parameters. Qualitative hydraulic programmes for ensuring efficient 
hole cleaning and wellbore stability as proposed by other investigators are also 
presented.

Appendix

See Tables 1 and 2.
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Table 1  Drilling hydraulic programme (modified after [34])

1. Monitoring the torque and drag trends, the rate of cuttings returned and volume reduction 
of the active mud system as the hole is drilled provide a good understanding of how well 
the hole is being cleaned. This, in turn, helps improve drilling performance

2. When penetration rate exceeds 100 fph (average), 24-h wellsite drilling engineering 
 support is needed

3. Monitoring the rate of cuttings return over the shaker is a simple but effective way to 
enhance the understanding of how the hole is cleaned under various operating modes

4. Monitoring the reduction in the volume of the active mud system as the hole is being 
drilled is means of determining how the hole is cleaned under various operating modes

5. Convergence and divergence trends of pickup and slack-off drill string weight can be used 
as a means to determine hole cleaning over a period of time

6. A reduction in off-bottom rotating torque, under some conditions, may be an indication  
that the hole is loading up with cuttings

7. Predicted and actual drill string weight may not be close if there is significant formation 
ledging

Table 2  Drilling hydraulic programme (modified after [35])

1. Design the well path so that it avoids critical angles in possible

2. Use top drive rigs, if possible, to allow pipe rotation while tripping

3. Maximise fluid velocity, while avoiding hole erosion, by increasing pumping power and/or 
using large diameter drill pipes and drill collars

4. Design the mud rheology so that it enhances turbulence in the inclined/horizontal sections, 
while maintaining sufficient suspension properties in the vertical section

5. In large diameter horizontal wellbores, where turbulent flow is not practical, use muds with 
high suspension properties and muds with high metre dial readings at low shear rates

6. Select bits, stabilizers and bottom hole assemblies (BHAs) with minimum cross-sectional 
areas to minimise ploughing of cuttings while tripping

7. Use various hole cleaning monitoring techniques including a drilled cuttings retrieval rate, 
a drilled cuttings physical appearance, pressure while drilling and a comparison of pickup 
weight, slack-off weight and rotating weight

8. Perform wiper trips as the hole condition dictates
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Abstract Drilling fluids are mostly non-Newtonian and can be accurately 
 modeled by Herschel–Bulkley model, also known as yield power-law (YPL) fluid 
model. There are very little studies in literature on the flow behaviors of YPL fluid 
relative to cuttings transport in annular wellbores. However, in narrow annuli of 
diameter ratio, κ > 0.7, the flow behaviors of YPL fluids are still unknown. This 
study predicts the flow patterns of YPL fluid using CFD finite volume method in 
narrow annuli. The flow is considered fully developed, laminar, and steady state. 
The effects of bulk fluid velocity, diameter ratio, inner pipe rotation speed, and 
eccentricity on flow profiles are discussed and results presented. The singularity 
problem associated with the classical YPL viscosity function at vanishing shear 
rates is alleviated by using the proposed YPL viscosity model by Souza Mendes 
and Dutra (SMD) which is numerically stable and devoid of discontinuity. 
Simulation results compared excellently to experimental data.
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T.N. Ofei (*) · S. Irawan 
Petroleum Engineering Department, Universiti Teknologi PETRONAS,  
Tronoh, Malaysia
e-mail: titus.ofei@petronas.com.my; titusofei@hotmail.com

W. Pao 
Mechanical Engineering Department, Universiti Teknologi PETRONAS,  
Tronoh, Malaysia



210 T.N. Ofei et al.

K  Consistency index (Pa sn)
m  Regularization parameter (1/s)
n  Flow behavior index
R  Radial distance (m)
r  Radial direction
p  Fluid pressure (Pa)
κ  Diameter ratio (D1/D2)
τ0  Yield stress (Pa)
τ  Shear stress (Pa)
ηo  Zero shear rate viscosity
η  Apparent viscosity
ε  Eccentricity
ρ  Density (kg/m3)
−→

U   Velocity vector
ω  Angular speed
γ̇  Shear rate (1/s)

1  Introduction

Accurate modeling of drilling fluids for drilling operations is very essential for 
the design of hydraulic programs, cuttings transport, and drilling optimization. 
Drilling fluids are generally polymer-based shear-thinning non-Newtonian fluids 
whose shear stress strain rate behavior can be best described by the Herschel–
Bulkley [1] (HB) fluid model, also known as yield power-law (YPL) fluid model. 
The YPL model has been used to accurately correlate the rheological data of sev-
eral drilling fluids in some experimental studies [2, 3]. The classical constitutive 
equation governing the stress–deformation behavior of HB fluid (YPL fluid) in 1D 
is given as [1, 4] 

It can be seen that Eq. 1 will predict an infinite viscosity at limiting zero rate 
of strain leading to a discontinuity and numerical difficulties, a behavior that 
leads to poor curve fittings to data pertaining to viscoplastic fluids. Overcoming 
these setbacks, Mitsoulis et al. [5] proposed a new YPL stress function based on 
Papanastasiou [6] idea on Bingham-type materials for a finite apparent viscosity 
value at vanishing shear rate as

A careful analysis [7] on the flow instabilities of Eq. 2 revealed that for a typical  
shear-thinning fluid, that is, when the flow behavior index n < 1, the apparent  

(1)

{

τ = τo + K γ̇ n, if τ > τo
γ̇ = 0 otherwise

(2)τ =

(

K|γ̇ |n−1
+ τo

1− exp(−m|γ̇ |)

|γ̇ |

)

γ̇
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viscosity tends to infinity when the shear rate approached zero. They argued 
 further that Eq. 2 does not follow Papanastasiou’s idea that the apparent viscosity 
should be a finite value at vanishing shear rate. Souza Mendes and Dutra [8] pro-
posed a modified YPL model akin to Eq. 2 but devoid of discontinuity and numeri-
cal difficulties. They expressed the function as

This study focuses on a CFD simulation of a fully developed, laminar, and steady-
state flow of YPL fluid in concentric and eccentric narrow annuli with and without 
inner pipe rotation. To avert numerical singularity problems, the SMD viscosity 
model in Eq. 3 is adopted. The study addresses the effects of drilling parameters 
on the flow profiles of YPL fluid in narrow annuli.

2  Materials and Methods

Laminar flow of the proposed viscoplastic fluid properties by Souza Mendes and 
Dutra (SMD) [8] flowing through concentric and eccentric narrow annuli is con-
sidered. The inner cylinder is either stationary or rotating about its own axis.

2.1  Governing Equations

The yield viscoplastic fluid flow in pipe or annulus is usually modeled based on 
the assumptions such as (a) fluid is incompressible and isothermal and (b) flow is 
laminar, steady state, and fully developed. The governing continuity and momentum 
equations may be generally expressed, respectively, as

However, the stress tensor is nonlinearly related to the rate of strain for non-New-
tonian fluids as

The proposed modified YPL flow equation is obtained by incorporating Eqs. 3 
into 5. The above governing sets of equations were discretized using finite volume 
technique. The discretized equations together with initial and boundary conditions 
are solved iteratively for each control volume using ANSYS CFX solver [9].

(3)τ =

(

1− exp

(

−ηo|γ̇ |

τo

))(

τo

|γ̇ |
+ K|γ̇ |n−1

)

γ̇

(4)∇ ·

−→

U = 0

(5)
−→

U · ∇(ρ
−→

U ) = −∇p+∇ · τ

(6)τ = η

[

(∇
−→

U )+ (∇
−→

U )τ
]



212 T.N. Ofei et al.

2.2  Boundary Conditions and Meshing

At the inlet, a mass flow rate is specified, while a zero gauge pressure specified at 
the outlet boundary. The inner and outer walls were imposed with no-slip bound-
ary conditions. In addition, the inner pipe can either be stationary or rotating at 
a specified angular speed. The concentric and eccentric annular geometries were 
meshed into tetrahedral cells resulting in grids of approximately 0.8 × 106 to 
1.4 × 106 elements depending on the diameter ratio and eccentricity. Grid inde-
pendence studies were conducted on the 3D geometry to optimize the mesh sizes 
until results were no more dependent on mesh size (see Fig. 1). Inflation layers 
covering about 20 % of the inner and outer pipes radii were created near the walls 
to accurately account for the high gradients in variables in that region as shown in 
Fig. 2.

2.3  Model Validation

Experimental data [10] for shear-thinning fluid obeying the Herschel–Bulkley 
fluid model flowing in a concentric annulus were adopted and compared with the 
current simulation model setup. The fluid is composed of 0.2 % Carbopol (940) 
solution. The rheological and operating parameters are shown in Table 1.

Fig. 1  Grid independence 
study

Fig. 2  3D meshed section 
of concentric and eccentric 
geometry
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As shown in Fig. 3, there is excellent agreement between simulation and 
 experimental axial velocity profile data with or without inner rotating cylinder, 
confirming the validity of the current model setup.

2.4  Simulation Study

The viscosity function in Eq. 3 is currently not available in the library of variables 
of ANSYS CFX-14.0; hence, it is modeled as expression language and coupled 
with the momentum equations. This study is carried out in concentric and eccen-
tric annular geometries modeled with three diameter ratios, 0.70, 0.80, and 0.90, 
and flowing with bulk fluid velocities from 0.10 to 0.50 m/s. Pipe eccentricities 
are 0 and 0.50, while inner pipe rotation speed varies from 0 to 300 rpm. Table 2 
summarizes the simulation setup data including fluid rheological properties, and 
operating and solver parameters.

3  Results and Discussion

3.1  Effect of Fluid Velocity on Velocity Profile

In Fig. 4a, b, it is evidenced that an increase in bulk fluid velocity results in an 
increase in axial fluid velocity profiles. In concentric annulus, fluid profiles are 
uniform, whereas in the eccentric annulus, there is a preferential flow in the wider 
gap as compared to the narrow gap due to the resistance to flow as a function of 
fluid viscosity in the narrow gap.

Table 1  Rheological and 
operating parameters [10]

U (m/s) ω (rpm) τo (Pa) K (Pa · sn) n (−)

(1) 0.0740 0 26.54 20.93 0.34

(2) 0.0728 131.8 32 12.09 0.43

(3) 0.0728 268.15 32 12.09 0.43

Fig. 3  Experimental and 
simulation results for velocity 
profiles in concentric annular 
gap: (1) 0 rpm, (2) 131.8 rpm, 
and (3) 268.15 rpm
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3.2  Effect of Diameter Ratio on Velocity Profile

In concentric annulus of varying diameter ratios, the axial velocity profiles have 
similar magnitudes, an indication of similar carrying capacities of the drilling fluid 
for all varying diameter ratios. On the contrary, in eccentric annulus, as diameter 
ratio increases, fluid velocity profile increases in the wider gap, indicating a better 
cuttings transport. These are shown in Fig. 5a, b, respectively.

Fig. 4  Varying bulk fluid velocity a concentric annulus b eccentric annulus

Table 2  Simulation data for rheological properties, and operating and solver parameters

Simulation data κ = 0.7 κ = 0.8 κ = 0

Flow behavior index (n) 0.31 0.31 0.31

Consistency index, K(Pa · sn) 6.3 6.3 6.3

Yield stress, τo(Pa) 8.0 8.0 8.0

Zero shear rate viscosity, ηo(Pa · s) 1,100 1,100 1,100

Fluid density, ρ(kg/m3) 1,200 1,200 1,200

Bulk fluid velocity, Vb(m/s) 0.1–0.5 0.1–0.5 0.1–0.5

Inner pipe rotation speed, ω(rpm) 0–300 0–300 0–300

Eccentricity, (ε = 2e/(D2 − D1)) 0–0.5 0–0.5 0–0.5

Isothermal condition, (°C) 25 25 25

Flow regime Laminar Laminar Laminar

Advective scheme High resolution Same Same

Convergence criteria 1 × 10−5 1 × 10−5 1 × 10−5

Maximum iteration 300 300 300
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3.3  Effect of Inner Pipe Rotation Speed

The influence of pipe rotation speed on fluid profiles is greater at increasing   
rotation speed. The fluid profile increases near the pipe and dissipates with 
increasing distance across the annular gap. This indicates that cuttings transport is 
significantly enhanced by rotating the drill pipe (see Fig. 6a). In eccentric annulus, 
it is noticed that in the absence of pipe rotation (0 rpm), the fluid flows prefer-
entially through the wider annular gap due to the difficulty to flow in the narrow 
annular gap. However, as the pipe rotation speed increases, the gelled fluid in the 
narrow annular gap is removed, an indication of better cuttings transport in the 
narrow annular gap (see Fig. 6b).

Fig. 5  Varying diameter ratios a concentric annulus b eccentric annulus

Fig. 6  Varying pipe rotation speed a concentric annulus b eccentric annulus
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3.4  Velocity Contours

Figure 7 shows velocity contours in concentric and eccentric annuli varying from 
0 to 300 rpm for constant diameter ratio of 0.70 and flowing at 0.1 m/s. The effects 
of eccentricity and inner pipe rotation are seen to play important roles in the flow 
distributions in the annular gaps.

4  Conclusions

The following could be inferred from the above study:

1. Increasing bulk fluid velocity results in an increase in fluid velocity profiles in 
both concentric and eccentric annuli.

2. In concentric annulus of varying diameter ratios, the velocity profiles have 
similar magnitudes. On the contrary, in eccentric annulus, as diameter ratio 
increases, fluid velocity profile increases in the wider gap, indicating a better 
cuttings transport.

3. The influence of increasing inner pipe rotation speed shows significant 
improvement in the fluid velocity in both concentric and eccentric annuli.

Acknowledgments The authors are very grateful to the Universiti Teknologi PETRONAS in 
Malaysia for sponsoring this article for publication.
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Fig. 7  Velocity contours in concentric and eccentric annuli



217Flow Profile Distribution in Narrow …

References

 1. W.H., Herschel and R. Bulkley, “Konsistenzmessungen Von Gummi-Benzollosungen,” Kolloid Z.  
39 (1926) 29-300

 2. V.C., Kelessidis, R. Maglione, C. Tsamantaki and Y. Aspirtakis, “Optimal Determination of 
Rheological Parameters of Herschel-Bulkley Drilling Fluids and Impact on Pressure Drop, 
Velocity Profiles and Penetration Rates During Drilling,” J. Petrol. Sci. Eng. 53, (2006) 
203-224.

 3. R., Ahmed and S. Miska, “Experimental Study and Modeling of Yield Power-Law Fluid in 
Annuli With Drillpipe Rotation,” Paper IADC/SPE2604 presented at the IADC/SPE Drilling 
Conference held in Orlando, Florida, U.S.A, 4-6 March (2008).

 4. R.B., Bird, O. Hassager and R.C. Armstrong, “Dynamics of Polymeric Liquids,” Vol. 1: Fluid 
Mechanics, 2nd Edition, Wiley, New York (1987).

 5. E., Mitsoulis, S.S. Abdali and N.C. Markatos, “Flow Simulation of Herschel-Bulkley Fluids 
Through Extrusion Dies,” Can. J. Chem. Eng., 71 (1993) 147-160.

 6. T.C., Papanastasiou, “Flow of Materials with Yield,” J. Rheol., 31 (1987) 385.
 7. H., Zhu, Y.D. Kim and D. De Kee, “Non-Newtonian Fluid with a Yield Stress,” J. Non-Newtonian 

Fluid Mech., 129 (2005) 177-181.
 8. P.R., Souza Mendes and S.S.E. Dutra, “A Viscosity Function for Viscoplastic Liquids,” 

Annual Trans. of the Nordic Rheol. Soc., 12 (2004)
 9. ANSYS CFX Release 14.0–“Solver Modelling Guide,” ANSYS, Inc., USA (2011)
 10. C., Nouar, C., Desaubry and H. Zenaidi, “Numerical and Experimental Investigation of 

Thermal Convection for Thermodependent Herschel-Bulkley Fluid in an Annular Duct with 
Rotating Inner Cylinder,” Eur. J. Mech., (1998) B 17:875-90



Part IV
Reservoir Monitoring and Management 

and Risk Assessment



221

Quantification of Clay Mineral  
and Log Response Toward Reservoir  
Rock Properties

Nur Asyraf Md Akhir, Gamal Ragab Gaafar and Ismail Mohd Saaid

© Springer Science+Business Media Singapore 2015 
M. Awang et al. (eds.), ICIPEG 2014, DOI 10.1007/978-981-287-368-2_20

Abstract Clay minerals are fine grained which compose of complex aluminum 
silicate with definite crystalline structure. They are divided into four major impor-
tant groups which are kaolinite, illite, montmorillonite (smectite), and chlorite. 
The effect of clay minerals on formation evaluation and reservoir performance 
depends on its morphology, cation exchange capacity, and swelling properties. 
The occurrence of clay minerals leads to inaccurate values of porosity, water 
saturation, and permeability. In addition, the impacts of clay minerals during 
drilling, water injection, and acid stimulation are investigated as it leads to for-
mation damage near wellbore or deep into formation. The current study aims at 
investigating the effect of clay minerals on log response and reservoir character-
istics and to compare its impact on reservoir performance against reported works. 
Methodology used in the present research involves log interpretation, clay min-
eral characterization and to analyze the effect of clay on water relative permea-
bility, water saturation, and capillary pressure curve. Results were discussed and 
benchmarked against selected literatures. Based on the effects of clay minerals, 
there are reduction in water relative permeability due to fine migration and swell-
ing of clays. In addition, it was found that accurate value of water saturation can 
be obtained by using Waxman–Smits model. Moreover, it is shown that capillary 
pressure curve is reflected by the heterogeneity and bimodality of the reservoir. 
In this project, it is shown that the effect of clay minerals on reservoir can lead to 
the inaccuracy of determining reservoir characterization and its effect on reservoir 
productivity.
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1  Introduction

Clay minerals are known as phyllosilicates due to its plasticity property. They  
have a very high surface area and fine-grained structure. Clay minerals can be 
classified into allogenic (detrital) and authigenic clays based on its occurrence  
during deposition [1]. In addition, clay minerals can be distinguished into three 
modes of distribution which are laminar, structural, and dispersed. Laminar and 
structural clay distribution are affecting the overall average effective porosity of 
the formation, meanwhile dispersed clay distribution can reduce permeability and 
porosity of the formation. The mode of occurrence of dispersed clay mineral can 
be subdivided into discrete, lining, and bridging. Based on the study on porosity 
and permeability relationship for dispersed clay mineral, pore bridging gives the 
lowest permeability and porosity relationship compared to discrete clay distribu-
tion and pore-lining [2].

The main properties of clay minerals are its cation exchange capacity (CEC) 
and swelling properties. The presence of clay minerals in the formation will leave 
negative charge on clay surface. This negative charge tends to balance the charge 
with positively charge cations in soil such as magnesium and potassium [3]. 
Meanwhile, swelling of clays happen when the exchangeable cations are hydrated 
and water molecules enter the space between clay structural layers and expands 
the volume of clay. There are several effects of clay minerals in the shaly reser-
voir which are further reduction in permeability due to migration of loose and 
fine clay minerals, water sensitivity, acid sensitivity and influence logging tool 
responses [4].

The mixing of incompatible drilling fluid with clay minerals in drilling oper-
ation leads to swell of clays hence the stuck pipe problem. In addition, mud 
viscosity can affect the dispersion and swelling of shales and decreases the diffu-
sion velocity in porous media [5]. Meanwhile, during water injection, the effect 
of clay minerals can be due to the incompatible mixing fluids and difference in 
pH between injection and formation water, and difference in salinity and shear 
by moving pore water [6, 7]. In addition, clay minerals, siderite, and ankerite can 
release iron that will precipitate in the form of ferric hydroxide gel that will block 
the pore throats when it dissolved into acid [8].

In formation evaluation and log interpretation, the existence of clay minerals in 
the formation leads to inaccurate values of porosity, water saturation, and perme-
ability. The presence of clay-bound water affects porosity and electrical properties 
of the formation by overestimating the porosity value due to significant amount of 
hydrogen and underestimating the resistivity value due to presence of excess of 
conductivity in the formation. Inaccuracy in reservoir properties leads to wrong 
interpretation of reservoir volume and hydrocarbon-in-place.
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2  Methodology

Research methodology is divided into log interpretation, clay mineral character-
ization and to analyze the effect of clay mineral on water relative permeability, 
water saturation, and capillary pressure curves. In log interpretation, the volumes 
of shale are calculated and the types of clay minerals are identified. Next, the char-
acteristics of clay mineral samples taken from Balingian Sub-basin, Mukah, and 
Sarawak have been identified by using thin section, polarize microscope, and field-
emission scanning electron microscope/energy dispersive X-Ray (FESEM/EDX). 
Some of the field data such as scanning electron microscope (SEM) data for clay 
minerals characterization and the data on water relative permeability, water satu-
ration, capillary pressure, logs response, and formation damage are used for the 
investigation of the effects of clay minerals [9].

2.1  Log Interpretation

The volume of shale is calculated based on gamma ray, density, neutron, and 
resistivity logs’ reading taken from the case study done on the shaly reservoir in 
Palouge-Fal Oilfield, Sudan [10].

•	 Gamma Ray Log
 The volume of shale is calculated by using the following equation [10]:

where, GRlog = gamma ray log reading (zone of interest), GRmin = minimum 
value of gamma ray log, GRmax = maximum value of gamma ray log. Next, 
the types of clay minerals are identified using the plot of thorium (ppm) versus 
potassium (%)—these data are taken from spectral gamma ray reading. Then, 
this plot will be compared with thorium versus potassium cross-plot.

•	 Neutron–Density Log
 The volume of shale is determined based on the equation below [11]:

where, ∅N  = neutron porosity in the sand, ∅D = density porosity in the sand, 
∅NSH = neutron porosity in adjacent shale, ∅N = density porosity in adjacent 
shale.

•	 Resistivity Log
 The calculation of volume of clay minerals is based on the following equation 

[11]:

(1)Vsh = (GRlog − GRmin)/(GRmax−GRmin)

(2)Vsh = (∅N−∅D)/(∅NSH−∅DSH)

(3)Vsh =

[

log (RESD)−log (RESD_CLN)
]

[

log (RESD_SHL)−log (RESD_CLN)
]
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where, RESD = resistivity log reading from zone of interest, RESD_CLN = resis-
tivity log reading from clean sand, RESD_SHL = resistivity log reading from 
shale.

2.2  Clay Minerals Characterization

Clay mineral characterizations are analyzed by using thin section, polarized 
microscope, SEM, and FESEM/EDX. The purposes of thin section analysis are to 
study of texture, sorting, and porosity of clay minerals. Then, the thin section is 
analyzed underpolarized microscope in order to detect the amorphous substance 
and distinguish crystalline structure in the samples. In addition, SEM is used to 
analyze the morphology, structure, and crystal size of the clay minerals. Next, 
FESEM/EDX is used in determining the surface structure and chemical elemental 
analysis of the clay minerals.

2.3  Effect of Clay Minerals

In this part, the effect of clay minerals on water relative permeability, water satura-
tion, capillary pressure curve, log responses, and formation damage is analyzed 
based on the field data [9]. The purposes of these analyses are to examine the 
effects of clay minerals toward these parameters and how to identify its impact and 
to eliminate the problem associated with the clay minerals.

3  Results and Discussion

3.1  Log Interpretation

Natural gamma ray reading shows overestimate value of gamma ray, hence the 
volume of shale. It is because natural gamma ray can only measure the total radio-
active in the formation regardless the sources of radioactive. The volume of shale 
calculated is 0.75. The reading from spectral gamma ray gives lower gamma ray 
compared to natural gamma ray. The plot of thorium versus potassium reading 
shows that the formation is mainly consists of mixed layer clay, followed by glau-
conite and potassium feldspar. Meanwhile, the volumes of shale calculated from 
neutron–density and resistivity logs are 0.45 and 0.50, respectively. The lower 
gamma ray volumes show that the use of combination logging tools and resistivity 
logs can give better indication of volumes of shale. However, with the presence of 
clay minerals in the formation, these tools will give inaccurate values of porosity 
and water saturation.
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3.2  Scanning Electron Microscope (SEM) Analysis

Figure 1a shows pseudo-hexagonal plates or booklet structure of kaolinite stack 
above each other. Next is illite group of clay minerals as shown in Fig. 1b. Illite 
has fibrous structure growing and coating the grain. Furthermore, the structure of 
chlorite group is shown in Fig. 1c. Chlorite group has platelets and honeycomb 
structure, and it is coating on sandstone grains. Based on the result, the structure 
of kaolinite and chlorite can easily break and lead to the potential of fine migra-
tion. Figure 1d shows the structure of honeycomb and cornflake of smectite group. 
Smectite group has the swelling properties, and its expansion during swells can 
lead to fine migration. In addition, clay minerals can also occur as mixed layer, for 
example, mixed layer of illite–smectite as shown Fig. 1e; coating of smectite and 
bridging of illite on the rock grains.

3.3  Combination of Thin Section and Field-Emission  
Scanning Electron Microscope/Energy Dispersive  
X-Ray (FESEM/EDX)

Figure 1 shows the result from thin section and FESEM/EDX analysis for five 
different samples. Figure 2a shows microporosity of the clay minerals struc-
ture, and FESEM analysis shows dissolution of potassium feldspar and floccula-
tion of kaolinite clays; its plates are arranged in edge-to-face toward each other. 
This indicates the separation of the charges at surface and edge of clay particles. 
Meanwhile, Fig. 2b shows lamination of shale and sand formation. Clay minerals’ 
thin beds show microporosity distribution, while sandstone laminations show big-
ger porosity with interconnected pore space. The FESEM image for this sample 
shows flocculation of kaolinite. Figure 2c shows sandstone lamination located next 
to clay minerals. The thin section shows the grain sizes are located close to each 
other. Meanwhile, FESEM image shows the platelets structure of kaolinite. This 
can be the reason of poor porosity and permeability of the sample as the kaolin-
ite leads to fine migration and block the pore space. Furthermore, Fig. 2d shows 
the invasion of clay minerals next to sandstone lamination, with the area near to 
clay minerals formation has poorer porosity. In addition, the images from thin sec-
tion and FESEM show the dissolution of chlorite clays. Finally, Fig. 2e shows the 
result from sandstone sample. The thin section shows greater grain size with good 
porosity and permeability. Meanwhile, the quartz overgrowth and precipitation of 
pyrite (cementation) are found in FESEM analysis.

The result from EDX shows atomic percentage of chemical elements in these 
samples. Based on the result, Fig. 2a–d has high percentage of aluminum, silicon, 
and oxygen. This confirms the presence of clay minerals in these samples. In addi-
tion, the traces of magnesium and iron indicate the presence of chlorite groups 
especially from the result in Fig. 2a and d. Meanwhile, traces of potassium can be 
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Fig. 1  Images of a kaolinite, 
b illite, c chlorite, d smectite 
and e mixed layer  
(illite–smectite) under SEM 
analysis [9]
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due to the occurrence of illite group and potassium feldspar mineral in the forma-
tion. Moreover, the present of carbon element is due to the traces of hydrocarbon 
in the formation as it can also be seen as a black spot in the thin section. In addi-
tion, there are also small percentages of sulfur and titanium elements, in which the 
traces of titanium indicate heavy metal component. Finally, the result from Figure 
E shows high percentage of silicon and oxygen, and this is due to the composition 
of quartz mineral in the sandstone.

Fig. 2  Images of clay minerals samples under thin section and FESEM/EDX
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3.4  Effect of Clay Minerals on Water Relative Permeability

The effect of clay minerals on water relative permeability can be due to fine migra-
tion and clay swelling. From the study, water relative permeability decreases as 
water saturation increases. The point before the reduction of water relative perme-
ability is known as the point of interstitial velocity. When the interstitial velocity is 
reached, the fine minerals will start to lose its bonding and migrate through the for-
mation until its particles are supersaturated. Then, it will strand at the pore space and 
block the pore throats hence reduce the permeability of the formation. In addition, 
the presence of clay minerals can also lead to the increase in irreducible water satu-
ration. It is due to the increase of capillary trapping by the invasion of drilling fluid 
near the wellbore, as a result, the relative permeability will reduced substantially.

In addition, the effect of clays swelling on water relative permeability is more 
severe as it can reduce the pore volume and permeability. High absorption of 
water by clay minerals lead to smaller mobility ratio of water adjacent to mineral 
surface, therefore, reduces relative permeability of water. Furthermore, pseudo-
immobile water content separates zones of greater water relative permeability 
value from others presenting a restricted flow. Moreover, the reduction in water 
relative permeability drops substantially at maximum water saturation because of 
the reduction of residual oil saturation due to the effects of viscosity reduction.

3.5  Effect of Clay Minerals on Water Saturation

In this study, the effect of clay minerals on water saturation is investigated by 
using three different approaches: Archie equation (clean sand), laboratory data, 
and Waxman–Smits. The basic calculations for water saturation are based on dif-
ferent value of constant value (a), cementation factor (m), and saturation exponent 
(n). Based on the results, the values of water saturation calculated using Archie 
equation are higher compared to other methods. Even the result from laboratory 
data also gives overestimate values of water saturation. It is because the values are 
not corrected to the effect of excess water conductivity due to clay-bound water. 
Moreover, the calculation of water saturation using Waxman–Smits method is 
more accurate as it uses the corrected values of laboratory data, adjusted with CEC 
values of clay minerals. In this method, the extra conductivity is assumed to be 
independently in pore spaces of reservoir rock [12].

3.6  Effect of Clay Minerals Distribution on  
Capillary Pressure

The effects of clay minerals on capillary pressure are examined based on the dis-
tribution of clay minerals in thin section and its bimodal distribution behavior. 
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The permeability of the formation can be specified based on its distribution in the 
thin section. From the result, the good porosity is indicated by the coarser grain 
size and bigger space between the grains. Meanwhile, smaller grain size indi-
cates poor porosity, and it is deteriorated by the filling of fine particles in the void 
space. Moreover, the changes of pore geometry under the thin section indicate 
high heterogeneity of the reservoir rock. In addition, the effects of clay minerals 
can be investigated base on the relationship between capillary pressures versus 
water saturation. From the result, the graph of capillary pressure is shifted to the 
right (upward) for the poorer permeability; this will give higher irreducible water 
saturation. Higher capillary pressure is also shown in this zone as it is needed to 
invade the fluid into smaller pores. Furthermore, discontinuity of the capillary 
curve can be an indication of bimodal distribution effect, in which it is associated 
with the decrease in reservoir quality due to smaller grain size.

3.7  Effect of Clay Mineralogy on Log Response

Gamma ray log response is affected by radioactive minerals such as k-feldspar 
and pore-filling of kaolinite. The presence of k-feldspar gives overestimate value 
of gamma ray. Thus, the use of spectral log is more feasible in determining the 
volume of shale as it can break natural radioactive reading into thorium, potas-
sium, and uranium elements. Meanwhile, kaolinite will give a slightly underesti-
mated volume of shale as it has lower gamma ray response compared to other clay 
minerals, and cemented kaolinite is not detected by the gamma ray response. Next 
is the effect of resistivity log toward laminar and structural clays, and glauconite. 
In the presence of clay minerals, the net matrix of resistivity decreases and gives 
overoptimistic value on neutron porosity due to high value of hydrogen atom in 
clay-bound water. In addition, undistinguishable dispersed clay in the formation 
leads to underestimation of porosity and permeability values as it coats and fills 
intergranular space of grains. Moreover, the presence of siderite in the formation 
can also affect the log response as it has higher than normal grain density; hence, 
it will give underestimation value of total porosity.

3.8  Potential Formation Damage from Diagenetic 
Components

In this section, the type of clay minerals associated with formation damage and 
its treatments are investigated. Smectite is the most sensitive mineral due to its 
swelling properties. Hence, the use of freshwater should be avoided. As a solu-
tion, potassium chloride solutions can be used as shale-swelling inhibitors in drill-
ing fluids as potassium ion shows lower tendency to swell compared to sodium 
ion [13]. However, if the formation damage has occurred, the acid stimulation 
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(hydrochloric and hydrofluoric acids) with correct pre- and post-flushes is needed 
in order to prevent water blockage and improve flow back performance after the 
stimulation job. The second highest magnitudes of sensitive minerals are siderite, 
chlorite, and pyrite. These minerals lead to iron hydroxide precipitation with the 
presence of oxygen-rich system. Hence, oxygen scavenger is needed in order to 
lower the dissolved oxygen content in the solution. Acid system, stimulation work, 
and chelating agents can be used in order to eliminate the formation damage.

Moreover, kaolinite and illite groups can also lead to formation damage even 
though its magnitude is low. The problem is severe when high transient pressure 
and high flow rate of hydrocarbon production is used as this will lead to additional 
reason of fine migration. Hence, low transient pressure and flow rate, and clay sta-
bilizer are needed. In addition, illite group has the ability to “mush” microporosity 
in the formation with the presence of freshwater. Hence, potassium chloride solu-
tions and acid stimulation are more feasible to be used in eliminating formation 
damage.

4  Conclusion

The presence of clay minerals has a great impact on reservoir characterization 
and performance. The effects of clay minerals on logs response need to be cor-
rected using various types of models and methods in order to obtain more accurate 
value of porosity, water saturation, and permeability. Based on calculated volumes 
of shale in log interpretation, natural gamma ray log gives overestimated volume 
of shale compared to neutron–density and resistivity logs. Furthermore, based on 
the analysis of the effects of clay minerals in the reservoir, it is shown that there 
are reduction in water relative permeability due to fine migration and swelling 
of clays. In addition, more accurate value of water saturation can be obtained by 
using Waxman–Smit model. Moreover, in the analysis of capillary pressure curve, 
there is a reflection of capillary pressure curve due to heterogeneity and bimodal-
ity of the reservoir. Next by examining the potential problem of formation dam-
age, its mitigation plan and treatment have been introduced.
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Abstract Geological structures commonly exhibit anisotropic behavior which needs 
to be considered in seismic imaging not only to avoid distortions in imaging, but 
also to provide valuable information about lithology and fracture networks. Effects 
of seismic anisotropy in imaging can be studied by employing an anisotropic wave 
equation. Forward modeling of waves is a fundamental component in both migra-
tion and inversion algorithms to study the physics of wave propagation. In this study, 
we present the role of Thomsen parameters for elastic wave propagation in vertical 
transverse isotropy (VTI) using weak anisotropy approximation. Wavefield mode-
ling revealed the influence of anisotropy parameter δ in controlling anisotropic fea-
tures. Moreover, both phase velocity and group velocity are studied which can be 
employed for ray tracing.

Keywords Seismic anisotropy · Elastic wave propagation · VTI

1  Introduction

Hydrocarbon and geothermal reservoirs and overlying strata are often composed of 
anisotropic rocks. Considering anisotropy into account is necessary not only to avoid 
distortions in imaging, but also provides valuable information about lithology and 
fracture networks. To account for the effects of seismic anisotropy in imaging, an 
anisotropic wave equation must be employed. Forward modeling of waves is a fun-
damental component in both migration and inversion algorithms to study the phys-
ics of wave propagation and to test hypotheses inferred from observational data [1]. 
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Since there is no general analytic solution to the anisotropic elastic wave equation, 
various approximate approaches are employed. These are often based on physically 
motivated arguments specific to the problem under study [2, 3].

Most of the publications on seismic anisotropy present the effect of velocity 
variation with angle on the amplitudes and travel times of seismic waves [2, 4–6]. 
Backus [4], using averaging, illustrated that fine layering causes elastic anisotropy. 
Subsequently, transverse isotropy was parameterized using the “Thomsen” parame-
ters for weak elastic anisotropy. The weak anisotropy approximation is an extremely 
powerful tool in understanding the behavior of seismic wavefields in anisotropic 
media [7]. Weak anisotropy approximation provides simpler equations compared to 
strong anisotropy. These equations indicate that anisotropy parameter δ controls most 
anisotropic phenomena of importance in exploration geophysics, some of which are 
non-negligible even when the anisotropy is weak [2]. Perturbation theory is another 
technique which applied to study attributes of elastic waves propagating in weakly 
anisotropic media. The approximated formula demonstrates that all studied attributes 
rely on elements of a matrix linearly dependent on parameters of a medium [3].

Since petroleum geophysicists are particularly interested in layered sedimen-
tary rocks, the analysis of events at a planar horizontal interface between two 
media is given special attention. The principal objective of this research is to pro-
vide an approach offering a better understanding of physics of anisotropic media 
as observed through elastic waves. We present the role of Thomsen parameters for 
elastic wave propagation in vertical transverse isotropy (VTI) using weak anisot-
ropy approximation. In this study, both phase velocity and group velocity are stud-
ied which can be employed for ray tracing [8].

2  Theory

When the wave velocity propagation depends on the angle between the wave vector 
and the vertical anisotropy symmetry axis, the medium is called VTI. Since most of 
rocks have anisotropy in the weak to moderate range (anisotropy parameters < 0.2), 
one can use the approximation of weak anisotropy and applying Taylor series to 
obtain a set of equations for phase and group velocities [2]. In order to obtain the P, 
vertical shear wave (SV) and horizontal shear wave (SH) velocities which depend on 
the phase angle θ, the phase velocity for weak anisotropy VTI is given by

(1)vP(θ) = α0(1+ δsin2θ cos2 θ + ε sin4 θ)

(2)vSV(θ) = β0

[

1+
α2
0

β2
0

(ε − δ) sin2 θ cos2 θ

]
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where α0 and β0 are the vertical velocity for P and S waves, phase angle θ is the 
angle between the wavefront normal and the vertical axis, and Thomsen param-
eters ε, δ, and γ are defined by

Cij is elastic modulus tensor which characterizes the elasticity of the medium.
Group velocity, which is computed in ray direction (∅), is a key element in 

 driving anisotropy ray tracing equations. The exact scalar magnitude Vg of the 
group velocity is given in terms of the phase velocity magnitude v [9] by

Replacing (1) in (7) is given the quasi P wave group velocity in terms of its phase 
velocity for the case of weak anisotropy is as follows:

The relationship between group angle ∅ and phase angle θ for P, SV, and SH is in 
the linear approximation,

These Eqs. 1–3 and 7–11, define the group velocity, at any angle, for each wave 
type.

(3)vSH(θ) = β0(1+ γ sin2 θ)

(4)ε ≡

C11 − C33

2C33

(5)δ ≡
(C13 + C44)

2
− (C33 − C44)

2

2C33(C33 − C44)

(6)γ ≡

C66 − C44

2C44

(7)Vg = v

√

1+

(

1

V

dv

dθ

)2

(8)VP(∅) = vP(θ)

[

1+
1

2v2P

(

∂vP

∂θ

)2
]

(9)tan ∅P = tan θP

[

1+ 2δ + 4(ε − δ) sin2 θP

]

(10)tan ∅SV = tan θSV

[

1+ 2
α2
0

β2
0

(ε − δ)(1− 2 sin2 θSV)

]

(11)tan ∅SH = tan θSH(1+ 2γ )
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3  Numerical Modeling and Examples

The theory, described in the previous section, is implemented in MATLAB. To 
solve the equations, some MATLAB’s built-in functions are applied to calculate 
and plot the results. Elliptical anisotropy is given by the equality ε = δ. Figure 1 
shows the comparison of wavefields, for phase and group velocities, in a VTI 
and an isotropic medium. Since ε = δ, the wavefield for anisotropic P wave is 
elliptical; however, the S wave wavefield for both media is spherical which can 
be directly realized from (2). Also, no difference can be seen between phase and 
group velocity in this condition.

In next example, to study the effect of parameter δ, we change the parameter δ 
and keep ε and γ fixed. It can clearly be seen that parameter δ along with parame-
ter ε control the propagation of P and SV wave in VTI medium (Fig. 2). However, 
the Eq. (1) indicates that, for near-vertical P wave propagation, the δ contribution 
entirely dominates the ε contribution [2].

Fig. 1  Comparison of wave propagation in a VTI medium specified by ε = 0.15, δ = 0.15 and 
γ = 0.2 and an isotropy medium. a Phase velocity modeling and b group velocity modeling

Fig. 2  Wave propagation in a VTI medium for different δ = −0.15 and δ = 0.2 (ε = 0.15 
and γ = 0.2). a Phase velocity modeling and b group velocity modeling
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Parameter γ is another anisotropy parameter, influencing elastic wave propaga-
tion, which is studied in this step. To achieve our goal, we keep ε and δ unchanged 
in both plotting, and only parameter γ is altered. As it is illustrated in Fig. 3, there 
is no difference in wavefields of both figures and wavefields are overlapped each 
other. Hence, γ does not affect the propagation of P and SV waves, and it only cor-
responds to the conventional meaning of SH anisotropy (Eq. 3) [2]. For small value 
of γ, phase velocity and group velocity of SH almost propagate similarly, although 
increasing γ causes the distinct wavefields of SH.

4  Conclusions

I presented an elastic wave equation for VTI media with the weak anisotropy 
approximation. Solving exact elastic anisotropy equations are certainly more 
expensive in terms of computing time and memory requirement. A simplifica-
tion of the phase velocity and group velocity formula under the assumption of 

Fig. 3  Wavefield snapshots for different parameters γ = 0.1 and γ = 0.4 (ε = 0.15, δ = −0.1). 
a Phase velocity modeling of P wave and Sv wave, b group velocity modeling of P wave and Sv 
wave, and c group and phase velocity wavefields of SH wave
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weak anisotropy allows one to express clearly the propagation of wave in ani-
sotropy media. This yields a straightforward method for calculating phase and 
group velocity. Equation (1) shows that, for weakly anisotropic media, the ani-
sotropy parameter δ, for near-vertical P wave propagation, completely dominates 
the ε contribution. Because of this, δ (rather than ε) controls the anisotropic fea-
tures of most situations in exploration geophysics. Nevertheless, the parameter γ 
does not influence the P and SV wave wavefronts since it does not appear in their 
wave equations. In addition, SH wave propagation is only affected by parameter γ
. Another achievement of this study is the ability to compute P and S wave veloci-
ties as functions of the ray direction which is demanding for the implementation of 
ray tracing in anisotropic media.
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Abstract Historically, in Iran, the borehole imaging tools as the FMI/FMS are 
acquired to locate major structural features, such as faults and fractures and sed-
imentary environment interpretation, and it has more advantages to the conven-
tional methods for reservoir characterization. Petrophysicists and geologists by 
using this new method and suitable software (Geoframe) do a credible characteri-
zation in oil reservoirs. Prediction of the index permeability is a distinct advantage 
of image logging, because of the addition of orientation and dip data provided. 
Significant heterogeneity in these bitumen reservoirs is found in all dimensions, 
and predicting reservoir continuity is challenging. The textural heterogeneity cor-
responds to an extreme permeability variation that is the controlling cause in res-
ervoir production. Because of the large vertical resolution, contrast amid cores 
(actual scale), and conventional logs (averaged responses over a few meters), 
extrapolation of small-scale heterogeneity into uncured wells using a traditional 
approach is unreliable. In this well, after comparison, image log average resistivity 
recognized that formation resistivity is particularly high (dolomite) in the porous 
layer and fracture zones.
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1  Introduction

The study of the fractures in the Asmari reservoir is a serious subject up to now [1]. 
Generally, in the fractured reservoir, the fractures control the reservoir behavior [2]. 
If the fractures are open, it is the conduits to petroleum migration, so resulted to 
develop a highly production zone; with the permeability more than 10,000 mD [3, 
4]. Asmari reservoir attributes including medium to high porosity dolomite layers, 
complex lithology, presence of tar and organic-rich shale, and compartmentalization 
pose a challenge in understanding the production behavior. The presence of dissolu-
tion channels and fractures adds to this complexity. Additionally, formation hetero-
geneity is quite important, because almost carbonate formation evaluation methods 
rely on traditional resistivity and porosity logs. On the other hand, firstly, we do not 
have enough knowledge that how we get formation heterogeneity by using FMI. For 
many carbonate reservoirs, the correlation between amid hydrocarbon production 
and density-neutron logs has been inconsistent. Secondly, good production has been 
obtained from intervals where logs show low porosity, whereas zones having higher 
porosity have not produced. In old carbonate oil fields, the total production is often 
more in comparison with what we interpret by using standard porosity logs alone. 
Our study illustrates an approach to improve the reservoir characterization of the 
Asmari by quantifying small-scale heterogeneity using FMI and petrophysical logs.

2  Methodology

By using FMI logs the orientations of carbonate and shale beds in the well, as well 
as the orientations of faults and fractures in these Image logs are displayed using 
bright colors for resistive units, and lower resistivity conductive units are displayed 
using dark colors and the interpretation typically started with hand picking dips 
using sinusoid techniques on oriented images presented at 1:20 or 1:10 scale that 
the geological features are easily visualized in Borview (Geoframe). Once dips 
have been picked, it is classified into bed boundaries and fractures. The structural 
dip data are imported into the Bortex and the heterogeneity analysis of reservoirs 
from borehole images is carried out by the software used to extract heterogeneities 
and layer details from images. In conjunction with open-hole logs, the FMI images 
are used to examine the internal organization or rock fabric of the beds or reservoir 
units. In addition to formation heterogeneities, the software also computed connec-
tions for the connected-conductive heterogeneities of a formation.
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3  Result and Discussion

3.1  Geological Interpretation as Input Data  
for Heterogeneity Analysis

Bedding over the entire interpreted interval shows dip inclinations of 46° to S20W. 
In addition, the reservoir is heavily fractured in the RS-55. In the azimuth view, all 
open fractures with 430-dip inclination toward N7W. The open fractures show a 
dominant, striking trend of N83E–S83W. When studied in the bedding dip data, it 
is found that open fractures tend to strike parallel to the bedding strike. It indicates 
that open fractures are longitudinal types (Fig. 1). Almost fractures have aperture 
near 0.01 cm (1 mm). Zones 6 and 7-1 have the highest fracture aperture (Fig. 3). 
In this reservoir, porosity is mainly secondary, the distribution of porosity and 
permeability is irregular, production varies greatly, and possibly, it does not have 
common hydrocarbon content.

3.2  Heterogeneity Analysis by Using Layering from FMI

The main cause contributing to the heterogeneity of a reservoir is patchy caused by 
areas of different porosity and permeability caused by diagenetic processes or/and 
change in a litho-facies. The heterogeneity analysis of reservoirs to extract heteroge-
neities and layer details (structural dip and azimuth) from FMI and it provided five 
heterogeneity indexes. The results of heterogeneity analysis are continuous depth-
indexed channels or curves for the proportion and size of each form of formation 
heterogeneity. Such curves are averaged over any window length and output at any 
sampling rate. Average high resolution synthetic resistivity from FMI as resistivity, 
i.e., proportion of resistive and conductive heterogeneities are used as input to neural-
network program to identify different rock-types or litho-types through classification 
software. It involved more iteration that is used for extraction of formation hetero-
geneities to optimize the parameters. The results of each iteration are validated by 
visual examination of the FMI image to see if all heterogeneities are identified and 
contoured or not. The resistive heterogeneities are contoured in dark blue despite the 
large resistive events are contoured in cyan. The conductive events are classified into 
three types: large patches, connected spots, and isolated (across each image) spots. 
These are shown in different colors on the images: The patches are shown in dark 
magenta, connected spots in red, and the isolated spots in orange (Fig. 2).
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Fig. 1  FMI image showing layering and open fractures within the Asmari formation. Statistical 
plots of dips of all fractures and bedding dip attribute showing most longitudinal fractures in the 
Asmari interval
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3.3  Permeability Analysis and the Effect of Tar  
on Permeability Computation

The connections correspond to the conductive links at the matrix level between the 
conductive events. They are shown as thin yellow lines on the FMI/FMS images 
(Fig. 2). By computing the amount of additional conductivity due to such thin 
conductive routes, a connectedness coefficient (henceforth called raw FMI/FMS 
permeability indicator) is computed, which can be transformed into absolute per-
meability after comparing it with the cores over some short intervals. Since FMI 
image has absolute shallow depth investigation, then the appearance of oil over 
the image is depending on that oil is un-flushed or flushed by the mud. If the mud 
hydrostatic pressure is few to contrast with formation pressure, then we assume 
to see oil smearing over the static image as white appearance because of oil is 
more resistive surrounding rock matrix (unflushed oil) and vice versa. A compari-
son within tradition and new processing through image log, this borehole is extra-
heavy oil, so the oil signal is located at the early times or components, first we 
observe the gamma functions to identify new areas of tar. In this well, after com-
parison between image log average resistivity and log resistivity, we identify that 
formation resistivity is particularly high (dolomite) in the porous layer and frac-
ture zones. Generally, if image log resistivity curve is reading greater than the log 
resistivity curves, this is an indication of the enhanced oil fluid invasion resulting 
from fractures, borehole breakouts and associated borehole wall damage, or heavy 
oil in the porous layers (Tar). There are zones with relatively moderate to high raw 
permeability index (>5), i.e., zones 4, 5, 6, 7-1, and 7-2 (Figs. 3 and 4).

Fig. 2  Heterogeneity analysis from FMI
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8

Zero Permeability (Heavy Oil)

Zero FMI permeability(Heavy Oil) in

high resistivity zones

Fig. 4  Composite plot of orthogonal calipers (C1 and C2), GR, FMI static normalized images, 
open fracture density, aperture, porosity, resistivity curves, PHIT, TNPH curves, lithology, FMI and 
log porosity, and FMI raw permeability indicator across Asmari formation (header details in Fig. 3)

Fig. 3  Header detail for Fig. 4
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4  Conclusion

FMI images provided critical information if the rock structure and sedimentary 
features are significant determinants of formation productivity. Fractures related 
to the Rag e Safid fault which corresponds to permeability enhancement, because 
those are widely open, and their cementation is partial, but in this well, tar reduced 
the permeability of fractures. Subsequently, this study helped to understand the 
reservoir structure, identify and evaluate fractures, visualize the rock texture, and 
optimize coring and saving project drilling costs and at the same time allowing 
more wells to be drilled in the field.
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Abstract The existence of shallow gas accumulation disrupts the propagation 
of seismic wave from source to receivers, thus creating un-illuminated reflec-
tor image. In the previous years, several methods have been studied and applied 
in order to improve the subsurface data by restoring true reflectivity, with certain 
degree of success. Two ways of seismic enhancement can be carried out: either by 
applying complex migration algorithm or by reacquisition of survey area to bypass 
the shallow anomaly. However, both methods require plenty of time and effort 
before illumination analysis can be done. With this constraint in mind, geoscientists 
had developed two techniques for illumination studies: wave extrapolation using 
focal beam and counting reflected rays at the target subsurface. Since both meth-
ods are producing different results and might lead to wrong analysis, a new hybrid 
method was needed and consequently developed by integrating both techniques 
and producing new illumination measurement called illumination factor analysis. 
The hybrid technique then was applied to one of the shallow gas fields in offshore 
Malaysia. From the result obtained, it should help proposing new survey design by 
focusing to place source and receiver positions at the high illuminating zone.

Keywords Illumination analysis · Shallow gas clouds · Focal beam · Ray tracing

1  Introduction

Near-surface anomaly such as shallow gas cloud and salt diapir always produces 
blur image underneath its anomaly. Although both geological features exert con-
trasting influence toward wave propagation phenomena, the presence of both gas 
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clouds, as shown in Fig. 1, and salt domes causes severe distortion of wave propa-
gation path due to abrupt change in velocity value.

In shallow gas cloud area as shown in Fig. 1, due to slower velocity of its com-
position compared to their surroundings as demonstrated in Fig. 2, wave tends to 
travel toward the center of the gas zone. However, in the salt dome zone, the faster 
velocity causes the wave to avoid the normal ray path. As a consequence, both 
phenomena produce poor data quality particularly at the edge of the anomaly as 
insufficient data unable to recover once the signals are detected at the receiver.

Fig. 1  A subsurface 
seismic section of shallow 
gas cloud field located in 
offshore Malaysia. The low 
illumination zone (indicated 
in white circle) was formed 
due to gas accumulation at 
shallow layer

Fig. 2  The corresponding 
velocity model of seismic 
data shown in Fig. 1. The 
pull-down effect can be seen 
between inline 500–700 
(circled in blue), and it 
indicates slower velocity of 
shallow gas anomaly
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To enhance this poor-quality image, there are two ways to restore true subsur-
face data. First is by reacquisition of the survey area, using better configuration and 
finer and longer receiver cables, with the aim to bypass the anomaly zone, espe-
cially in gas/salt zone. If the reacquisition was conducted in shallow gas area, the 
most suitable configuration is by using ocean bottom cable [1] with four-compo-
nent devices to record converted shear waves that unaffected by slower gas zones. 
Another option for improving seismic image underneath anomaly is by applying 
state-of-the-art technologies such as Q-migration, reverse-time migration [2], and 
downward continuation migration [3].

However, there is a shortcoming in determining poor illumination in subsurface 
seismic data. According to seismic value chain [4], the earth’s depth section can 
be obtained after proper acquisition, following suitable processing and migration 
techniques before an illumination analysis can be carried out. To overcome this 
drawback, a method called focal beam analysis was developed [5–9], which allows 
us to perform a quick illumination analysis once a velocity model of the subsur-
face has been known. Another popular method commonly used for illumination 
analysis is hit count in ray tracing method [10].

Although both focal beam and ray tracing techniques are relatively known for 
developing an optimized survey design [11], each of these techniques has their 
own strength and weaknesses. For example, focal beam analysis will only give 
information for specific target point (also known as local method); hence, illumi-
nation analysis of the other location surrounding the target is relatively unknown. 
On the other hand, ray tracing method is solely based on the number of ray hits 
on the reflector. Disadvantage of this method is the inability of rays to incorporate 
true amplitude information during illumination analysis. With these constraints 
in mind, this study proposes a hybrid method of combining both ray tracing and 
wave propagation, thus creating a new function of analysis, called illumination 
factor analysis.

2  Methodology

In order to incorporate both techniques into one analysis, an integrated workflow 
containing both illumination techniques is required. Before the analysis begins, a 
comprehensive velocity model will be built using the field velocity information 
obtained from previous seismic data processing sequences. Starting at the reflector 
depth of interest, a wave is sent toward the surface level where source and receiver 
are placed according to full 3D acquisition design. The up-going wave then con-
volved with source and receiver positions before being propagated back toward the 
target reflector.

Once the focal beam process is finished, ray tracing analysis was carried out by 
using the same acquisition setup as in focal beam. For multiple source positions 
on the surface, a fan of rays will be shot toward target depth reflector. However, 
all the rays will travel through the layers and anomalies and will only get reflected 
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back toward surface once it reaches the depth target and obeys certain rules. The 
reflected rays detected back at the surface level are the only rays that will be used 
for ray hit count.

Using both numerical solutions obtained from separate methods, we use a 
mathematical manipulation to calculate the illumination factor. The outcome from 
this factor will be used as a basis for new illumination analysis. The summary of 
methodologies used for this work is simplified in Fig. 3.

3  Wave Extrapolation Using Focal Beam

As explained in the previous section, focal beam analysis propagates a unit wave 
upward from target reflector until the signals reach the surface level. The wave is 
in the form of monochrome frequency (single frequency) and contains information 
from a single point, thus creating a local illumination analysis. To expand the con-
cept to the whole reflector, a continuous simulation was run for the whole inline of 
a single crossline within the depth reflector. Once the signal reaches the surface, 

Fig. 3  Summary of the workflow used in developing integrated illumination analysis for shallow 
gas cloud area
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two separate downward signals were sent downward (source and receiver beams) 
as the result of surface and up-going wave multiplication (Fig. 4, [7]).

On the target subsurface, the focal beam analysis can be carried in two ways: spa-
tial domain and radon domain. As our objective is to get the true subsurface ampli-
tude analysis from this focal beam method, only spatial domain analysis was carried 
out which resulting in the resolution function. From Fig. 6a, the resolution function 
from focal beam analysis indicated that reflector within the depth of 6,500 ms zone, 
produce uniform amplitude distribution throughout the layer, indicating the shallow 
gas anomaly did not affect the seismic wave travelled past through.

4  Ray Trace Interpolation

Looking into different aspects of illumination, ray interpolation through a com-
plex model may or may not follow with the wave extrapolation analysis. For bet-
ter understanding of our subsurface, multiple ray fans were interpolated toward 
reflector and reflected back and a number of rays detected at receiver location 
were recorded and analyzed. As shown in Fig. 5a, more rays will be reflected if the 
source was located directly above the anomaly or source place further away from 
such anomalies. However, if a source was place at the edge of the gas anomaly, 
as demonstrated in Fig. 5b, there will be fewer ray signals that are able to pass 
through the gas zones and reflected to surface level.

Combining all the rays hit for each location within the reflector depth, a hit 
count map was produced as in Fig. 6b. Clearly, from this map, most of the rays 
will be reflected at the area directly beneath the gas zones (i.e., at coordinate [600 
1,000]). The number of rays reflected in this region reaches maximum of 25 hits 
before decreasing toward the edge of gas zone.

Fig. 4  The figures illustrate the focal beam using wave extrapolation from source at the surface 
to target reflector (a) and receiver at the surface to target reflector (b)
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5  Illumination Factor

From Fig. 6a and b results, it is easier to understand why a comprehensive study of 
integrated rays and wave analysis is needed. Although the focal beam result indi-
cates uniform amplitude distribution at reflector 6,500 ms depth, ray tracing interpo-
lation method indicates only area directly underneath the shallow gas zone is having 

Fig. 5  Ray interpolation from two positions: a [600, 1,000, 0] and b [500, 1,000, 0]. More rays 
detected and reflected at a location which is approximately above the gas zone. b Position is 
located at the edge of the gas area which pushed away most of the rays passing through

Fig. 6  Result from focal beam method as shown in a indicated that uniform amplitude distribu-
tion was achieved throughout the reflector, albeit with lower amplitude value. However, in ray 
tracing method b, the number of hit counts is scattered with higher rays detected at the middle of 
the reflector. By integrating both methods, the illumination factor produced in c gives better indi-
cation of illumination distribution of target subsurface
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greater illumination. These results are not contradicting, but more complementing 
each other, albeit it may be misleading and difficult for survey design justification.

By incorporating these two techniques using a mathematical formulation, an 
illumination analysis was obtained as shown in Fig. 6c. Normalizing the scale from 
0 to 1, illumination of target subsurface reflectors can be explained within a single 
analysis. From the result, it is safe to say that the zone stretching from 400 to 700 m 
is experiencing a better illumination, provided the full 3D source and receiver setup 
was used throughout the simulation. Further outside this zone, a moderate illumina-
tion quality is achievable and it continues until 50 m before the survey ends.

6  Conclusion

The new method used in this research significantly improves our understanding 
in discovering the subsurface seismic quality compared to previous stand-alone 
methods of ray tracing or focal beam. With the same computing power and cost, 
the revised methodology will increase the efficiency of the illumination analysis. 
From the analyses conducted, hybrid illumination analysis enables higher confi-
dence level during a survey design validation before a new acquisition took place 
in this area. The separate outcomes from wave and ray illumination techniques 
also confirmed that individual analysis of ray tracing and focal beam might yield 
different conclusions compared to real seismic data evaluations.
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Abstract AVO technique is already widely used in petroleum exploration and 
proved itself in many cases. There are a few AVO attributes presented based on 
Shuey’s approximation. This paper is attempted to present a new AVO attribute, J, 
for fluid detection which is different with existed ones. The J attribute is focused 
on Poisson reflectivity instead of the difference between Vp and Vs. We compared 
the performances of J and one of the existed fluid factors in models, well logs, and 
seismic. From the result, J attribute provides a new way to detect gas reservoir and 
has better performance than existed fluid factor in some cases.

Keywords New fluid factor · AVO

1  Theory

Amplitude varies with offset (AVO) is an important tool for quantity interpretation as 
it can predict lithology from seismic. The reflection coefficient for plane elastic waves 
as a function of reflection angle at a single interface is described by the Zoeppritz 
equations in 1919. Shuey made further approximation which could be written as
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When we have angle stack seismic, Eq. 1 could be written as
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solvable as stack angles are known.
If Vp/Vs is a constant in all layers, then

Thus, we can assume a Vp/Vs value, called ν. Then, I present an attribute named J:

where

J is supposed to be sensitive to fluid as Vp/Vs changes. When both Vp/Vs we 
assumed and real one are equal to two, J equals to (R + G)/2 exactly. The attribute 
J will show peaks (troughs) corresponding to the bottom (top) of the layer which 
has a lower Vp/Vs. And it could be regarded as gas reservoir.

2  Model

In order to verify this attribute, 25 sets of brine sands, gas sands, and shales are 
used which are shown in Table 1. As Fig. 1 shows, brine interfaces (blue) have dif-
ferent slope between gas interfaces (red) in this cross-plot. The specific value of 
the slope depends on the ν we assumed and real Vp/Vs. Theoretically, when slope 
equals to one, ν can be thought equal to real Vp/Vs.

In most models of 25, gas and brine can be separated clearly by cross-plot 
of Jp versus Js. We analyze sand top interfaces for each model (Fig. 2a). We can 
find that gas sand has less J in most models except models 8, 12, and 17. From 
their petrophysical parameter, VpVs differences between gas sand and brine sand 
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are very tiny; even brine sand has a smaller VpVs than gas sand (model 17). That 
causes J of brine and gas are close in model 8 and 12, and J of brine is smaller 
in model 17. When above and below surrounding layers have same petrophysical 
parameters, these values will be reversed in the base of sand.

There is an existing attribute for detecting fluid which is called fluid factor [2] or 
ΔF. ΔF is defined as the difference between observed �Vp

Vp
 and predicted �Vp

Vp
 from �Vs

Vs
.

where 1.16 is a local background trend we obtain from Mudrock line 
(Relationships between compressional-wave and shear-wave velocities in clastic 
silicate rocks, [3]) and ν is a predicted background Vp/Vs.

�F =

�Vp

Vp

− 1.16
�Vs

Vs

/v

Table 1  P-wave and S-wave velocities and densities for 25 sets of brine sands, gas sands, and 
shales [1]

Model Brine sand Shale Gas sand

α 
(km/s)

β 
(km/s)

ρ (g/
cm3)

α 
(km/s)

β 
(km/s)

ρ (g/
cm3)

α 
(km/s)

β 
(km/s)

ρ (g/
cm3)

1 3.28 1.68 2.19 3.27 1.65 2.20 3.04 1.74 2.05

2 4.06 2.03 2.40 4.69 2.61 2.49 3.70 2.06 2.26

3 3.85 2.24 2.24 2.77 1.52 2.29 3.08 2.34 2.14

4 4.06 2.34 2.30 4.06 2.18 2.58 3.62 2.58 2.30

5 3.21 1.79 2.22 3.05 1.69 2.34 2.91 1.85 2.01

6 4.55 2.61 2.44 3.21 1.60 2.39 3.96 2.80 2.41

7 3.05 1.56 2.40 2.77 1.27 2.45 2.69 1.59 2.25

8 3.42 1.78 2.53 2.77 1.45 2.67 3.39 1.79 2.50

9 2.52 0.90 2.11 2.31 0.85 2.18 1.58 0.94 1.94

10 3.44 1.94 2.52 2.75 1.26 2.43 3.19 1.98 2.45

11 3.55 1.54 2.38 3.51 1.85 2.46 3.47 1.75 2.21

12 5.03 3.32 2.61 3.60 1.85 2.63 4.91 3.30 2.59

13 2.07 0.81 2.10 1.94 0.77 2.10 1.54 0.98 2.05

14 2.69 1.38 2.13 2.67 1.13 2.29 2.07 1.29 2.02

15 2.19 1.21 2.15 2.10 1.03 2.10 1.68 1.15 2.10

16 2.52 1.20 2.24 2.59 1.39 2.30 1.86 1.16 2.09

17 3.81 2.30 2.25 3.81 2.26 2.40 3.45 2.02 2.10

18 2.66 1.25 2.23 2.38 0.94 2.27 2.25 1.30 2.06

19 2.84 1.47 2.08 2.74 1.39 2.06 2.84 1.76 2.08

20 2.13 0.67 1.90 1.83 0.40 2.02 1.44 0.53 1.53

21 3.05 1.46 2.30 3.35 1.72 2.36 2.18 1.37 2.19

22 3.46 1.85 2.26 2.31 0.94 1.90 3.04 1.92 2.09

23 2.11 0.93 2.11 2.10 0.64 2.14 1.42 0.97 1.97

24 3.21 1.85 2.17 2.87 1.30 2.27 2.93 1.79 1.96

25 4.35 2.34 2.40 2.77 1.52 2.30 4.05 2.38 2.32
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The constant term in fluid factor is based on Mudrock line [3], which refers to 
Vp = 1.16 Vs + 1.36 (where 1.36 could have local values). This formula is con-
sidered as a trend in brine-saturated sandstones. When gas exists in sand, ΔF will 
show an anomaly compared with brine.

We obtain the ν term in fluid factor, which is a replacement of C. Mathematically; 
ν is an approximation of Vp/Vs.

For comparison, the response of ΔF which ν is set to two for same model sets 
is given in Fig. 2b. It shows FF has similar responding to gas and brine in models 
4, 6, 8, 10, 11, 12, 22, and 25. A reverse result existed in model 19, in which brine 
shows a lower value than brine. In addition, gas has lower value than brine.

Figure 2c compared the ability of distinguishing type of fluid in J and fluid fac-
tor. As a kind of seismic attribute, we hope it can work on both top and bottom 
interfaces, which means the absolute value for gas and brine is supposed to be dif-
ferent. Otherwise, we will be confused by top of gas or base of brine. So we use 
residual of absolute value in Fig. 2c to eliminate this potential confusion. J and 
fluid factor behavior could be close in models 9, 13, 20, and 23, where both J and 
FF have good result. It shows clearly residuals of J show large negative values in 
model 3 and 6 whereas residual of FF is close to zero.

From the result of the comparison, we found the new attribute J has a better 
performance than FF in some models. When analyzing models, we can see when 
the difference of VpVs contrast has a larger value and J performs better, such as 

�Vs

Vs

=

(VP2 − VP1)/1.16

VP2 + VP1/1.16+ 2C/1.16

Fig. 1  Cross-plot: Jp versus Js of 25 models. Blue is brine–shale interface (or shale–brine), and 
red is gas–shale interface (or shale–gas)
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models 3,6,9,13,20, and 23. In other words, J and Poisson reflectivity are highly 
correlated, as shown in Fig. 3.

In addition to these three models, there are some models; J can be separated 
from the oil and gas, but the difference is not great. As a kind of seismic attrib-
ute, it is hard to regard J as indicator of lithology or fluid. Figure 3 shows the 

Fig. 2  a Top sand responding on J; b top sand responding on fluid factor; c residual between 
brine and gas in J and fluid factor, in which residual is the difference of absolute value between 
gas and top

Fig. 3  Cross-plot: Poisson 
reflectivity versus J
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relationship between J and Poisson reflectivity where strong correlation exists. 
When J is less than −0.2 or Poisson reflectivity is greater than 0.1, gas and brine 
are separated very well, and J can be used to detect fluid in these cases.

In these model sets, we plot Vp contrasts and Vs contrasts as ΔF is focused on them 
in Fig. 4. Both top and bottom interfaces are plotted in the figure. We obtain that Vp 
and Vs contrasts have a same background trend line except about ten models. From this 
figure, it is difficult to distinguish gas from brine sand by Vp contrast and Vs contrast.

3  DATA

3.1  Well

As validation, well data will be applied, in which log contains Vp, Vs, and density. 
Jp and Js are derived from these logs and are cross-plotted (Fig. 5).

The trend line is clearly shown in figure. Background VpVs could be estimated 
from the gradient of trend line. Besides this, there are abnormal points plotted 
outside the trend line. According to above theory, these points can be considered 
abnormal reaction from gas sand. The well section of two wells is given in Fig. 6.

Combined with the existing data; we know that there are three main gas res-
ervoirs which are 1,250, 1,435, and 1,448 m in Well-1. Brine sand is not always 
clear; it depends on surrounding layer. Generally, “box” shape logs will be more 
sensitive on J attribute as lithology changes rapidly and clearly. In Well-1 case, we 
see J attribute has a good response with gas sand and coal bed, and ΔF shows a 
very close result with J.

In Well-2 case, the only two reservoirs are at 1910 and 2085 m depth. For res-
ervoir in 1910 m, ΔF and J both work well. But for the reservoir in 2085 m depth, 

Fig. 4  Cross-plot: Vp contrast versus Vs contrast
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ΔF behavior is like brine sand, but J shows a very high value. It proved J performs 
better in some cases though in most situations their results are similar.

3.2  Seismic

Figure 7 is a comparison between J and ΔF seismic section cross-Well-1 in 3D 
seismic data (left is J, and right is ΔF). Structure is simple in this area, in which 
fault is not developed. The main gas reservoirs distribute in 1220, 1350, 1390, and 
1550 ms in time domain. From this figure, we can see J anomalies spread at 1220, 
1400, 1480, and 1580 ms. They cover most of the reservoirs except the one at 
1350 ms and have response to the coal bed at 1480 ms.

As an indicator attribute for fluid, we will compare J with the fluid factors (ΔF) 
mentioned above, and ΔF (background ν is set equal to two) shows higher value 
at 1220, 1380, and 1480 ms which are gas, sand, and coal. We can see ΔF works 

Fig. 5  Cross-plot on Well-1: Jp versus Js
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better in reservoir at 1350 ms and J performs better at 1380 ms. Different fluid fac-
tor result is based on the situation of lithology.

Fig. 6  Well section with J and FF
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4  Conclusion

1. In this paper, we presented a new fluid factor which is based on Shuey’s 
approximation for improving the ability of detecting fluid type. As the results 
from comparison in modeling and real data, new fluid factor has better perfor-
mance in some cases. It provides a new method for the prediction of gas reser-
voirs, especially as gas reservoir has a larger Poisson reflectivity.

2. However, we need to pay attention that coal beds also show strong reflection 
on J as they have larger VpVs ratio. Some of anomaliescome from gas sand, 
and some come from coal bed. Furthermore, the impact of the coal cannot be 
theoretically eliminated. It usually shows larger values than gas sand because 
of its petrophysical parameter. This makes the results confusing. To remove this 
effect, we need to use other techniques, such as AVO classification or spectral 
decomposition.
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Abstract More than 50 % of the surface of Kinta Valley is covered by alluvium 
overlying Paleozoic sequences and Late Triassic granitic intrusions. The allu-
vium of the valley is thin (mostly less than 30 m thick). Limestone and shale are 
the dominant lithologies cropping out in the valley, and they have been severely 
deformed. Unfortunately, these rocks are restricted to small areas of the valley 
and they are highly weathered, thus making the correlations between outcrops 
and structural interpretation commonly speculative. In this paper, we make use 
of drainage pattern anomalies of rivers, streams, and dry thalwegs that commonly 
reflect subsurface structures or variation of thickness of sediments and may help 
regional interpretation. Two main anomaly sets have been identified; NE–SW and 
N–S. These anomalies might reflect slight or large normal faults, and they formed 
sigmoid-shaped structure after interpolation. Three hypotheses are proposed to 
illustrate the extensional process in terms of reactivation of faults, transtension, 
and shear partitioning. Shear partitioning is most likely to occur by distributing 
the oblique extensional stress into normal faults and strike-slip faults. The valley 
is shallower and narrower to the north, suggesting more intense shortening than in 
the southern part. Both shortening by thrust faults and subsequent extension may 
be rooted in the lower ductile crust beneath the large granitic plutons.

Keywords Kinta Valley · Drainage anomalies · Deformation · Cross section
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1  Introduction

The Kinta Valley is bounded by mountain ranges to the east and west and widens 
toward the south (Fig. 1). Rivers and streams which originated from the highland 
converge into the valley (lowland) by flowing following the regional slope forming 
a dense drainage system which carries the weathered materials of the mountain 
basement rocks. This drainage system is partially influenced by structures of the 
bedrocks such as fractures and folds. Several cores and wells drilled in the val-
ley for ore exploration provide information concerning the thickness of the shal-
low sedimentary layers, which are generally less than 30 m (70 ft) thick [1]. As a 
result, the thin alluvium is likely to reflect the bedrock morphostructures caused 
by either differential compaction of sedimentary layers at the footwall and hanging 
walls of faults or to their reactivation.

In the past, deformation in Kinta Valley has been studied using multi-scale 
analysis that mainly focused on the dominant outcrops, limestone, and granite, 
whereas in fact, most of the valley is covered by alluvium. Thus, drainage anoma-
lies analysis may help to extract geological information from the bedrock under-
neath the thin alluvium where data were previously lacking, resulting in revised 
interpretations. Basing on surface geological data, satellite imagery, and drainage 
anomalies, we present a map of the hidden structures of the Kinta Valley and two 
E–W cross sections from the Kledang Range to main range in order to better illus-
trate the structural setting.

2  Geological Setting

Various lithologies have been identified in the Kinta Valley. Some authors [1] have 
grouped them into a few geological successions, which are calcareous and arena-
ceous series, granite and alluvium. In terms of structural evolution, an early exten-
sion has been identified, followed by compression and a late extension [2]. The 
early extension is represented by small brittle conjugate fractures in the Paleozoic 
platform, which formed when the carbonate sediments deposited and started hard-
ening by diagenesis during basin infilling, and fractured due to overburden. It was 
followed by a regional compressional regime, which led to the formation of con-
jugate strike-slip faults and a series of thrusts within the carbonate strata. It seems 
that the shortening propagated toward the east and increased approaching the con-
tact with the granite of the main range. It is not clear if compression also affected 
the granite [3]. However, not far from the formerly hot granite contact, the lime-
stone deformed in a ductile manner, as illustrated by localized flow structures and 
ductile pure shear. The ductile structures indicate both reverse and normal move-
ment, suggesting a late gravitational collapse of the limestone parallel to the granite 
contact. The process would be similar to “roof-pendant” formation, but with high 
temperature (HT) conditions, and suggests the concomitance of the late stage of 



269Geological Structures of the Kinta Valley …

Fig. 1  Morphology and localities of Kinta Valley. The area between granitic intrusions (green 
and  yellow) is mainly composed of alluvium (white and gray). The detailed drainage anomalies 
of Fig. 2 are shown in the red frame. Note the narrowing of the valley toward the North
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granitic intrusion and the shortening. This region became extensional again as illus-
trated by large normal faults visible on the digital elevation model (DEM) [4] and 
satellite image. We correlate the late extensional event with the Tertiary horsts and 
grabens formation of the Strait of Malacca [5], the Mergui basins of the Sumatra, 
and other onshore Tertiary basins of Peninsular Malaysia, based on their similar 
orientation and structure.

3  Methodology

Rivers tend to flow naturally in the shortest path to the shoreline following the 
regional slope [6]. It is assumed that if it behaves in different way, it forms drain-
age anomalies which result from anthropogenic activities or local geological struc-
tures, topographic anomalies, or other external factors [7].

The drainage network of the Kinta Valley has been digitized and overlain on the 
DEM. The anomalies have been selected based on criteria [7] such as:

•	 Local modifications of the drainage pattern: The drainage locally appears in 
a pattern that differs from the dominant one. We identify, for example, radial 
drainage patterns including centrifugal and centripetal [8].

•	 Wide angle of river’s convergence (the normal convergence is usually 60°), or 
divergence of the streams triggered by a subsurface topographic high.

•	 Stream directions not following the regional slope or marking a bayonet shape.

Anomalies are analyzed and interpreted in terms of potential geological struc-
tures such as bedding traces, faults, sagging zones, or underlying basement highs 
such as karst relicts or plutonic bodies. Based on structures inferred from drainage 
anomalies, and previous surficial geological information, a geological structural 
map was constructed, from which geological cross sections were constructed. The 
interpretation provides support for a discussion of the geological setting of the val-
ley in terms of geodynamics and tectonics.

4  Results and Discussions

4.1  Drainage Anomalies

Analysis of drainage anomalies focused on the middle part of the valley (allu-
vium) where outcrops and therefore geological information were lacking or poor 
(Fig. 2). Two major sets of anomalies have been identified: NE–SW and N–S.

The NE–SW anomalies have a specific orientation, which may have some local 
deviations. These anomalies have been observed in the northern (e.g., Chemor) 
and southern ends (e.g., Batu Gajah–Gopeng) of Kinta Valley. They are commonly 
a few kilometers long and regularly spaced.
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The NE–SW anomalies are found in alluvium of the northern end of the val-
ley, which includes north of Ipoh city, Tanjung Rambutan, and Chemor. They are 
totally absent in the valley flanks or granitic mountain ranges (Fig. 3). Parts of 
the major rivers such as Sg. Pari and Sg. Kinta have been included as large drain-
age anomalies. The average lengths of the anomalies (~5 km) suggest they are 
large faults. These faults are likely to result from a late deformation, because they 
crosscut other fractures. The NE–SW anomalies are also found in the southern 
part of the valley (Gopeng—Gunung Tempurung area next to the mountain range) 
(Fig. 3). Moving away from mountain range toward the Malim Nawar—Tanjung 
Tualang area in the west, the orientations of the anomalies are slightly deviated to 
ENE–WSW. Because of their curvilinear shape, these anomalies can be extended 

Fig. 2  a–c showing the steps followed in analysis and interpretation of drainage anomalies. a 
Detail map showing the drainage system and lithologies in the vicinity of Batu Gajah. b Drain-
age anomalies have been traced, together with fractures, normal faults, and strike lines of the 
beddings. c Some of the prominent the drainage anomalies have been correlated and interpreted 
as normal faults based on their curvilinear shape and their location at the edge of uplifted areas
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and connected to the N–S striking fractures to the granitic mountain range next to 
Gopeng town.

N–S anomalies are found near Sg. Kinta next to Batu Gajah and the southeast 
part of the Menglembu (Fig. 3). They are locally oriented NNW–SSE near the 
Tanjung Tualang area. They are closely spaced and localized. A normal fault near 

Fig. 3  Geological and structural map of the Kinta Valley, including the subsurface information 
deduced from the drainage anomalies
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Sg. Kinta, interpreted on DEM based on the change of the surficial texture, has an 
azimuth similar to this anomaly set.

A subsiding zone has been discovered at the intersection of the Sg. Kinta and 
Sg. Raia near Batu Gajah and labeled with a “-” symbol. The drainage disap-
pears here and may connect to a groundwater system. These anomalies are likely 
to correspond to a late extensional event. Several additional structures have been 
observed in the valley, and these may be related to the late extension. They are 
namely, spoon-shaped normal faults (e.g., eastern part of the Batu Gajah), low-
angle normal faults along granite (e.g., Simpang Pulai), and strike-slip faults (e.g., 
Lubuk Timah, Simpang Pulai). The geometry of the system encompassing these 
faults, close to a large pull-apart, suggests a component of strike-slip, which is not 
easy to see in the field. We propose three hypotheses to describe their occurrences 
(Fig. 4): (i) normal faults reactivated as strike-slip faults; (ii) a transtensional 
event consisting of faults that have both dip-slip and strike-slip components; or 
(iii) shear partitioning which distributed the oblique extensional stress into normal 
faults and strike-slip faults. Among these hypotheses, we favor shear partitioning 
as the initial extensional event because of the common existence of pure strike-slip 
and pure dip-slip faults in the valley.

4.2  Kinta Valley Cross Sections

The previous mapping using satellite imagery, DEM, and field observation has 
revealed that Kinta Valley is composed of few major lithologies (i.e., interbedded 
sandstone and mudstone, shale, limestone, and granite) with different geologi-
cal structures. In order to illustrate the regional deformation of Kinta Valley, two 
large-scale E–W cross sections across valleys have been constructed (Fig. 5). As 

Fig. 4  Models illustrating the extension events that initiated the numerous normal faults in Kinta 
Valley. Board arrow sets indicate the extensional directions
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mentioned above, Kinta Valley underwent an early extension in the Paleozoic plat-
form, a syn-intrusive compression (Early Jurassic?) and late Tertiary extension. 
The early extension occurred at outcrop scale and is not represented on the sec-
tions. Thus, the structures observed in the valley are mainly the compression and 
late extension.

Fig. 5  Two E–W geological cross sections (A–A′ and C–C′) combined with DEM across Kinta 
Valley from the Kledang Range to the main range [9]. The sections illustrate that shortening 
affected the deep structures (including the basement and the granites) via deeply rooted thrusts 
propagating toward the surface into the thick black shale and the stacking of Paleozoic limestone. 
Note the increase of shortening from the south to the north of Kinta Valley
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The compressional event occurred together with the granitic intrusion during 
Late Triassic to Early Jurassic time. All the preexisting rocks (interbedded sandstone 
and mudstone, schist and shale, limestone, and granite) were affected. The limestone 
close to the granite–limestone contact was shortened by folding. Thrust faults and 
tight folds are the main structure in this area, which contribute to the folding and 
tilting of the strata (Fig. 5). The important shortening of the limestone unit implies 
an effective decollement within the underlying lithologies, which are represented by 
over-thickened black clay. The deformation in the clay is severe at the scale of the 
outcrop but also visible for the first time on the map, in the form of a broad anticline. 
We propose that this geometry results from the shortening between the large granitic 
bodies of the Kledang Range and the main range, which in turn suggests that the 
thrust may be deep-seated and connected to the mechanical discontinuity at a few 
kilometers depth. The crustal thrust faults would ramp up to the shallow level (black 
shale) and then serve as a decollement for the Paleozoic limestone.

The granitic areas in the valley flanks are intensely fractured. As the granitic 
intrusions were cooling, they recorded the deformation as brittle fractures, which 
may have recorded the E–W compression as conjugate fractures. An extensional 
regime followed the compression, and this is evidenced by the propagation of 
normal faults reactivating existing discontinuities, e.g., fractures, thrust faults, or 
granite–limestone contacts.

5  Conclusions

Alluvium covers most of Kinta Valley and obliterates the main structures. They are 
thin (commonly less than 30 m thick) and accommodate a dense drainage system. 
Two major drainage anomaly sets, NE–SW and N–S, have been identified. Blind 
normal faults have been inferred from these anomalies and can be interpolated as 
large curvilinear structures. Three hypotheses have been proposed to illustrate the 
extensional event: (1) normal faults reactivated as strike-slip faults, (2) en echelon 
normal faults, and (3) shear partitioning dividing the extensional forces into pure 
strike-slip faults and pure normal faults, respectively. Based on field observations, 
shear partitioning is the most likely explanation for the occurrence of numerous 
blind faults marked by drainage anomalies. Two cross sections have been con-
structed based on the information extracted from field, satellite imagery, DEM, 
and drainage anomalies. The sections illustrate that the rock sequences of the val-
ley are mainly affected by thrust faults, which accommodated the shortening and 
transferred the deformation from the deep crustal layers to the Paleozoic platform. 
The subsequent late extension led to formation of large normal faults, which may 
have reactivated the earlier structures at the contact between sediments and granite.
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Abstract Shales from two geographical locations but of the same age (Devonian) 
were compared in this study. Given that the depositional geochemical environment 
may be similar, it remains to be seen in if there is a possible unique geochemical 
signature that can globally unite all black shales of similar origin. Samples from 
the Oatka Creek Formation (USA) and Batu Gajah Shale (Malaysia) showed simi-
lar trends in terms of their absorbance at 465 and 665 nm. Since the E4 and E6 
absorbance values are similar, it is believed that the supply of organics and the 
diagenetic history could have been very similar. The preliminary results suggest 
further that the similarity in the individual values of the E4 and E6 absorbances as 
well as the E4/E6 ratios may well serve as a unique geochemical signature for such 
black shales from the Devonian.

Keywords Black shales · Devonian · FTIR · Geochemical signatures

1  Introduction

Black shales have always been associated with their potential as a hydrocarbon 
source rock. The accumulation of such organic-rich deposits can be attributed to 
variations in rates of subsidence and relative sea level changes with subsequent 
changes in particle size and sedimentation rate [1–5]. Research on black shales 
spanning the last six decades or so has been focused on a few critical issues, one 
of which is the origin of these rocks itself.
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The Oatka Creek Formation is considered to have been deposited in a stagnant, 
euxinic basin [6]. The Batu Gajah shale is Paleozoic in age and believed to be depos-
ited in a similar stagnant basin. Both of these formations are Devonian in age. It is 
recognized that most geochemical processes are influenced by more than one pro-
cess. It is evident the development of black shales is possible in areas where the con-
ditions favor the retention and preservation or organic fractions. The quality of the 
organic fraction may differ from location to location. However, what remains unclear 
is whether the black shales have a unique geochemical signature that typifies their 
geochemistry of the environment of deposition, organic matter diagenesis with sub-
sequent preservation processes. In this chapter, one modern technique is explored as 
a possible tool to identify a unique geochemical signature for these rocks.

2  Materials and Methods

Several sets of samples were used for this study. The first batch of samples comes 
from surface exposures in western New York State, USA (Oatka Creek Formation 
of the Marcellus subgroup). Batch 2 is from a borehole near Geneseo, western 
New York State, USA, in the Marcellus subgroup (Union Springs Formation and 
Oatka Creek Formation). Batches 3 and 4 come from the Devonian beds at Batu 
Gajah, Perak, Malaysia.

Samples were treated with Dichloromethane (DCM) and the supernatant solu-
tion was decanted after 24 h. The solutions were analyzed using a Shimadzu 
UV-3150 UV Vis Spectrophotometer. E4 was determined at an absorption fre-
quency of 465 nm, E5 at 550 nm, and E6 at 665 nm.

3  Results and Discussion

The results show that for samples 1-1 until 1-4 of Batch 1, there are approximately 
equal proportions of aromatics and aliphatics as evidenced by the E4 and E6 val-
ues. All samples are black in color. This suggests a high content of carbon. Sample 
1 had low amounts of E4 and E6 compared to the other samples. The E4/E6 ratios 
suggest a fairly constant distribution of carbon (Table 1).

The E4/E6 results from Batch 2 (Table 2) show generally an increase with depth. 
All samples from Batch 2 are black in color indicative of high organic contents.  

Table 1  UV-visible results 
for middle Devonian shales 
from Batch 1

Sample Member E4 E6 E4/E6

1-1 Oatka Creek 0.25 0.24 1.04

1-2 Oatka Creek 1.13 1.09 1.04

1-3 Oatka Creek 1.11 1.08 1.03

1-4 Oatka Creek 1.09 1.06 1.03
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This indicates a dominance of aromatic compounds over aliphatic compounds. 
However, the erratic distribution of the E4/E6 values suggests an irregular supply of car-
bon to the sedimentary basin before the onset of diagenesis. In terms of absolute values, 
all samples from Batch 2 have similar E4 and E6 values as sample 1-1 from Batch 1.

The E4/E6 ratios of shales from a transect (Batch 3) show quite similar results 
despite differences in the color or the rock (Table 3). There is a dominance of aro-
matic compounds. The dark gray shales tend to have more absolute values for E4 
and E6 compared with the light gray units. This is to be expected since the dark 
gray units have more carbon content in them compared with the light gray units.

All samples from Batch 4 show dominance of aromatic compounds except for 
sample 4-5 that has a dominance of aliphatic compounds. However, only sample 
4-1 shows high absolute values for E4 and E6 (Table 4). The light gray samples 
from this transect have low absolute values for E4 and E6.

Despite the E4/E6 ratios being similar, it is difficult to assign a particular value 
to any one facies (light gray or dark gray).

Table 2  UV-visible results 
for middle Devonian shales 
from Batch 2

Sample Member E4 E6 E4/E6

2-1 (254.9 m) Oatka Creek 0.26 0.23 1.13

2-2 (255.6 m) Oatka Creek 0.06 0.04 1.50

2-3 (257.3 m) Oatka Creek 0.21 0.17 1.24

2-4 (263.2 m) Oatka Creek 0.42 0.28 1.50

2-5 (264.1 m) Oatka Creek 0.06 0.03 2.00

2-6 (264.8 m) Union Springs 0.04 0.03 1.33

Table 3  UV-visible results 
for Devonian shales from 
Batch 3

Sample Member E4 E6 E4/E6

3-1 (T1 – 0 m) Dark gray (bottom) 1.32 1.03 1.28

3-1 (T1 – 0 m) Dark gray (top) 1.24 0.99 1.25

3-2 (T1–2 m) Dark gray (bottom) 1.33 1.04 1.28

3-3 (T1–4 m) Dark gray (bottom) 0.43 0.29 1.48

3-4 (T1–6 m) Dark gray (bottom) 1.44 1.11 1.30

3-5 (T1–8 m) Light gray (bottom) 0.82 0.55 1.49

3-6 (T1–10 m) Light gray (bottom) 0.45 0.24 1.88

3-7 (T1–12 m) Light gray (bottom) 0.19 0.14 1.36

3-8 (T1–14 m) Dark gray (bottom) 0.92 0.78 1.18

3-9 (T1–16 m) Light gray (bottom) 0.26 0.20 1.30

Table 4  UV-visible results 
for Devonian shales from 
Batch 4

Sample Member E4 E6 E4/E6

4-1 (T2–0 m) Dark gray 1.04 0.79 1.32

4-2 (T2–5 m) Light gray 0.44 0.34 1.29

4-3 (T2–10 m) Light gray 0.31 0.29 1.07

4-4 (T2–15 m) Light gray 0.56 0.47 1.19

4-5 (T2–20 m) Light gray 0.33 0.63 0.52



280 E. Padmanabhan and D. Jeffrey Over

Figure 1 shows that in most cases, the E4 values increase almost in equal pro-
portions to the E6 values. This has been observed for Batches 1–3. However, Batch 
4 shows a slightly more dispersed relationship between these two values. This 
could be due to an interrupted and inconsistent supply of carbon during deposi-
tion. It remains to be seen if the relationship observed for Batches 1–3 would hold 
for a larger population size.

The plot of E4 against E6 for all samples (Fig. 2) suggests a linear relationship 
between these two parameters in black shales of Devonian age. The results suggest 
that the supply of carbon during deposition was fairly consistent and in appreci-
able amounts. This also suggests that the organic matter diagenetic history could 

Fig. 2  Plot of E4 against E6 
for all samples

Fig. 1  Plot of E4 against E6 values for the different batches
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have been very similar. The equal proportions of E4 and E6 may also point out to 
the presence of type II kerogen. It appears that the signals given by E4 and E6 may 
be useful as a geochemical signature for Devonian black shales. This theory will 
have to be tested with a larger population size of Devonian black shales and shales 
from other geological periods.

4  Conclusions

It is concluded that the E4/E6 ratios probably indicate a unique geochemical signa-
ture for the Devonian black shales from both localities. This uniqueness is attributed 
to the depositional styles as well as post-depositional diagenesis and preservation 
mechanisms that by and large are unique to environments that create black shales.
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Abstract This study is to discover the variety of some surface characteristics in 
some gas shale samples from three different members from Marcellus shale for-
mation. The X-ray powder diffraction (XRD) and field emission scanning electron 
microscope (FESEM) results show the presence of two types of clay minerals i.e. 
type 1:1 and type 1:2 with a variety of concentrations in the four samples from 
Chittenango member. Fourier transform infrared (FTIR) was done for the all sam-
ples from Chittenango member, East Berne member, and Bakoven member. The 
spectra showed the variation in the distribution of the hydrocarbon functional 
groups. C–H bonds occur as dominant peaks in the spectra. The four samples from 
the Chittenango member were used to measure the pore size distribution. All the 
samples vary with the pore size distribution. The Marcellus shale tends to be dif-
ferent in some surface characteristics throughout the three members and within 
these three members.

Keywords Gas shale · Marcellus shale · Variation

1  Introduction

Gas shale is the fine grain sedimentary rock that has a potential to trap the gas 
within shale formations [1]. The Marcellus shale is considered as one of the largest 
unconventional shale-gas reservoirs in the USA [2]. The Marcellus shale (early of 
mid-Devonian) is distributed throughout the Appalachian basin in the USA [3] and 
contains 1–17 % TOC [4]. The Marcellus subgroup in New York State is considered 
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as a subgroup of Hamilton Group and comprises three Formations (Union Springs 
Formation below, and Oatka Creek and Skaneateles) and several members [5, 6]. 
Marcellus strata are subdivided into three major lithofacies: mudrock facies asso-
ciation, thick synorogenic clastic facies, and carbonate-dominated facies. The aim 
of this study is to evaluate the variability of some surface characteristics of some 
different members of the Marcellus shale formation.

2  Materials and Methods

Fourteen samples obtained from a core were used in this study involving three 
different members (Chittenango, East Berne, and Bakoven) from the Marcellus 
Formation western New York State Figs. 1 and 2.

Mesoscopic description was done for all the samples using a binocular micro-
scope (OLYMPUS SXZ16).

Some samples were selected for analysis by the XRD powder diffraction 
method and field emission scanning electron microscope (FESEM) studies. 
Fourier transform infrared (FTIR) analysis was done using Agilent FTIR–ATR 
spectrometer to evaluate the distribution of hydrocarbon functional groups. The 
mercury porosimetry analysis was performed to evaluate the pore size distribution 
of some selected samples as described below.

Fig. 1  Location of the study area (indicated as a red box) in the state of New York
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3  Results and Discussion

3.1  Mesoscopic Description

The samples show variation in color from medium gray (N5), medium dark gray 
(N4), dark gray (N3), and grayish black (N2) to black (N1). All samples have very 
thin parallel lamination with thickness about 1 mm (Fig. 3a, b).

Quartz is found either in the lamination or as randomly distributed throughout 
the samples (Fig. 3c, d).

Fig. 2  Well log showing the sample’s position (modified after Ver Straeten et al. [4])
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3.2  XRD Analysis and FESEM

The Marcellus shale (Chittenango Member) samples contain (Fig. 4) two types of 
clay minerals. Illite-smectite mixed layer kaolinite as well as non-clay minerals 
such as quartz which are present as the dominant mineral in these shales. Pyrite 
and calcite occur in subordinate amount.

The variations in peak height of these minerals may indicate the relative 
amounts of these minerals in the shale samples.

The SEM analysis of the above selected samples shows the presence of illite, 
kaolinite, and some non-clay minerals such as quartz and pyrite (Fig. 5).

3.3  FTIR Analysis

The FTIR spectra show that several types of hydrocarbon functional groups exist 
in these shales (Fig. 6). The spectra were identified using [7]. The Marcellus 
shale samples from all three members had C–H methyl and C–H methylene ali-
phatic bond and they have the highest peak intensity. C–H aromatic bonds present 
in all members. The alcohol O–H stretching bond is absent in one sample from 
Chittenango member. The sulfur compounds (S–S bond) are absent in two samples 
from Chittenango and in one from East Berne member. The C=O bonds are absent 
in only one sample from Chittenango member. C=C ketone compounds were 
absent in only one sample from East Berne Member. Phosphorous compounds 
were present in some samples from Chittenango member while they absent in the 
other two members. Similarly, N–H amine compounds present in two samples 
from Chittenango Member and East Berne Member.

Fig. 3  a, b Laminations in samples. c, d Photographs using a binocular microscope showing 
heterogeneity in the quartz distribution b: a Isolated patches and b Laminated
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The FTIR spectra show variations in peak intensities which is partly related to 
the variations in concentration of the functional groups. The C–H bonds are the 
highest peak intensities of the other functional group as shown in the FTIR spectra 

Fig. 4  Selected XRD results showing the minerals present in the samples

Fig. 5  The minerals 
identified from the SEM 
micrograph
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indicating possibly high concentrations of these bonds. These vertical variations 
may indicate complexities in the distribution of hydrocarbon in source rocks.

3.4  Porosity Analysis

Four samples from Chittenango member were selected to be analyzed by mercury 
porosimetry.

Sample (1)  has a polymodal distribution of pore diameters with a total pore vol-
ume 60.96 mm3̸g, 11.55 m2/g for the total pore surface area, and a 
maximum pore diameter of 15.48 nm (Fig. 7a).

Sample (2)  has a polymodal distribution of pore diameters (Fig. 7b) with a total 
pore volume 103.97 mm3/g, 13.19 m2/g for the total pore surface 
area, and a maximum pore diamter of 10.87 nm.

Sample (3)   a pore diameter showing polymodal distribution (Fig. 7c), total pore 
volume of 148.16 mm3/g, total surface area = 28.43 m2/g, with a max-
imum pore diameter of 16.70 nm. This sample is composed of nano 
pores where 50 % of these pores have a small pore diameter (17 nm). 
Pores with diameters larger than 340 nm are quite small in number.

Sample (4)  has also a polymodal distribution (Fig. 7d), total pore volume 94 
mm3/g, total surface area 15.59 m2/g, and maximum diameter of 
pores being 8.64 nm. Pores with diameters of 8 nm are high in 
occurence whereas pores with larger diameters occur in small num-
bers (less than 4%).

The samples show variation in total pore volume, total surface area, and maxi-
mum pore diameter.

Fig. 6  FTIR spectra showing 
the distribution of the 
hydrocarbon bonds in the 
different members
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4  Conclusion

The XRD and SEM results indicate that there are variations between the four sam-
ples selected from Chittenango members in terms of mineralogy.

All samples showed variation in the distribution of hydrocarbon functional 
groups which can be attributed to the variation in the concentration of hydrocarbon 
compound that contain these functional groups.

Results of pore size distribution using mercury porosimetry for four selected 
samples from Chittenango member show same polymodal distribution for the pore 
size, but they vary in terms of the value of the sizes of these pores.

Acknowledgment The authors would like to thank UTP graduate assistantship for supporting 
this study and to Prof. Dr. Jeffery Over from the department of Geological Sciences, Geneseo, 
NY, USA, for providing the samples.

Fig. 7  Pore-size distribution defined by the pore volume from porosimetry analyses
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Abstract The Kinta Limestone is an important Silurian to Permian age unit in the 
Western Belt of Peninsular Malaysia. Diagenetic alteration and thermal alteration, 
owing to adjacent igneous intrusion, have obscured many primary sedimentary 
features and primary geochemistry of the Kinta Limestone. Petrographic and geo-
chemical analyses indicate, however, that some locations of this unit may contain 
textural and chemical indicators of primary marine properties. In particular, nearly 
pure limestones lacking dolomite and siliciclastic material, and having relatively 
low Mn/Sr values (1.83–3.14), suggest minor postdepositional alteration and likely 
preservation of original marine compositions. Those parts of the Kinta Limestone 
that are relatively unaltered by these criteria may be useful for assembling a data 
set with chronostratigraphic significance.

Keywords Peninsular Malaysia · Upper Paleozoic · Carbonate · Geochemical

1  Introduction

Peninsular Malaysia is part of the southernmost Southeast Asia mainland. It is 
divided into three stratigraphic belts, Western, Central, and Eastern, which have 
differences in stratigraphy, structure, magmatism, and other geophysical signatures 
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[7, 18]. It is characterized by dense networks of streams and rivers [19], which 
expose older Paleozoic strata. Most of the outcropping Paleozoic strata are lime-
stones, interbedded sandstones, shales, siltstones, slates, phyllites, schists, and 
quartzites. Many of these rocks have undergone metamorphic and diagenetic alter-
ations [6, 7, 10, 11, 15, 29].

The Kinta Limestone is part of the Western Belt in the northern part of Perak, 
and it is an area of interest for several reasons. The metamorphic and diagenetic 
alterations, that have an impact on the stratigraphic complexity, the stanniferous 
mineralization, the industrial usage of limestone, and heritage values of caves are 
among some of the reasons which raise the interests of researchers in the past. 
Kinta Valley is characterized by remnant limestone hills sandwiched by the gra-
nitic batholiths of the Kledang in the west and the main range in the east (Fig. 1). 
The area has been studied by many workers for the last century and a half [12, 
14, 20, 21, 25, 26] and the sedimentary sequences have been a subject of intense 
debate concerning their stratigraphic relationships and geological age. The Kinta 
Limestone is placed in the stratigraphy lexicon of Peninsular Malaysia to span 
from Silurian to Permian age [14, 15]. The dating has been made using fossils 
from former tin mines in the western Kampar [27]. The age of the limestone and 
associated siliciclastic rocks has been an issue of discussion for many years [11, 
14] due to the complexity of the alteration on the limestone which led to inaccu-
rate identification of poorly preserved fossils [27].

The sequence is considered to be recrystallized limestone due to Triassic igne-
ous intrusion [14, 20]. The tectonic setting of the Western Belt is linked to the 
closure of the paleo-Tethys ocean [10, 17]. Thus, the Kinta lithologies have been 
subjected to alterations including different types of metamorphism and/or diagen-
esis because of interaction the continental blocks forming the present peninsular 
Malaysia, granitic intrusions and related fluids [6, 11, 14, 23, 27, 29]. Due to these 
alterations, few attempts have been made to collect data to further characterize 
the Kinta Limestone. For instance, the Kinta Limestone has not been tested for 
its geochemical characteristics to extract supporting data for the paleontological 
dating via chemostratigraphy, except for a few oxide analyses conducted to opti-
mize the industrial usage of the Kinta Limestone [11]. There are, however, a few 
limestone outcrop areas in the valley where the degree of alteration is apparently 
minimal and sedimentary features are preserved (Fig. 1).

The stratigraphic controversy has been settled with some understanding of the stra-
tigraphy of the Kinta Limestone but without clear consensus concerning the underly-
ing sequence, chronostratigraphic boundaries, and the extent of alterations. As a result, 
this unit is assigned a tentative age of Silurian to Permian in the stratigraphic column 
of the peninsula. The age boundaries are not clear, and this makes correlation between 
outcropping strata impractical. The stratigraphy and postdepositional alterations are 
challenging subjects and are poorly understood. An attempt to determine using physi-
cal and chemical differentiation for the limestones in the peninsula [9] was not suc-
cessful. This paper investigates whether there is any systematic trend in geochemical 
compositions of the Kinta Limestone that might indicate the degree of alterations, 
geochemical characterization of the Kinta Limestone formation might be possible.
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2  Methods

A stratigraphic section was measured from a cored borehole drilled in the northern 
part of Kinta Valley (Fig. 2). Additional lithostratigraphic sections were measured 
in outcrops. The outcrop section includes intercalation of thinly and thickly bed-
ded horizontal to sub-horizontal dark grayish to black limestone. A 78-m-thick sec-
tion was cored from a vertical borehole which intercepts carbonate mudstone, thin 
black shale beds, and siltstone. Samples were chosen based on evident lithological 

Fig. 1  Location map of the Kinta Valley area in which the white dots represent sampling points 
where accessible outcrops are available. The elevated areas in the east and west are representing 
the granite intrusions
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variations in the cores. Additional samples were collected from almost the entire 
Kinta Valley for petrographic and geochemical analyses, and a few of them are 
plotted in Fig. 3 using the global multi-resolution topography synthesis [22].

Thirty-five (35) thin sections were examined and described under transmitted 
light using a petrographic microscope. Thirty-one (31) samples were analyzed 
using X-ray powder diffraction (XRD), X-ray fluorescence (XRF), scanning elec-
tron microscopy (SEM), and inductively coupled plasma atomic emission spec-
troscopy (ICP-AES) techniques to extract elemental and mineralogical constitutes. 
The composition of the limestone samples was studied using petrographic micros-
copy, but also analytical methods such as XDF and XRF, which are particularly 

Fig. 2  Drilling site location map where the lithostratigraphic section in Fig. 2 was measured
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useful for analyzing fine-grained carbonate rocks [5, 28]. Preparation of samples 
for thin sections and analytical analyses was carried out according to the meth-
ods of Tucker [28]. XRD analysis was done using the powderX [3] and EVA 
DiffracPlus software. The ratio of some key elements was plotted in spreadsheets 
to identify any systematic relationship and to determine the extent of diagenetic 
alteration. Interpretation of the data is based on field observations, petrographic 
descriptions, and geochemical analyses.

Fig. 3  Lithostratigraphic 
section from one of boreholes 
drilled in the northern part of 
the Kinta Valley
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3  Results and Discussions

The lithostratigraphic section (Fig. 2), geochemical data, and petrographic analy-
ses of limestone from the northern part of Kinta Valley are presented to determine 
the extent of thermal and diagenetic alterations imposed on the Kinta Limestone. 
The chemical signature of the Kinta Limestone was investigated to determine 
whether there are diagenetic and metamorphic proxies for some intervals. The 
mineralogical composition of the samples is dominated by calcite and by limited 
occurrences of dolomite (Fig. 4). This was determined in outcrops and in cores 
based on visual description and simple field tests. Dolomitic intervals were very 
slow to react to dilute HCl, whereas pure limestone had fast reaction and strong 
effervescence. Alizarin Red-S stain was also used, and the limestone responded by 
changing to pinkish orange, whereas a pale mauve color change was observed on 
the dolomitic sample. This has been confirmed by XRD and thin-section analysis. 
This is in good agreement with other studies that indicate calcite and dolomite are 
by far the most common carbonate minerals in ancient carbonate rocks [5]. This 
approach helped to characterize the fine-grained, light gray to black (Fig. 5), partly 
altered sedimentary rocks at Sungai Siput, which is part of the Kinta Limestone 
that yields data suggesting a primary marine chemical composition.

The Kinta Limestone has been partly to completely altered to marble [14]. 
This alteration is mostly due to low-grade regional metamorphism and diagenesis 
[8]. Petrographic analyses indicate typical interlocking textures of calcite in the 

Fig. 4  Mineralogical analysis showing calcite peaks from X-ray diffraction pattern analysis
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highly metamorphosed sections (Fig. 6). Recrystallization was also well depicted 
in microfossil relicts, which were subjected to alteration.

Geochemical results show that there might be temporal and spatial relation-
ships in the chemical signature of the samples. This might be related either to vari-
ations in paleoseawater composition or to the effects of the intrusion during the 
Triassic Period, which resulted in metamorphism. Determining the relationship of 
compositional variations to geological processes requires comprehensive data col-
lection and analyses, which is beyond the scope of this study. However, we have 
some ideas for subdividing the monotonous Kinta Limestone based on the chemi-
cal signatures of a few elements. This slight systematic variation with time might 
suggest a reinterpretation of the age of this limestone.

The XRF data indicate that most of the limestone samples contain more than 
85 wt% CaO and less than 2.5 wt% SiO2 (Figs. 7 and 8). This quantitative compo-
sitional analysis has also shown slight spatial variation along the valley. However, 
the overall low silica content in the limestone is an important observation. The 
pure carbonate rocks indicate there was not much siliciclastic material available 
during their formation, which suggested that the carbonate rocks in Kinta valley 
were deposited when there was not much siliciclastic influx into the basin. Thus, 
the Kinta Limestone might have been deposited in a relatively deepwater set-
ting. This is in good agreement with regional paleogeographic reconstruction of 
the area of some previous studies. The lack of benthic fauna is another important 

Fig. 5  Micrograph of thinly bedded light gray and black limestone from the northern Kinta Valley
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factor supporting the interpretation that the Kinta Limestone might have been 
deposited in a deepwater setting.

Sediments that have been subjected to high temperatures and/or pressures, such 
as those that have undergone deep burial or structural deformation, will be meta-
morphosed and can no longer be considered sedimentary rocks. However, there 
is not an absolute boundary between diagenesis and metamorphism [1]. During 
diagenesis, several cations can replace Ca and Mg in the carbonate group of min-
erals. The most common are Fe and Mn, which are readily substituted in the hex-
agonal structure of calcite and dolomite. However, Sr and Ba are also favored by 
the aragonite trigonal structure [5]. Thus, a variation in these cations might indi-
cate the original mineralogical composition of the rocks or the extent of postdepo-
sitional replacement processes.

The main constituent for carbonate sedimentation is extracted from seawater as 
the skeletal parts of carbonate-secreting organisms [24]. Thus, carbonate sediments 
and rocks will record paleoseawater composition, provided it is not overprinted by 
postdepositional events. To investigate the overprint of the primary signature of 
marine rocks by fresh water requires comparison of some element ratios.

It is well documented that seawater contains very little Mn compared to mete-
oric water. As a result, a variation in Mn can be used to distinguish samples with 
a meteoric diagenetic signature from samples that retain their marine signature 

Fig. 6  Micrograph of interlocking texture of the highly metamorphosed sections outcrops in the 
Kinta Limestone
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[13]. It is also recognized that significant diagenetic alteration of most carbonates 
takes place during their exposure to diluted and chemically aggressive meteoric 
pore waters [2]. Thus, Mn composition has been used to evaluate preservation of 
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primary seawater signatures. In combination with Sr, based on the assumption that 
samples with high Sr concentrations and low Mn/Sr ratios tend to preserve more 
primary seawater information, these geochemical data can be used to construct an 
isotope stratigraphy [16].

The residence time for Sr in seawater is about 4 Ma, which is greater than the 
seawater mixing time of approximately 1 ka [4]. Thus, variation in the Mn/Sr ratio 
reflects a change in the Mn content of the marine rock because the denomina-
tor is nearly constant for the world ocean. The Mn/Sr ratios of 1.83–3.14 (aver-
age = 2.55, σ = 0.66) for Kinta Limestone indicate that the original marine 
signature might be preserved (Fig. 9). These compositions approximate the val-
ues of <2–3, which were recommended by Kaufman and Knoll [13] for selection 
of samples that will have preserved marine stable isotope compositions. It is cru-
cial to investigate alteration in the Kinta Limestone using deviation of Mn/Sr from 
the expected values. It is not appropriate to generalize that the Kinta Limestone is 
entirely metamorphosed on a regional scale.

4  Conclusions

Petrographic and geochemical data allowed us to choose those samples most likely 
to have retained an original marine composition. The degree of alteration of Kinta 
Limestone differs spatially even over a short distances. These chemical complexi-
ties have made stratigraphic interpretations difficult. Although clearly affected 
by fresh water diagenesis in many locations, it is still possible to extract primary 
marine compositions from these rocks.
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Mineralogical analyses have confirmed that the carbonate rocks contain little or 
no detrital material, and the siliciclastic rocks lack carbonate minerals. Therefore, 
micropaleontologic dating may be possible whether chemical analyses are used to 
identify those samples in which the effects of dissolution, cementation, recrystal-
lization, and metamorphism are minimal.
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Abstract This paper reviews the Kati Formation and provides comprehensive 
descriptions and an amended stratigraphic name for the Kati Formation. We have 
reviewed substantial literature on the Paleozoic stratigraphy in the western zone of 
Peninsular Malaysia and revised the nomenclature of the Kati Formation, changing 
“Kati Beds” to “Kati Formation” as more information has been available.

Keywords Kati Formation · Paleozoic · Clastic rocks · Seri Iskandar · Arenaceous  
series

1  Introduction

The Kati Formation constitutes a large portion of the Upper Paleozoic rocks in the 
western zone of Peninsular Malaysia; it lies between the granites of the Bintang 
and Kledang ranges and extends southward to Tapah and Teluk Intan. It is exposed 
in the west and southwest parts of Kinta Valley and the surrounding district of 
Kuala Kangsar. The rock exposures are very rare in areas that are still mostly 
 covered by dense tropical forests and Quaternary alluvium.

Recently, interests in the Kati Formation has been directed particularly at Seri 
Iskandar and the Kinta Valley area, where several studies have been conducted 
with the newly developed idea of “Paleozoic hydrocarbon plays,” e.g., Pierson 
et al. [24, 25] and Alkhali et al. [2].
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The Kati Formation, however, was not previously reviewed in detail. This paper 
updates the knowledge so far reported about Kati Formation to improve the under-
standing of these clastic rocks, which will be beneficial for future work.

In this paper, we review previous studies of clastic deposits exposed in Kati 
Formation outcrops. This review is based on previous literature, especially recent 
contributions from Alkhali et al. [2], in which fieldwork and laboratory analysis 
were conducted to determine the sedimentological and petrographic properties at 
near Seri Iskandar, which is the southward extension of the Kati Formation.

2  Paleozoic Formations in the Western Zone

Peninsular Malaysia has traditionally been divided into three zones: western, central, 
and eastern [4, 6, 11, 12, 20, 21, 23, 31]. Each of these three zones (basins) is charac-
terized by distinctive tectonic, stratigraphy, metamorphism, structure, and sedimen-
tary histories. The western zone is subdivided into the northwestern zone and western 
zone. The western zone covers a large area stretching from the Perak–Thai border 
southward to the state of Malacca, whereas the northwestern zone covers Langkawi, 
Kedah, and Perlis [6]. The Lower Paleozoic rocks are confined to the northwestern 
zone of the western zone. The Upper Paleozoic rocks are found in all three zones. 
The geological ages of the rock formations become younger from west to east. The 
Upper Paleozoic rocks, which crop out along the western zone, are the Silurian to 
Permian Kinta Limestone, the Terolak Formation, and the Kati Formation in Perak. 
Along with these are the Lower Palaeozoic Dinding and Hawthornden Schists, the 
Kuala Lumpur Limestone, and the Carboniferous to Permian Kenny Hill Formation 
in Selangor (Fig. 1). The limestone and argillites of Kinta Valley are classified as the 
Kinta Limestone and the Baling Group, respectively, whereas the westerly clastic 
rocks along the Perak River are grouped under the Kati Formation [6]. The western 
zone formations are mostly poorly dated because thermal metamorphism has affected 
the fossils in most of the sequences [1, 6, 21].

In general, Paleozoic clastic formations of the western zone of Peninsular 
Malaysia are comprised of the Kubang Pasu Formation exposed in Langkawi, 
Kedah, and Perlis; the Kati Formation in Perak; and the Kenny Hill Formation in 
Selangor [6, 14, 16, 19, 21]. The western basins include most, if not all, Lower 
Paleozoic formations and some Upper Paleozoic formations [6].

3  Review of Previous Work

Limited geological investigation of the Kati Formation has been conducted in 
Kinta Valley and the surrounding areas. The geology of this region was first 
described and mapped by Scrivenor [28], and one of the best early descriptions 
of rocks of the Kinta Valley area is those of Scrivenor and Jones [29], particularly 
in the Dindings area (currently known as Manjung), where they identified three 
dominant geological units [17, 32].
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Savage [27] conducted investigations in Sungai Siput and the adjacent areas 
(northern part of Kinta Valley), and he recognized the existence of five distinct 
stratigraphic units.

Ingham [18] examined the rocks exposed in Tapah and Telok Anson currently 
known as the Teluk Intan area (southern part of Kinta Valley).

Ingham and Bradford [17] extended the work over to the northeastern part 
of the Kinta Valley. According to Ingham and Bradford [17], rocks in the Kinta 
Valley area can be divided into three main series: the calcareous series, the gran-
ites and allied rocks, and the arenaceous series.

Fig. 1  Stratigraphic chart of Paleozoic sequences of the Western Belt of Peninsular Malaysia. 
Modified from Lee [21]
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Foo [5] investigated the Paleozoic exposures in the Kuala Kangsar and Taiping 
area (northern part of Kinta Valley). Three sedimentary formations were reported: the 
Pondok Marbles, the Kati Beds, and the Salak Baharu Beds. Wong [32] conducted 
investigations in the Lumut and Teluk Intan areas (southern part of Kinta Valley) and 
recognized three sedimentary successions and their metamorphosed equivalents, 
namely the Kati Beds (the arenaceous and argillaceous series), the Tualang Limestone 
(part of Kinta Valley Silurian–Permian limestones), and the Gelubi Schists. These units 
are believed to be contemporaneous and are classified as Carboniferous to Permian age. 
The Tualang Limestone and Gelubi Schists make up the so-called calcareous series.

Foo [5, 6] and Wong [32] noted that Ingham [18] and Ingham and Bradford 
[17] described the same formation (arenaceous series) in the west and southwest 
Kinta Valley area. They based their interpretation on correlation between lithology 
and structures of arenaceous rocks of the Kuala Kangsar area and the arenaceous 
series of the west and southwest Kinta Valley area. The Kati Beds (Formation) 
extend southward to the Seri Iskandar area [2].

4  The Kati Formation

4.1  Name and Distribution

The term “Kati Beds” was introduced by Foo [5] to describe a formation that occurs 
in the Kuala Kangsar area and extends southward along the western bank of Sungai 
Perak into Kinta Valley (west and southwest Kinta Valley).This formation lies 
between the granites of the Bintang and Kledang ranges (Fig. 2) [5, 6, 15, 21, 32]. 
We have reviewed the literature concerning the Paleozoic stratigraphy in the western 
zone of Peninsular Malaysia and revised the nomenclature of the Kati Formation, 
changing “Kati Beds” to “Kati Formation” as more information has been revealed.

Foo [6] renamed Kati Beds to Kati Formation after considering the work of 
Wong [32] in the Lumut and Teluk Intan areas (no data were presented). Alkhali 
et al. [2] concluded that their findings are consistent with Foo [6]. The Kati 
Formation is a lithostratigraphic unit defined by lithological characteristics, and 
the outcrops at Seri Iskandar fit the definition (Alkhali et al. [3]). Thus, our defini-
tion of the Kati Formation follows that of Foo [6] in order to avoid confusion.

4.2  Outcrops (Exposures)

As a generalization, these rocks are poorly exposed, very scarce, and sparsely dis-
tributed. Kati Formation outcrops are deeply weathered due to low topographic 
positions and the tropical climate, an exception being more resistant siliceous 
metasediments. The existence and position of this formation has been confirmed 
mainly by boreholes because it is largely located within dense tropical rain forest 
or is covered by Quaternary alluvium [5, 22, 32].
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4.3  Bed Thicknesses

The actual thicknesses of these rocks exposed in the Kuala Kangsar area are very 
difficult to determine because some of these beds are highly folded [5]. However, 
at Cangkat Hulu Denak (Lumut and Teluk Intan area), the exposed thickness of 
the Kati Formation is estimated to be 900 m [32]. At Seri Iskandar, the exposed 
thickness is estimated to be 780 m [2].

4.4  Lithology

The Kati Formation is generally composed of a predominantly monotonous 
sequence of interbedded metamorphosed reddish brown carbonaceous shale, mud-
stones, and sandstones, with minor siltstone “argillaceous and arenaceous rocks” 
[5, 32]. The siltstone and shale beds are characteristically laminated or thinly 
banded and vary from gray to dark gray. The thicknesses of sandstone and silt-
stone beds are in general 7–10 cm, but can reach meters thick. Shale beds are 

Fig. 2  Geological map of Kinta Valley and the surrounding areas illustrating the distribution of 
rock units in the western basin (yellow color in the northern and central areas represents the Kati 
Formation). Based on work by Wong [32], Ingham and Bradford [17], Ingham [18], Foo [5, 6], 
Gobbett [10], Alkhali et al. [2], Tate et al. [30], and the geological map of Peninsular Malaysia [7]
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much thicker, approximately 30 cm, gray to whitish gray, although in some places, 
secondary staining may produce a pinkish, mottled color to shale and mudstone. 
Quartzite conglomerate, which is common in some other parts of Peninsular 
Malaysia, is absent in the Kati Formation [5, 6, 15, 21, 32].

4.5  Contact with Other Formations

Although the Kati Formation can be traced along strike northward between the 
granites of the Bintang and Kledang ranges, no contact with younger sediments 
or calcareous rocks was observed apart from Quaternary alluvium [5, 17, 32]. 
Moreover, because there is no evidence of an unconformity between the Kati 
Formation and Salak Baharu Beds, the Kati Formation is interpreted as a lateral 
facies change in the Salak Baharu Beds [5].

4.6  Age

No fossils have been found within the Kati Formation, and a probable Late Paleozoic 
Carboniferous to Permian age is assigned [5]. Moreover, Foo [5] disagreed with 
Ingham [18] and Ingham and Bradford [17], believing that the arenaceous series 
(Kati Formation) is older than the Semanggol Formation in northern Perak, which 
is Triassic. The Kati Formation was interpreted to be older than the Semanggol 
Formation based on dissimilarities in the lithology and the style of folding; the Kati 
Formation is more highly flexured than the Triassic Semanggol Formation [5, 15, 32].

4.7  Metamorphism

The Kati Formation is weakly metamorphosed and not directly affected by 
regional metamorphism, as thermal metamorphism is largely confined to the 
far northeastern part of the area [5, 32]. In the vicinity of the granite intrusive, 
these rocks are metamorphosed to hornfelses. A fault contact between the Kati 
Formation and the granite was observed along Sungai Dal, in Kampong Buaya [5].

4.8  Structural Features

These clastic sequences (arenaceous series) are characterized by the presence of 
large- and small-scale structures and are locally highly folded into relatively open 
anticlines and synclines [2, 5, 32]. The most common structural features observed 
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in Kati Formation outcrops include well-developed faults, joints, veins, infilled 
joints, and fractures striking approximately N to NNW and dipping 45°–60° to 
west or southwest. A relatively open flexural fold of wavelengths varying between 
2 and 8 km was also observed in the Lumut and Teluk Intan area [32].

The overall structural style and character of these outcrops suggest that these 
rocks are structurally complex. It also offers some ideas about the deformational 
history because these structures show a wide variety of chaotic structure deforma-
tion and faults and relatively tight folds. The existence of this complex structural 
style suggests that these clastic rocks have undergone moderate to strong deforma-
tion, probably as a result of a compressional phase or tectonic activity in the Late 
Triassic at the time when Sibumasu collided with the East Malaya and Indochina 
blocks. They were not affected by contact metamorphism.

4.9  Sedimentary Structures

From observation on outcrops reported by Wong [32], the most noticeable primary 
sedimentary structures occurring within the Kati Formation, other than regular 
bedding, are rhythmic bedding, load structures, flame structures, and flute casts 
with some graded sandstone beds [5, 6, 32].

4.10  Depositional Environment

Based on our current understanding of the literature and results from the recent 
study by Alkhali et al. [2], we are in agreement with previous studies of Foo [5] and 
Wong [32]. The observation and interpretation of sedimentary structures and rock 
compositions in the clastic sequence of the Kati Formation and the rocks at Seri 
Iskandar are all consistent with a deep marine slope environment of deposition. The 
tectonic setting and depositional environment of the Kati Formation suggest it is 
regionally confined to the slope and basin in the western part of Peninsular Malaysia.

4.11  Provenance (Sediment Source)

The results of petrographic analysis showed that the sandstones are composition-
ally mature with high quartz/feldspar ratios which probably indicate that these 
deposits were subjected to significant chemical weathering at the source area or 
depositional site. The high chemical maturity coupled with the predominant suite 
of a well-rounded resistate zircon in the heavy minerals would suggest deriva-
tion from preexisting sediments. Moreover, the flute casts show a upcurrent direc-
tion toward the N-NW. Therefore, it appears that the source areas were located to 
N-NW and the depositional site in the SSE [32].
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4.12  Regional Correlation

There are many similarities both lithologically and stratigraphically between the 
clastic sediments of the Kubang Pasu Formation in the northwestern zone and the 
Kenny Hill Formation in Selangor and Kati Formation in west-southwest Kinta 
Valley [5, 6, 15, 32] (Fig. 3). The Kati Formation is interpreted as equivalent to the 
Kubang Pasu Formation [6, 15]. Moreover, the Kati Formation can be correlated 
with the Upper Paleozoic Kenny Hill Formation of the Kuala Lumpur area [32].

After careful review of previous work on clastic deposits of the entire west-
ern part of Peninsular Malaysia, it appears that Kati Formation outcrops have been 
described by only two workers, Foo [5, 6] and Wong [32]. Foo [5] and Wong [32] 
examined and documented in great detail the sedimentological and petrologi-
cal characteristic of these rocks, as well as some general structural observations. 
Moreover, they interpreted the depositional environments based on sedimentary 
features. However, they did not present any stratigraphic columns (lithologs).

Since the publications of Foo in 1968 and Wong in 1973, and more recent publi-
cations in 1990 and 1991, there has been a rapid increase in geological knowledge 
of Peninsular Malaysia and a considerable amount of work has been published on 
the geology of Kinta Valley and the surrounding district [8, 9, 12, 13, 26]. These 
publications contribute to our understanding of the Kati Formation.

Fig. 3  Stratigraphic correlation of the Paleozoic clastic successions of the Western Belt of Pen-
insular Malaysia
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Abstract Effective medium models can be determined by a vigorous tool which is 
called as rock physics diagnostics. The function of effective medium model links 
the elastic properties to reservoir properties, such as porosity, shale volume, or 
water saturation. This rock physics diagnostic method was applied on the Middle 
Pennsylvanian formation in the Forth Worth Basin of North-Central Texas to pro-
vide such a model. Moreover, the rock physics modeling of reservoir parameters 
may use an effective medium model in evaluating other reservoir scenarios which 
are not seen in the wells. Gas-saturated condition on the clean sandstone reservoir 
was modeled using the effective medium model, obtained in the rock physics diag-
nostic method. Three models were established for water-saturated rock to gas-satu-
rated, which are the friable sand model, the contact cement model and the constant 
cement model and Gassmann’s theory which is a method for predicting pore fluid 
from the elastic properties in Boonsville Field. On the velocity–porosity relation-
ship, the constant cement model shows more closely to the velocity.
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1  Introduction

Rock physics knowledge can be used to examine the elastic properties (P and S 
wave velocity, density, impedance) and linked it to the reservoir properties such as 
water saturation, porosity, and shale volume [1]. Rock physics can help in under-
standing the reservoir parameters. Those parameters are suitable to the seismic 
wave velocity of the subsurface formation. Thus, in order to lessen the risks of 
exploration in undrilled areas, rock physics is one of the ways that can be used to 
predict reservoir properties derived from seismic attributes.

Rock physics laws that link reservoir properties to the elastic rock proper-
ties give the connection between seismic impedance and velocity inversion and 
physical reservoir properties. Often, an earth volume under examination has to be 
described by more than one rock physics law: Different depth intervals may have 
distinctively different velocity–porosity trends due to variations in depositional 
and diagenetic history. When building a rock physics model, one has to single out 
various velocity–porosity trends from the entire volume of data and assign these 
separate trends to appropriate depth intervals and depositional sequences. This 
procedure is called rock physics diagnostics.

For geophysicist, standard log analysis is not the same as well log analysis. 
Mostly, in order to obtain the well logs, one should estimate the volume of hydrocar-
bon that can be recovered. Therefore, the area of interest is primarily the producing 
interval(s). Besides those producing interval(s), the good information of the seismic 
waves that passed through the rock is one thing that has to be concerned about. Thus, 
the area of interest is larger and expresses basically everything from the surface.

Effective medium theory and elastic contact theory are some models that can be 
applied in rock physics. Results of these models will be reviewed and compared 
to well log data. Rock property analysis and log response of clean sand area were 
discussed in this paper. The Boonsville field dataset is publicly available from the 
Bureau of Economic Geology (BEG) at the University of Texas in Austin so that 
it was chosen for this study. The dataset was generated as part of the Secondary 
Gas Recovery (SGR) project supported by Gas Research Institute and the US 
Department of Energy.

The objective of this study is to use appropriate rock physics theories and mod-
els to diagnose rock physics trends for given study area. For this study, the rock 
physics models used are grain contact models for sands.

2  Rock Physics Models

2.1  Gassmann’s Theory [3]

Gassmann’s theory is the most common tool for fluid substitution. Gassmann’s 
equation gives a relationship between saturated bulk modulus, porosity, dry rock 
bulk modulus, rock matrix bulk modulus, and pore fluids bulk modulus [4]:
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where Ksat is the saturated bulk modulus, Kdry is dry rock bulk modulus, Km is rock 
matrix bulk modulus, Kfl is pore fluids bulk modulus, and ɸ is porosity. Gassmann’s 
equation assumes the mineral modulus is homogeneous but is free of assumptions 
to the pore geometry. The basic assumptions about the porous fluid-filled rock are 
as follows: (1) All pores are connected; (2) all grains have the same physical prop-
erties; (3) the pore fluid is homogeneous and fully saturates the pore volume; (4) 
Gassmann’s equation is only valid at low frequencies. The saturated bulk modulus, 
Ksat, can be estimated by using these assumptions and Eq. (1). P and S-wave veloc-
ity can be predicted using Eqs. (2) and (3) by knowing the Ksat value, [4]:

where µ and ρb are the shear modulus and bulk density, respectively.

2.2  The Friable Sand Model or HMHS Model [2]

This model assumes that porosity decreases from the initial critical porosity value due 
to the deposition of the solid matter away from the grain contacts. This non-contact 
additional solid matter weakly affects the stiffness of the rock. This porosity reduction 
for clean sandstone is caused by depositional sorting and packing. The elastic modu-
lus at the critical porosity end point (ɸc) is given by Hertz–Mindlin (HM) theory [5]. 
The zero porosity point represents the mineral point. These two points are connected 
by the unconsolidated line represented mathematically by the modified lower Hashin–
Shtrikman (MLHS) bound. The saturated elastic modulus can be calculated using 
Gassmann’s Eq. (1), and then, also VP and VS can be obtained using Eqs. (2) and (3).

2.3  The Contact Cement Model [2]

This model assumes that porosity decreases from the initial critical porosity value due 
to the uniform deposition of cement layers on the surface of the grains. The diagenetic 
cement dramatically increases the stiffness of the sand by reinforcing the grain contacts.
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2.4  The Constant Cement Model [1]

The constant cement model is a combination of the friable sand model and the 
contact cement model, which assumes that the initial porosity reduction from 
 critical porosity is due to contact cement deposition. At some high porosity, this 
diagenetic process stops, and after that, porosity reduces due to the deposition of 
the solid phase away from the grain contacts as in the friable sand model. This 
model is mathematically analogous to the friable sand model except that the high-
porosity end point; bulk and shear modulus are calculated at some ɸb (cemented 
porosity) from the contact cement model.

3  Geology of Study Area

The method is applied in the seismic datasets of Bend Conglomerate reservoir 
system in the SGR Boonsville Field, which is located in the Fort Worth Basin of 
North-Central Texas (Fig. 1a). The field is one of the largest natural gas fields in 
the USA that produces gas with some oil, which comes from conglomeratic sand-
stones deposited during the Atoka Group of the Middle Pennsylvanian Period. A 
generalized post-Mississippian description of the stratigraphy of the Fort Worth 
Basin is shown by the stratigraphic column in Fig. 1b. The Bend Conglomerate of 
Atoka Group is defined as the interval from the base of the Caddo Limestone to 
the top of the Marble Falls Limestone (Fig. 1c). The target in this field is Vineyard 
Formation. This level is suspected as gas producing level and as best gas reserve 
growth potential. The depth of Vineyard Formation ranges from 5,647 to 5,735 ft 
sub-sea, and the clean sand zone of this level ranges from 5,675 to 5,701 ft (Fig. 2).

4  Results and Discussion

Well log data from Boonsville Field is selected for this study (Fig. 2). The gamma 
ray log shows the well that contains shale and sands. Three models were estab-
lished from water-saturated rock into gas-saturated.

Interpolation between the end members and the other members is needed in 
rock physics modeling. The mineral point which is at zero porosity is the low-
porosity end member, while the high-porosity member would depend on the lithol-
ogy being investigated. Due to the inherent porosity of clay minerals in shales, 
shales are usually deposited with a higher initial porosity (critical porosity) than 
sands. This critical porosity defines the high-porosity end member at a given pres-
sure. The elastic stiffness at this porosity is estimated by using the contact theory 
or some other alternative theory such as Hertz-Mindlin theory. Since the region of 
interest in Vineyard Formation is a clean sand area, in this study, the critical poros-
ity was defined 40 % for clean sandstones.



317Rock Physics Diagnostics and Effective Medium Model …

Fig. 1  a Middle Pennsylvanian paleogeographic map showing the Fort Worth basin and other 
basins related to the Ouachita orogeny and the Boonsville project area. b Generalized post-Mis-
sissippian stratigraphic column for the Fort Worth Basin. c Stratigraphic nomenclature used to 
define Bend Conglomerate Genetic sequences in Boonsville Field
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Fig. 2  Log responses of gamma ray, velocities, density, neutron, resistivity, porosity, and water 
saturation within the depth interval that embodies reservoir in Vineyard Formation. Dashed line 
indicates area of interest
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Most sands rich in quartz have bulk modulus ranging from 35 to 40 GPa and 
shear modulus ranging from 35 to 44 GPa [6]. In this paper, a solid bulk modulus 
and shear modulus for quartz are assumed 36.6 and 45 GPa, respectively, and for 
clay are 17.5 and 7.5 GPa, respectively. Mixed modulus for both minerals is com-
puted by Voigt–Reuss average. The elastic constants and other parameters used in 
this study are shown in Table 1.

4.1  Rock Physics Diagnostics and Effective Medium Model 
Applied to Boonsville Field

Rock physics diagnostics was undertaken to determine an effective medium 
model. However, before this analysis could be done, Geophysical Well Log 
Analysis (GWLA) was performed. In addition, since no shear velocity values were 
measured, a predicted shear curve was derived using Greenberg–Castagna (1992) 
estimator. Lastly, all curves were normalized to represent a brine-filled reservoir 
through fluid substitution using Gassmann’s theory [3].

Shear modulus in saturated condition is equal to the dry condition. Now, using 
Eq. (2), P-wave velocity can be calculated for the saturated case. The main input 
logs were the P-wave velocity (Vp), S-wave velocity (Vs), and the density (Rho) 
logs. The main working intervals are focused within the reservoir sandstones.

The gamma ray (black line) and P-wave velocity (purple line) log curves for 
the wells under examination are shown in Fig. 2. In the well, a thick gas-sat-
urated sand interval (the yellow fill inside the dashed line) is marked by very 
low gamma ray readings (about 33) and quite high velocity (about 4 km/s). 
This high velocity is suspected to the cementation of the original grains at their 
contacts.

Herein, several effective medium models were examined. These model lines are 
superimposed on the velocity–porosity cross-plot (Fig. 3). The three curves repre-
sent the contact cement (blue line), constant cement (gray line), and friable sand 
models (green line). The solid is assumed to be pure quartz, the critical porosity 
is 40 %, and the initial cement porosity φb is 37 %. The rock physics diagnostics 
shown in Fig. 3 indicates that the pay zone sands in the well have small initial  
contact cementation. Due to the deteriorating sorting, which is smaller grains 

Table 1  Mineral properties are averaged from Mavko et al. [4]

Parameter Value (GPa) Parameter Value

Bulk modulus of clay (Kclay) 17.5 Bulk modulus of gas (Kgas) 7.5 GPa

Shear modulus of clay (μclay) 7.5 Density of brine 1,060 kg/m3

Bulk modulus of quartz (Kqtz) 36.6 Density of gas 150 kg/m3

Shear modulus of quartz (nqtz) 45 Density of quartz 2,650 kg/m3

Bulk modulus of brine (Kbrine) 2.48 Density of clay 2,300 kg/m3
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falling in the pore space between larger grains with having a large effect on the 
velocity, porosity had decreased from the initial cement and the model that best fit 
with the data is the constant cement model.

5  Conclusion

In this study, the application of Gassmann’s theory and contact theories has been 
tested. Fluid substitution from water-saturated to gas-saturated was performed and 
compared to the well log response. From the results, it can be concluded that

•	 The contact cementation can be identified by using rock physics diagnostics 
based on well log data.

•	 The contact cement models are the best fit applied for this field that matched 
with log response.

Acknowledgments We thank the Bureau of Economic Geology for providing access to their 
3D seismic and production data.

(a)

(b)

Fig. 3  Velocity–porosity cross-plot. a P-wave velocity. b S-wave velocity
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Abstract Information about mechanical rock properties is an essential understanding 
when tight reservoir such as in the tight sand plays or oil/gas shale plays will be stimu-
lated using hydro-fracturing technique. Not only for stimulation reservoir, but also the 
information of brittleness of shale formation also is needed when seal or cap rock of 
formation is evaluated. The elastic moduli of rock that can be correlated with geome-
chanical process such as the brittleness, Poisson’s ratio, and Young’s modulus can be 
derived from seismic data. In this study, we derived the brittleness, Poisson’s ratio, and 
Young’s modulus from seismic data using simultaneous pre-stack inversion. The data 
used in this work are from Malay basin field. The data consist of well data and seismic 
data (near stack 5°–15°, mid-stack 15°–25°, and far stack 25°–40°). The data were 
analyzed and processed to get the compressional velocity, shear velocity, and density 
volume through simultaneous pre-stack inversion. Poisson’s ratio, Young’s modulus, 
and brittleness are calculated afterward. The results show that the compressional wave 
velocity, shear wave velocity, and density resulted from simultaneous pre-stack inver-
sion are consistent with well log. The shale formation above main reservoir has high 
Poisson’s ratio, high Young’s modulus, and low brittleness index.

Keywords Brittleness · Modulus · Pre-stack · Simultaneous inversion

1  Introduction

The trend of oil and gas exploration has moved from conventional reservoir to 
unconventional reservoir. The coal bed methane (CBM), tight gas sands and shales 
and the fracture basement reservoir are an alternative unconventional reservoir that 
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would be more interesting in the future. However, all of those reservoirs usually 
have low permeability and low porosity; hence, the stimulation through hydro-frac-
turing technique is needed to improve either permeability or porosity in those plays.

The success of hydro-fracturing technique is depending on the geomechanical 
brittleness of the formation; if the rock in the formation is more brittle, the frac-
ture will more relatively easier to be generated rather than in the rock with more 
ductile conditions. It could be noted that the information about the brittleness of 
the rock is very important to support the success in the hydro-fracturing technique.

Brittleness estimation from seismic data in the zone of interest is a new work-
flow in the fracture reservoir plays. The concept of rock brittleness combines both 
Poisson’s ratio and Young’s modulus properties [1, 2]. Chopra et al. [3] estimate 
the brittleness of formation from seismic data by extracting the Young’s modulus 
and Poisson’s ratio from seismic inversion. Koesoemadinata et al. [4] also cal-
culated the Poisson’s ratio and Young’s modulus from shear impedance, acous-
tic impedance, and density for shale gas reservoir characterization in Marcellus 
shale. Estimation of Young’s modulus also can be derived from seismic directly by 
transforming the acoustic impedance and shear impedance into Young’s modulus 
through simple relations.

Not only for hydro-fracturing purposes, but also the information of the brittle-
ness of shale formation is needed when seals of hydrocarbon accumulation in the 
conventional reservoir are evaluated [5]. Effective seals for hydrocarbon accumu-
lation are thick and ductile; hence, this formation tends to flow plastically under 
deformation.

This paper discussed how to estimate the geomechanical brittleness index using 
3D seismic data through simultaneous inversion technique.

2  Background Theory

During the propagation, the seismic wave will give some stress and strain into 
medium in the elastic regime of the rock. This fact gives us an opportunity to esti-
mate the elastic properties such as Young’s modulus and Poisson’s ratio from seis-
mic wave. Young’s modulus (E) that representing the stiffness of the rock can be 
defined in terms of bulk modulus (κ) and Poisson’s ratio (σ) as follows:

Meanwhile, the Poisson’s ratio can be expressed in terms of compressional (vp) 
and shear velocity (vs) as follows:

(1)E = 3κ (1− 2σ)

(2)σ =
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p
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2
s

2v2
p
− 2v2

s



325Geomechanical Brittleness Estimation Through Simultaneous …

Substitution of κ in terms of velocity and density and σ into Eq. (1) will give the 
relation of Young’s modulus as follows:

Equation (3) shows that Young’s modulus can be predicted from seismic data by 
extracting the compressional velocity (vp), shear velocity (vs), and density that can 
be obtained through seismic inversion.

Brittleness is the measurement of stored energy before failure, and it is function 
of rock strength, lithology, texture, effective stress, temperature, fluid type, diagen-
esis, and TOC. The brittleness of the rock can be expressed in the brittleness index 
(BI) that is based on the calculation of mineral fraction or brittleness average (BA) 
that is correlated with elastic properties such as Young’s modulus and Poisson’s 
ratio. In this study, we used brittleness average (BA) to express the brittleness of 
the formation. The brittleness average can be estimated from normalized Young’s 
modulus and Poisson’s ratio using the Rick relation:

where Emin and Emax are representing the minimum and maximum of Young’s 
modulus and σmax and σmax are representing the minimum and maximum 
of Poisson’s ratio which  are calculated from the zone being characterized.

3  Available Data and Methodology

The data set used for this study was from Malay Basin field. In this case, the field 
has a simple anticline closure where the folding and faulting accompany the for-
mation. Convex upward folding of layered sedimentary sequences provides multi-
ple seal interface.

The data consist of partial stack data (near stack 5°–15°, mid-stack 15°–25°, 
and far stack 25°–40°), well data, and well top. Well log data are used to do fea-
sibility study of zones of interest before the workflow is applied into seismic data. 
Also, the well data were used in the simultaneous inversion step. The workflow for 
geomechanical brittleness estimation is shown in Fig. 1.

On well log data, the brittleness average is estimated from shear, sonic, and 
density log. The analysis also evaluated using the cross-plot between Young’s 
modulus and Poisson’s ratio colored by the gamma ray log to identify the lithol-
ogy. To get the volume of geomechanical parameters, we applied the workflow 
into the simultaneous pre-stack inversion result.
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4  Results and Discussion

4.1  Feasibility Study on Well Log Data

In the unconventional reservoir case, the porosity are generally completely filled 
by gas; hence, the seismic data are focused to characterize lithology and mechani-
cal properties, especially the Young’s modulus and Poisson’s ratio. The feasibil-
ity study on well data was performed to analyze the ability of Young’s modulus 
and Poisson’s ratio in terms of lithology. Gamma ray log was used to discriminate 
sand from shale formation. Figure 2 shows the gamma ray log, Young’s modulus 
that was generated from sonic and density log, Poisson’s ratio, P-impedance, water 
saturation, and seismic section panel. In this figure, we can see that the lithology 
can be identified using Young’s modulus. The figure also shows that the lithology 
change is more clear in the Young’s modulus log rather than in the acoustic imped-
ance log.

4.2  Simultaneous Pre-Stack Inversion

Simultaneous inversion is performed on partial stack data that consist of near, 
mid-, and far stacks. Because the frequency content of the data is quite different 
between near and far stacks, for this purpose, the individual wavelet was extracted 
individually for every angle gather stack. The characteristic of the angle stack and 

Fig. 1  The workflow of geomechanical properties’ estimation from seismic data
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wavelets is shown in Fig. 3. Low-frequency model for inversion was created from 
the well data, following the layering boundary of horizon that was picked for the 
main reservoir formation. 

Simultaneous pre-stack inversion produced three seismic volumes of P-wave 
velocity, S-wave velocity and density (Fig. 4). The result is quite consistent with 
well log data; hence, the result is able to be used to discriminate the lithology and 
geomechanical properties. The main reservoir was delineated as low P-impedance 
compared with the shale in the bottom and in the top of the reservoir.

The anticline structure with the thick shale as a cap rock in the top of the reser-
voir shows that the area has potential as reservoir.

Fig. 2  Elastic parameters, water saturation logs and seismic data (left), cross-plot between 
P-impedance (up-right) and Poisson’s ratio (down-right) versus Young’s modulus

Fig. 3  Angle gather section (left) and wavelet (right) that was extracted statistically from partial 
stack (near, mid-, and far)
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Fig. 4  P-wave velocity section (a), S-wave velocity section (b), and density section  
(c)  resulted from simultaneous pre-stack inversion
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Fig. 5  The section of Poisson’s ratio (a), Young’s modulus (b), and brittleness (c) are calculated 
from vp, vs, and density
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4.3  Geomechanical Brittleness Estimation

Estimation of brittleness based on Eq. (4) needs the information about Poisson’s 
ratio and Young’s modulus of formation. The Poisson’s ratio and Young’s modu-
lus that are generated from simultaneous pre-stack inversion are shown in Fig. 5. 
In that figure, the main reservoir is shown as low Poisson’s ratio area. The shale 
formation as a cap rock in the top of reservoir has high Poisson’s ratio and high 
Young’s modulus. Because the Young’s modulus is followed by high Poisson’s 
ratio, it can be predicted that in that formation, the shale is more ductile. 
Formations will more brittle if the formation has high Young’s modulus and low 
Poisson’s ratio. The brittleness as estimated by Eq. (4) is shown in Fig. 5. In this 
case, the normalization of Young’s modulus and Poisson’s ratio is performed for 
whole volume to see variation of the brittleness in the whole volume.

5  Conclusion

The result of simultaneous pre-stack inversion that is performed on pre-stack data 
has shown the stability and consistent result with well log data. The main reser-
voir and the cap rock are clearly identified. Not only it can be identified in the 
P-impedance, but also the lithology changes can be identified in the Young’s mod-
ulus and Poisson’s ratio domain.

Geomechanical brittleness properties that were calculated from Young’s modu-
lus and Poisson’s ratio are reliable to be used to characterize shale/sand formation. 
The shale formation in the cap rock of the main reservoir has low brittleness as 
in the bottom of the reservoir. The shale with low brittleness will be more ductile 
when stress is performed on that.
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Abstract Five palynological zones are identified in this Cenozoic-through-Quaternary 
section based on quantitative specimen counts calculated as absolute abundance. 
These palynological zones are: K-VI (Paleocene), K-VII (Eocene–Early Oligocene), 
K-VIII (Late Oligocene-Early Miocene), K-IX (Late Miocene–Pliocene), and K-X 
(Quaternary).

1  Introduction

Muglad Basin is the largest hydrocarbon-producing continental rift basin dis-
covered in the Republic of the Sudan and the Republic of South Sudan to date. 
It extends over an area of 120,000 km2 and is up to 200 km wide and 800 km 
long and contains a more than 13-km-thick section of Cretaceous, Cenozoic, and 
Quaternary continental sediments.

Kaska [1] offered a very low-resolution palynozonation for the Cenozoic to 
Quaternary sediments of the Muglad Basin, recognizing only two chronostrati-
graphic zones during the Cenozoic time, Early Paleocene (Zone D), and Late 
Eocene/Oligocene (Zone E). More recently, [2] offered a revised palynozonation 
from a limited number of wells that penetrated the Cenozoic to Quaternary sec-
tion, although they provided no frequency and range charts for the species they 
used in their investigation [3]. Studied the palynoflora in some parts of Muglad 
Basin and provided only one zone IV from the Paleocene.
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The purpose of this study is to investigate the Paleogene–Neogene section of 
the Muglad Basin in the deepest part of this rift basin, the Kaikang Trough. Here, 
the rapid rate of sedimentation provides opportunity for high-level chronostrati-
graphic interpretations. We will provide quantitative (absolute abundance) palyno-
logical data and distribution information for all palynomorphs.

2  Geologic Setting

The Kaikang Trough is located in the far northern part of the Republic of South Sudan 
and southwestern part of the Muglad Basin, approximately bounded by latitude 09° 
17′05″ and 09° 26′00″ N and longitude 29° 05′00″ and 29° 10′00″ E (Fig. 1).

The Muglad Rift Basin is a part of the Central African Rift System, which 
formed when the Atlantic Ocean opened during Late Jurassic through Early 
Cretaceous time [4]. The basin underwent three rifting phases, each of which is 
related to deposition of specific stratigraphic units. The first rifting phase occurred 
during Early Cretaceous to Cenozoic time, resulting in deposition of the Abu 
Gabra and Bentiu formations. The second rifting phase occurred during Late 
Cretaceous (Turonian–Late Senonian) to Early Cenozoic (Paleocene) time, result-
ing in deposition of the Darfur Group (Aradeiba, Zerga, Ghazal, and Baraka for-
mations) and Amal Fm. The third rifting phase occurred during Late Cenozoic 
time and resulted in deposition of the Korodofan Group, the lower part of which 
is represented by the Nayil and Tendi formations (Eocene/Early Miocene), and 
the upper part is represented by the Adok and Zeraf formations (Late Miocene/
Pleistocene) [5].

3  Methodology

Samples were analyzed using standard palynological sample preparation technique 
adopted and used at Central Petroleum Laboratories, Sudan; this includes the fol-
lowing steps:

A weight of 35–50 g of the samples was coarsely crushed to a suitable grain 
size, followed by treatment with con. hydrochloric (HCL) 35–37 % acid, then 
treatment with con. hydrofluoric (HF) 40–48 % acid. Zinc chloride (Zncl2) and 
zinc bromide (Zncl2) are then used as heavy liquid separator. The resulting resi-
due sieved under 10-µm-mesh sieve with the aid of ultrasonic bath. Mounting 
media Petroboxy® resin used for slides pasting and consequently examined under 
transmitted light microscope of an Olympus BX43. Microscope coordinates are 
used to record the location of the identified taxa. Photographic documentation per-
formed using an Olympus Camera DP72 digital photographic system. All slides 
are permanently kept at Petroleum Geoscience Department, Universiti Teknologi 
Petronas.
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4  Results

Five palynological zones are identified in this Cenozoic-through-Quaternary 
section based on quantitative specimen counts calculated as absolute abun-
dance. These palynological zones are: K-VI (Paleocene), K-VII (Eocene–Early 
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Oligocene), K-VIII (Late Oligocene-Early Miocene), K-IX (Late Miocene–
Pliocene), and K-X (Quaternary) (Fig. 2). As it has been demonstrated by [6], 
Cenozoic sequences have few age restricted palynomorphs, limited extinctions, 
and few evolutionary events. The use of the qualitative (measurement of adopted 
biostratigraphic scheme) method of presence and absence of taxa, as is commonly 
used by the petroleum industry, provides insufficient resolution to subdivide the 
thick Cenozoic sequence of the Muglad Basin in general and the Kaikang Trough 
in particular. Greater age resolution will be needed for the next stage of this study: 
sequence stratigraphy and depositional environment interpretations.

5  Conclusions

This initial stage of this palynological study of the Muglad Basin has increased the 
age resolution in this stratigraphic section. Greater age resolution will be need as 
this study progresses.
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Abstract This work presents the detailed facies analysis of the Begrih Formation 
exposed along the Mukah–Selangau road, Sarawak, East Malaysia. The Begrih 
Formation shows a variety of sedimentary facies in terms of composition, sedi-
mentary structures, bed geometry, and microfossils. Fifteen sedimentary facies 
from seven (07) outcrops of Begrih Formation have been identified and inter-
preted. These sedimentary facies are categorized into three main types depending 
on the major lithology type. (1) Mud-dominated unit: laminated mudstone/shale 
(Msl), mudstone with planer and lenticular sandstone/siltstone laminations (Mpl), 
and fossiliferous mudstone (Mf); (2) Sandstone/Siltstone-dominated facies: trough 
cross-stratified sandstone (Sts), planar-laminated sandstone and mudstone (Slm), 
rhythmically bedded sandstone and mudstone (Srh), hummocky cross-stratified 
sandstone (Shs), hummocky-stratified sandstone with mudstone (Shsm), ripple-
laminated sandstone and mudstone (Srp), flaser-bedded sandstone (Sfl), and bio-
turbated sandstone (Sb); and (3) Conglomerate: massive conglomerates (Gm), 
trough cross-bedded pebbly conglomerate (Gpt), bioturbated conglomerate (Gb), 
and coal facies. These fifteen facies are grouped into seven facies association; (1) 
Shelf and lower offshore, (2) Upper offshore, (3) Lower to middle shoreface, (4) 
Upper shoreface, (5) Foreshore, (6) Lagoonal facies, and (7) Backshore/fluvial 
facies. The pattern of facies and presence of distinct foraminifera species imply 
that these facies were deposited in the shallow marine setting with pronounced 
storms, wave, fluvial, and tidal influence along the paleo-margin.
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1  Introduction

This work presents the detailed facies analysis of the Begrih Formation exposed 
along the Mukah–Selangau road, Sarawak, East Malaysia (Fig. 1a). The study 
area is underlain by a succession of coal-bearing molasse deposits of Balingian 
Formation (Upper Miocene), Begrih Formation (Pliocene), and Liang Formation 
(Late Pliocene-Pleistocene). These Neogene Formations unconformably overlie 
the Upper Cretaceous to Eocene Belaga Formation of Rajang Group.

Fig. 1  Map showing the location of the study area. a Regional map of the Sarawak showing the 
study area in Mukah district, Central Sarawak. b Close-up map showing the extension of Balin-
gian Formation, Begrih Formation, and Liang Formation exposed in study area
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The initial reported geological studies in Mukah–Balingian area were accom-
plished the geological survey department (British territories in Borneo) with the 
cooperation from oil companies, which were hunting for oil and gas in early and 
mid 1900s [1]. Leichti et al. [1] defined and studied the exposed rocks in the area. 
The first geological map of the area, showing this Tertiary succession (Balingian, 
Begrih, and Liang Formations) is unconformably resting on deep-sea turbid-
itic sequence of Belaga Formation [2]. De Silva [3] described all the formations 
exposed in Mukah–Balingian area and combined Begrih and Liang Formations, 
describing them a single formation without any unconformity and named it as 
Begrih–Liang Formation. The Begrih Formation that is the focus of the study 
outcrops over 20 square miles between the Balingian and Mukah rivers along the 
coast of Sarawak [1] (Fig. 1b).

2  Regional History and Stratigraphy

Sarawak basin is an Upper Eocene to Recent sedimentary basin unconformably 
overlying the deformed Rajang Group. Late Eocene collision of Luconia block 
with the West Borneo Basement and the closure of the Rajang Sea or remnant 
ocean basin [4] resulted in the creation of Sarawak foreland basin [5, 6].

On the basis of geological history, structural complexity, and stratigraphy, 
the Sarawak province can be divided into three tectonostratigraphic zones: 
the Kuching Zone, the Sibu Zone, and the Miri Zone [7] (Fig. 2). The north-
ward extension of the West Borneo Basement in Sarawak is the Kuching Zone. 
The age of the formations in this zone ranges from Upper Carboniferous (Kerait 
Formation) to Middle Miocene (Plateau Formation). The boundary between the 
Kuching Zone and the Sibu Zone is marked by the Lupar Line, which is a NW-
trending tectonic mélange formed during the Eocene [8, 9].

The Sibu Zone is predominantly underlain by the Rajang Group that consists 
of intensely folded and low-grade metamorphosed Late Cretaceous to Eocene 
turbidites [10]. These rocks were uplifted as a result of closure of Rajang Sea in 
Late to Middle Eocene [11, 12]. Outliers of the overlying Oligo-Miocene Nyalau 
Formation also occur in some parts of the Sibu Zone.

Tatau-Mersing Line represents the junction between the Sibu Zone and the 
Miri Zone (Fig. 2). The Sibu Zone is structurally a complex zone consisting of 
Paleocene to Eocene ophiolitic rocks, while Miri Zone represents younger gen-
tle dipping strata without structural ambiguity as compared with Sibu Zone [13]. 
Stratigraphically, the Miri Zone is divided in Central Sarawak and North Sarawak 
in the onshore area. Tatau–Mersing line also represents a major unconformity 
between the Rajang Group and overlying Upper Eocene–Recent Sediments in the 
Miri Zone.
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3  Lithofacies Analyses of Begrih Formation

The Begrih Formation shows a variety of sedimentary facies in terms of composi-
tion, sedimentary structures, bed geometry, and microfossils. Fifteen sedimentary 
facies from eight (8) outcrops (Fig. 8) of Begrih Formation have been analyzed 
and interpreted. These sedimentary facies are categorized into four (4) main types 
depending on the major lithology type.

1. Mud-dominated units

I. F1—Laminated mudstone (Ml)
II. F2—Lenticular-bedded mudstone (Ms)
III. F3—Fossiliferous massive mudstone (Mf)

2. Sandstone-dominated facies

I. F4—Trough cross-stratified sandstone (Sts)

Fig. 2  A map illustrating the onshore structural subdivision of Sarawak (based on Liechti et al. 
[1] and Madon [7])
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II. F5—Planar-laminated sandstone and mudstone (Slm)
III. F6—Rhythmically bedded sandstone and mudstone (Srh)
IV. F7—Thick hummocky cross-stratified sandstone (Shc)
V. F8—Thin hummocky-stratified sandstone with mudstone (Shsm)
VI. F9—Ripple cross-laminated sandstone and mudstone (Srp)
VII. F10—Flaser-bedded sandstone (Sfl)
VIII. F11—Bioturbated sandstone (Sb)

3. Conglomerate:

I. F12—Pebbly conglomerates (Gm),
II. F13—Trough cross-bedded pebbly conglomerate (Gpt),
III. F14—Bioturbated conglomerate (Gb)

4. F15—Coal

3.1  F1—Laminated Mudstone

Description: Facies F1 was identified at four outcrops (BL-2, BL-3, BL-4, and 
BL-6) (Fig. 8). The thickness of this facies range from a few centimeters to 2 m 
in some exposed sections. It has mostly irregular basal and top contact with the 
sandstone-dominated facies (HCS sandstone etc.).

The F1—laminated mudstone/shale (Msl) consists of light to dark gray lami-
nated (1–2 mm) mudstone and massive gley-mud horizons. Various parts of 
weathered outcrop show fissility in the sequence. At two locations, these facies 
show thin horizons of erosive-based, medium to coarse-grained, thin to medium 
beds of sandstone and matrix-supported conglomerates. These facies have rare 
siltstone/fine sandstone lamination as compared with the other mudstone facies 
having prominent laminations and thin beds.

The interbedded sandstone layers/lenses are sparsely bioturbated with 
Paleophycus (Pa), Planolites (Pl), and Ophiomorpha (Oph) burrows. Generally, 
trace fossils are not observed in this facies. Foraminiferal analyses of four (04) 
samples were done. The two samples for BG-2 (2BG 9/1, BG 9/2) were barren 
and were devoid of any foraminifera. The samples from BG-3 (BG 10/1, BG 10/2) 
lack environmentally diagnostic taxa. Rare to few arenaceous and calcareous 
forms were identified (Fig. 9).

Interpretation: F1 reflects deposition of fine material in low-energy setting in 
the absence of waves and currents [14, 15]. The absence of bioturbation, dark gray 
color, and having substantial thickness suggest oxygen-depleted conditions [16]. 
The absence of oscillatory structures indicates that the deposition occurs below 
storm wave base (SWB). The lower offshore and shelf mudstones reflect rela-
tively constant deposition over an extended period of time. F1 is interpreted to be 
deposited in a lower offshore to shelf environment. The presence of few calcareous 
foraminifera also suggest stressed marine conditions.
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3.2  F2—Lenticular-bedded Mudstone (Ms)

Description: F2 was encountered in BG-2, BG-3, and BG-4 (Fig. 8). The thick-
ness of this facies ranges from few centimeters (BG-2) to over 8 m (BG-3). This 
facies is mostly associated with the hummocky-stratified sandstone (erosive top 
contact) and laminated mudstone facies (transitional) (BG-3), HCS sandstone 
(BG-4), and thick flaser-bedded sandstone (BG-2).

The facies consists of laminated mudstone with varying ratio of sandstone/silt-
stone lenses. The laminated sandstone/siltstone layers are less than 5 mm, and it 
also contains carbonaceous flakes and thin lamination at some exposed horizons. 
The thin laminations of fine to very fine sandstone/siltstone are not extensive. 
This facies also bears nodules and nodular layers (2–10 cm). Rare bioturbation is 
recorded.

Interpretation: The presence of fine sandy/siltstone thin lamination incorpo-
rated in mudstone and shale suggests deposition in low-energy environments [14, 
15]. During high-energy storm events, waves erode and rework the nearshore area 
[17, 18]. Fine-grained sandstone/siltstone is further transported seaward in suspen-
sion by waves and currents. Transport capacity of waves and currents decreases 
basinward, and as a result, very fine-grained silt and sand is deposited as thin, 
sandy laminas within the overall mud-prone environment [19].

3.3  F3—Fossiliferous Mudstone (Mf)

Description: This facies was identified at BG-5 and BG-7. The thicknesses of this 
facies vary from four (4) to five (5) meter. It has sharp and slighty irregular basal 
contact with the sandstone facies and gradual upper contact with the coal facies. 
F3 is intensely bioturbated, homogenously mixed.

This F3 facies (Mf) is composed of light to dark gray, homogenized, struc-
tureless mudstone with varying amount of siltstone/very fine sandstone. At BG-
5, the base of the exposed unit is dominated by silty mudstone. The amount of 
siltstone contents decreases upward and gradually changes into pure mud con-
taining carbonaceous lamination and rootlets on top. These carbonaceous lami-
nations are abundant toward the top, below the thin coal facies. This facies also 
displays thin, fine sandstone beds at the base of BG-7. F3 bears bivalves, gastro-
pods, and other broken fragments of the calcareous body fossils (Fig. 5a). The 
body fossils are filled with muddy material, but outer shells of these organisms 
are well preserved (Fig. 5e, f). Palynological analyses reveal that this facies is 
characterized by the common occurrence of Rhizophora, Avicennia, and the 
other mangrove taxa (Fig. 6), averaging about 35.6 %. Blumeodendron, Cycas, 
and Palmae pollen which represents the lowland/peatland group shows a distinct 
value in this interval. The fern spores are present in moderate amounts, with the 
occurrence of 10 %.
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Interpretation: Muddy deposits indicate deposition within quiet, low-energy 
depositional environments [20–22]. The complete bioturbation, presence of 
bivalves, and gastropods in lower part of the facies suggest that the deposition 
occurs in overall low-energy environments with plenty of oxygen. The presence of 
mangrove taxa (Rhizophora, Avicennia etc.) with peatland flora (Blumeodendron, 
Cycas, and Palmae pollen) also suggests marginal marine environment with both 
saline as well as fresh water influence, respectively. The facies F3 may suggest a 
brackish lagoonal setting with occasional fresh water input.

3.4  F4—Trough Cross-stratified Sandstone (Sts)

Description: This facies was identified at outcrops BG-1, BG-2, and BG-5. The 
thickness of this facies ranges from 0.5 to 1.7 m (BG-5). At BG-1, it is encoun-
tered in between the massive conglomerate facies. F4 forms a multistoried sand-
stones with rip-up mud clasts and trough cross-bedding (Fig. 5e). At BG-2 and 
BG-5, the bedding is thin relative to BG-2. The individual packages of TCB sand-
stone in BG-2 are separated by thin mud beds (2–4 cm). It pinches out in the north 
direction of the outcrop in BG-2.

The facies (Sts) consist of light gray to dark gray, reddish- and gray-colored, 
medium to coarse-grained, with mostly shows erosive-based, thin to thick-bedded, 
high to low angle trough cross-stratified sandstone interbedded with thin mudstone 
horizons. Medium to coarse-grained units also bear pebbles floating throughout the 
extent of exposed boundaries. Mud chip is present along the trough cross-foresets 
(Fig. 4c). The interval of mudstone ranges from few centimeters (1–5 cm) with 
some discontinuous patches of mud. The F4 is devoid of any trace and body fossils.

Interpretation: Trough cross-stratifications occur in many different settings, 
from fluvial environment to shallow marine areas. In shallow marine setting, the 
trough cross-stratification denotes high-energy environments, probably rip-up and 
long-shore currents in the shoreface area [20, 23, 24]. The interpretation solely 
depends on the associated facies [25]. In general, F4 reflects strong unidirectional 
currents. Here, F4 is interpreted to be of fluvial origin.

3.5  F5—Planar-Laminated Sandstone and Mudstone (Slm)

Description: The F5 was not identified anywhere except BG-8 where its thick-
ness is 0.5 m (Fig. 8). Although parallel-laminated sandstone are included in other 
facies, some sequences have entirely planar-laminated sandstone beds separated 
by 2 cm parallel-laminated mud having carbonaceous contents (BG-8). The basal 
contact of the F5 in BG-8 was not observed, while top contact is gradational with 
the facies F9. These facies represent the most southward-exposed sequence of 
Begrih Formation.
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This F5 facies (Slm) consist of gray to dark gray- and yellowish-colored, 
fine to medium-grained, well-sorted, medium-bedded sandstone with parallel 
laminations.

Trace fossils distribution is limited to rare Planolites, Paleophycus burrows, 
and rare Skolithos burrows.

Interpretation: The planar-laminated sandstone beds indicate swash and backs-
wash processes, while the mud interbeds specify slack water condition during high 
tide [15, 25]. The shoreline migrates landward and seaward, during high and low 
tide periods, respectively. The sparse bioturbation also suggests high-energy cur-
rents prevailed during deposition of this sand-variant facies. This facies is inter-
preted to be deposited in tidal influence.

3.6  F6—Rhythmically Bedded Sandstone  
and Mudstone (Srh)

Description: The F6 was encountered at outcrops BG-2, BG-4, and BG-8 (Fig. 8). 
The thickness of F6 ranges from one (01) to three (03) meters. This facies has 
sharp contact with F1 and F2. The facies F6 is laterally continuous, but local vari-
ation in lithology and bioturbation is visible in all the exposures. Most of the thin 
sandstone beds are laterally continuous, otherwise form lenticular bedding.

This facies (Srh) is composed of yellowish to gray, thickly laminated and thin-
bedded, moderately to well-sorted fine sandstone. Sedimentary structures include 
both asymmetric and symmetric ripples and ripple cross-lamination, tabular cross-
lamination, and wavy to lenticular bedding with occasional thin laminations of 
carbonaceous material in mud part. Mudstones are commonly clay-rich, though 
silt-rich intervals occur locally. Few sandstone beds show parallel laminations with 
mudstone couplets.

Bioturbation is rare in the coarser part of F6, though some unit contains 
Ophiomorpha, Paleophycus, Arenocolites, and Terebellina. The lenticular- and 
wavy-bedded sandstone and mudstone have abundant trace fossils; Trebellina 
(Tr), Thalassinoides (Th), Teichichnus (Te), Paleophycus (Pa), Skolithos (Sk), and 
Conichnus (Co?) (Fig. 3e). Body fossils are not observed.

Interpretation: The facies F6 represents deposition in alternating high-/low-energy 
conditions with mud deposition during slack water periods. The heterolithic bedding 
usually indicates strong tidal influence and ranges from intertidal to subtidal environ-
ment of deposition [26]. Presence of symmetrical and asymmetrical ripples indicates 
persistent wave action, resulted from combined flows [15]. Bioturbation may suggest 
brackish water conditions.
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Fig. 3  Photographs of the different facies belonging to Begrih Formation. a Photograph show-
ing the discontinuous nodular layer in the siltstone to fine sandstone laminated mudstone facies. 
b Hummocky cross-stratified sandstone and mudstone. Note the HCS in lower part of the pic-
ture. In the middle is the graded bedded sandstone. The top of the picture shows discontinuous 
symmetrical ripples with cross-lamination (combined flow?). c Hummocky cross-stratified sand-
stone and mudstone with sandstone laminations. Note the hummocky bed form, higher order ero-
sive surface. Red rectangle denotes figure d. d Internal geometry of the hummocky cross-strati-
fied sandstone. The arrowed lines show the thickness of individual beds. The yellow line shows 
low-angle cross-bedding. e Rhythmically bedded/laminated sandstone and mudstone, consisting 
of alternating centimeters thick wavy and lenticular-bedded sandstone and mud layers. Moderate 
bioturbation with Skolithos (Sk), Planolites (Pl), Rosselia (Ro), Teichichnus (Te), and Thalas-
sinoides (Th). f Fine-grained, bioturbated, medium-bedded horizon of rhythmically bedded/lami-
nated sandstone and mudstone with Ophiomorpha burrows
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3.7  F7—Thick Hummocky Cross-stratified Sandstone (Shs)

Description: F7 was identified at outcrops at BG-2 and BG-4 (Figs. 8 and 3c, d). 
This facies is associated with laminated mudstone/shale facies having erosive basal 
contact and uneven top contact. At BL-4, this facies shows composite thick amal-
gamated beds of 60 and 70 cm separated by 10-cm mud bed. At both the outcrops, 
F7 shows good lateral continuity (max. 15–20 m). Internally, they are marked by 
scoured surfaces and mud partings. Mudstone partings (0.3–5 cm) are occasionally 
present between some hummocky-stratified units. The individual bed is formed by 
thinner packages of hummocky beds of 20–50 cm thick. The thick individual hum-
mocky beds commonly show lateral pinching out.

The F7 (Shs) facies is composed of dark gray-colored, well-sorted, fine-
grained sandstone. In BL-4, this facies is represented by two hummocky cross-
stratified beds, which are separated by 10 cm laminated mudstone beds (Fig. 3c). 
Hummocky cross-stratification occurs throughout the whole beds with individual 
laminae less than 0.5 cm (Fig. 3d). Trace fossils and body fossils are absent.

Interpretation: Hummocky cross-stratification in F7 represents storm event 
beds in an overall muddy environment, deposited between fair-weather wave base 
(FWWB) and storm wave base (SWB) [27, 28]. During fair-weather conditions, 
the area experiences relatively low-energy conditions with continuous deposition 
of mud from suspension.

3.8  F8—Thin Hummocky-Stratified Sandstone  
with Mudstone (Shsm)

Description: The facies F8 was encountered at four outcrops (BG-2, 3, 6, and 7). 
Thickness of this unit ranges from 0.5 to 1 m (BG-6). The hummocky horizons are 
continuous laterally with variation in thickness. This facies has mostly sharp and 
erosive contact with F1 and F2, while top contact is slight irregular. This facies 
is different from the hummocky cross-stratified sandstone in size of hummocky 
cross-stratification, sandstone contents, bedding thickness, and introduction of 
mud and rippled horizon.

This facies (Shsm) consist of light gray to gray, fine to very fine-grained, sharp-
based, hummocky cross-stratified sandstone interbedded with mudstone. The clay 
content dominates in this facies, with parallel laminations and often symmetrical to 
near-symmetrical ripples at the top (Fig. 3b). Body fossils are not observed, while few 
trace fossils of Paleophycus (Pa), Planolites (Pl), and Skolithos (Sk) were spotted.

Interpretation: F8 represents distal storm event beds in an overall muddy envi-
ronment, deposited above fair-weather wave base (FWWB) [27, 28]. During fair-
weather conditions, the area experiences relatively mixed-energy conditions with 
continuous deposition of mud from suspension and wave actions. The intense 
storm activity caused abrupt increase in wave energy and the deposition of HCS 
and wave rippled sandstone beds in an overall muddy environment.
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3.9  F9—Ripple-Laminated Sandstone and Mudstone (Srp)

Description: The F9 was only identified at outcrop BL-8 where its overall thick-
ness reaches up to 3 m. The basal contact with the F8 is transitional, while upper 
contact is not exposed. F9 shows good lateral continuity across the whole outcrops 
(Approx. 30 m).

F9 facies consists of light gray, tabular cross-bedded and ripple (symmetri-
cal and asymmetrical) cross-laminated (Fig. 4d, e), bidirectional cross-stratified 
(Fig. 4e), well-sorted, fine-grained sandstone and siltstone with thin wavy clay 
laminations and thin clay beds having laths of carbonaceous material. Sandstone 
beds are 4–15 cm thick. Mudstone intervals are 1–2 cm along the rippled surfaces 
or in the form of parallel laminations. Tabular cross-bedding is common, but some 
beds have small low-angle cross-laminations having carbonaceous material cover-
ing the consecutive laminae foresets, climbing ripples (Fig. 4f), and current rip-
ples cross-laminations. Symmetrical and asymmetrical ripples are preserved on the 
top of the sandstone beds with some of the rippled surfaces are eroded by parallel 
lamination sandstone beds (Fig. 4e). Ripples amplitude 1–4 cm with wavelength 
range of 7–12 cm. Thinning- and fining-upward intervals are common with indi-
vidual set enveloped by thin laminated mud with carbonaceous material. Facies 
F9 is slightly bioturbated with few trace fossils of Paleophycus (Pa) and Planolites 
(Pl) (Fig. 4f). Body fossils are absent.

Interpretation: The ripple cross-laminations and climbing ripples denote high 
sediment input and agitated water body under the influence of wave and current. 
Bidirectional cross-lamination indicates reverse flow in tidal settings. While carbo-
naceous material incorporated in thin mud beds and minor mud and carbonaceous 
material along the foresets of cross-laminae indicates low-energy interval.

3.10  F10—Flaser-Bedded Sandstone (Sfl)

Description: The F10 was only identified at outcrop BL-2 where its thickness is 0.8 m. 
It has transitional basal contact with the underlying F7 while upper slightly irregular 
contact with the overlying F1 and F4. F10 shows good lateral continuity in the outcrop.

F10 (Sf) is composed of yellow-colored, fine-grained, well-sorted sandstone 
with irregular, discontinuous mudstone (clay-rich), beds, and few scours sur-
faces with mud lining. It also bears very thin laminations of carbonaceous mate-
rial and mud. This facies is associated with rhythmically laminated sandstone 
and mudstone and laminated mud/shale. Trace fossils include Skolithos (Sk), and 
Paleophycus (Pa) burrows.

Interpretation: Facies F10 indicates transition into environment characterized by 
an increased in effect of wave action above fair-weather waves base, which results 
in lower preservation potential of mud deposits and having higher proportions of 
sandstone fraction. On the bases of associated facies, F10 is interpreted to be depos-
ited in transition zone between upper offshore and shoreface facies.
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Fig. 4  Photographs of the different facies belonging to Begrih Formation. a Planar-bedded sand-
stone with sub-ordinate mudstone (clay-rich) and brown nodules and nodular layers. Lower ero-
sive contact with laminated mudstone unit. Note the thinning-upward sequence. The rectangle 
refers to figure b. b Thick beds of sandstone with discontinuous clay and carbonaceous lamina-
tions. Burrows include Skolithos (Sk) and Paleophycus (Pa). c Trough cross-bedded sandstone 
with mud chip along the foresets. Note the erosive basal contact with the laminated mudstone. d 
Rippled-laminated sandstone and mudstone. Arrow shows the flow direction and resultant cross-
laminated ripples. Lower part contains climbing ripples but in opposite direction of upper rip-
ples. Parallel-laminated (PL) thin bed in the middle. e Part of ripple-laminated sandstone and 
mudstone with coarsening upward beds (reverse grading), bidirectional laminations, ripples crest 
eroded by parallel-laminated fine-grained sandstone bed. Planolites burrows above the carbigil-
lite/silt lamination. f Climbing ripples from rippled cross-bedded/laminated sandstone and mud-
stone. Burrows include Paleophycus (Pa), Planolites (Pl)
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3.11  F11—Bioturbated Sandstone (Sb)

Description: The facies F11 was identified at outcrop BG-3 and BG-7. F11 is 
associated with F1 and F2 in BG-3 where its thickness is 12–20 cm. F11 is later-
ally continuous with obliterated original sedimentary fabric. The sandstone beds 
are fully homogenized.

This facies consists of light gray, gray, and yellowish, fine to medium-grained, 
severely bioturbated sandstone beds having original fabric partially or fully 
destroyed. The thickness of this facies vary from 12 to 20 cm (BG-3). No indi-
vidual trace fossil can be identified due to intense bioturbation. Body fossils are 
also absent.

Interpretations: This facies is deposited in low-energy area primarily from sus-
pension with some sporadic higher sand influx due to storms. The complete mix-
ing of the sandstone suggests very slow sedimentation rate which allowed organism 
to mix it thoroughly. Bioturbated units can be deposited in low-energy open marine 
depositional environments, sporadically influenced by storm deposits [15].

3.12  F12—Pebbly Conglomerates (Gp)

Description: The facies F12 was identified at the outcrop BG-1. The base of the 
Begrih Formation holds distinctive massive 3.5-m conglomerate with very erosive 
lower contact and uneven upper contact. The composite thickness of F12 reaches 
up to 3.5 m in the BG-1. This facies is characterized by wavy interbedding of 
mudstone and conglomerate beds, with fine sandstone intervals and thin discon-
tinuous mudstone beds at the top of the outcrop. Most of the other conglomerates 
encountered in the Begrih Formation have thickness range from 10 to 65 cm hav-
ing sheet-like geometries.

This facies (Gp) consists of yellowish brown, grayish, thin to thick-bedded 
(0.1–2.5 m), structureless, erosive-based, poorly sorted conglomerate and fining-
upward, moderately sorted, medium to coarse-grained trough cross-stratified sand-
stone. Conglomerates are either grain and/or matrix-supported (Fig. 5d, f). Thin 
conglomerate beds also occur in the mudstone facies with other coarse sandstone 
beds. The clasts are randomly oriented and range from angular quartz, coal clast to 
well-rounded clast of sedimentary origin. The matrix of conglomerate consists of 
fine to coarse sandstone and mudstone. It is devoid of any trace and body fossil.

Interpretation: The facies characteristics of Gm reflect strong unidirectional 
currents. Coarser fraction of the sediment stays near the base in sandy and pebbly 
sediment laden flow. Thick conglomerates (pebbly) can be product of high-density 
sandy and pebbly turbidity currents [29]. The absence of any marine trace or body 
fossils supports non-marine, freshwater deposition.
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Fig. 5  Photographs of the different facies belonging to Begrih Formation. a Fossiliferous mud-
stone (silt-rich) bearing a bivalve shell fragment. This unit is fully bioturbated having original 
fabric destroyed or party altered. b Coal layer having upper erosive contact with white, yellowish 
(leached) sandstone and lower gradual contact with the massive rootleted mudstone. The lower 
contact is marked carbonaceous material and rootleted mudstone. c Pebbly trough cross-bedded 
sandstone with mud drapes and carbonaceous material along the cross-bed foresets. d Thick mas-
sive conglomerate (3.5 m) at the lower part of the Begrih Formation. Irregular coal body at the 
lower contact above the mudstone. e Trough cross-laminated medium to thick-bedded sandstone. 
Individual beds are separated by clay-rich thin mudstone beds. Abundant mud chips and rip-
up mud clast in the reddish horizon. f Alternating conglomerate and gley mudstone wavy bed-
ding on top of the BG-1. Thinning-upward sequence of conglomerate as mud contents increases 
upward
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3.13  F13—Trough Cross-bedded Pebbly Conglomerate (Gpt)

Description: This facies was identified at outcrops at outcrops BG-3 and BG-4. 
The thickness of this facies is 35 cm (BG-3) and 30 cm (BG-4). Intervals of very 
fine silty sandstone with mud drapes and carbonaceous material along the cross-
bedding foresets are observed. The thickness of this facies changes laterally with 
some beds pinching out. This facies has sharp and erosive basal contact with F1, 
while top contact is also sharp and slightly irregular along some parts of exposure.

The F13 facies consists of gray to dark gray, erosive-based, pebbly conglomer-
ates with large trough cross-bedding (Fig. 5c). Trough cross-beddings have tan-
gential lower contact with the mud layer at outcrop BG-3 (Fig. 5c). The clasts are 
mostly of pebble size with angular (quartz and feldspar) and some well-rounded 
sedimentary fragment. Trace fossils and body fossils are absent.

Interpretation: The F13 facies represents strong unidirectional currents. The 
pebbly conglomerate with trough cross-bedding is usually associated with strong 
unidirectional currents. The enveloping mudstone reflects calm condition which 
favored the deposition of mud, while F13 suggest some catastrophic event. The 
F13 may be the product of high-density sandy and pebbly turbidity currents [29]. 
F13 shows close relationship to other interpreted shallow marine facies (F1). F13 
is interpreted to be deposited by major typhoon which was generated in open 
marine setting. Besides reducing condition, the high rate of sedimentation and 
coarse fraction, halt the biological activities in any rock strata. The occurrence and 
type of bioturbation are controlled by grain size of the sedimentary rocks [30].

3.14  F14—Bioturbated Conglomerate (Gb)

Description: The facies F14 was only exposed at BG-6. The coarse pebbly sand-
stone and conglomerate beds thickness range is 5–60 cm. The basal contact 
is sharp and erosive, while top contact with the F1 facies is sharp and irregular. 
Internally, the facies F14 is marked by several scoured surfaces and mud partings. 
The sandstone and conglomerates are interbedded and contain large mud chips. 
The upper part of F14 is generally sandy, thus forming fining-upward unit.

F14 facies (Gb) consists of dark gray, with yellowish patches, matrix-supported 
pebbly conglomerates and interbedded pebbly, medium to coarse sandstones and 
laminated mudstone (F1). The interbedded mudstone thickness ranges from 5 to 
30 cm. Bioturbation is common in F14. The bioturbation is directly related to the 
grain size at the outcrop. Medium to coarse part of the sandstone is more biotur-
bated as compared to part having coarser fraction (pebbles). Some of the burrows 
were identified as Ophiomorpha (Op).
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Interpretation: The type of grains and grain size is the controlling factor on 
the occurrence of bioturbation in sedimentary units [30]. The rare occurrence of 
the Ophiomorpha burrows in pebbly part suggests that strong current or waves (?) 
deposited the pebbly fraction. These strong currents and coarser fraction did not 
allow suitable substrate and time for biological activities. After the initial strong 
phase, the flow lost energy and sand fraction were allowed to settle down and bur-
rowing activities took place. The characteristic and association of this facies imply 
that F14 was deposited high-energy seaward directed current as result of major 
storms. The bioturbation also suggests marine setting, with plenty of oxygen avail-
able for organism to thrive.

3.15  F15—Coal

Description: In Begrih Formation, F15 was only exposed at BG-5. The thickness 
of the coal layer is only 20 cm. F15 shows a gradual lower contact with the under-
lying massive rootleted mudstone. The top contact with the overlying sandstone is 
slightly erosive.

The facies F15 (C) consists of fractured black coal (Fig. 5b). The carbonaceous 
material is introduced from the middle of the unit, which increases upward. It has 
some carbigillite horizon on the lower surface that is 2–3 cm thick (Fig. 5).

Palynological analyses reveal that the coal facies (F15) yielded moderate 
pollen and spore assemblages. In general, the mangrove species are character-
ized by Bruguiera, Florschuetzia, Acrostichum aureum, Excoecaria aggulocha, 
Nypa, Avicennia, and Oncosperma which constitute 37.6 % of the total pollen 
counts. The pollen derived from lowland/peatland source such as Dactylocladus, 
Blumeodendron, and Stemonorus shows value of 32.1 % from the total pollen con-
tent (Fig. 6).

Interpretation: Coals are usually deposited as a result of in situ accumulation 
of plant material and organic matter in reducing waterlogged conditions, where 
the rate of accumulation is more than the rate of decomposition. The palynologi-
cal analyses show both the mangrove and lowland/peatland assemblages of pollen 
and spores with slight abundance of mangrove species. The presence of man-
grove species found in the coal suggests that plant material accumulated in the 
area with pronounced marine influence, while lowland species suggest input of 
fresh water.
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Fig. 6  a Stenochlaena usmensis. b Magnolia. c Dinoflagellate. d Calophyllum (Big). Rhiz-
ophora (Small). e Polypodium. f Fungus. g Ilex. h Casuarina. i Asplenium. j Oncosperma. k 
Acrostichum aureum. l Metroxylon. m Oncosperma. n Canthium. o Brownlowia. p Florschuet-
zia semilobata. q Cephalomappa. r Cephalomappa. s Florschuetzia levipoli. t Cephalomappa. (4 
pores) u Rhizophora. v Dactylocladus. w Blumeodendron. x Avecenia. y Lithocarpus. z Campno-
sperma
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4  Facies Association of Begrih Formation

Section 3 and Figs. 3, 4 and 5 provide detailed information regarding each facies 
in the study area. The described fifteen facies (15) are grouped into seven (07) 
facies association (Figs. 7 and 8).

1. FA1—Lower offshore and shelf facies
2. FA2—Upper offshore
3. FA3—Lower to middle shoreface
4. FA4—Upper shoreface
5. FA5—Foreshore facies
6. FA6—Lagoonal facies
7. FA7—Backshore/Fluvial facies

4.1  FA1—Lower Offshore and Shelf Facies

The lower offshore facies association is dominated by muddy facies (Figs. 7 
and 8). The very fine-grained character of these facies suggests a very low-
energy setting, which allowed sediment fall-out from suspension [14, 15]. The 
thin  pebbly sandstone, conglomeratic beds and bioturbated thin beds of fine 

Fig. 7  Schematic depositional profile of the Begrih Formation. The partition of the deposi-
tional profile follows the model of Pemberton and Wightman [33], modified by Nagel et al. [31] 
according to Taiwan orogeny. The sedimentary facies and facies association are assigned on 
the basis of sedimentary structure, trace fossil distribution. Photograph showing the interpreted 
facies and facies association identified in the study area
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sandstone may represent deposits of event flow in the offshore area as a result of 
flooding in the rivers along with big major storms/typhoons. These rare events 
might be the cause for deposition of coarser unit within offshore deposits [31]. It 
might be result of turbidity currents induced by strong storms [15] which trans-
port this coarser material over offshore fine fraction. The shale and laminated 
mudstone without sandstone/siltstone laminations is interpreted to be deposited 
below storm wave base.

Fig. 8  Compilation of all the outcrops of Begrih Formation revealing individual facies and 
facies association
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4.2  FA2—Upper Offshore

The upper offshore facies association comprises fining-upward succession. It is 
dominated by muddy deposits in the base, which grades into thin-bedded hum-
mocky cross-stratified sandstone and mudstone. In few sections, the muddy depos-
its are also interbedded with bioturbated sandstone (F11-Sb) facies (Figs. 7 and 8). 
The muddy units of FA-2 represent suspended sediment fall-out in a low-energy 
setting [15]. The thin-bedded hummocky cross-stratified sandstone and mudstone 
having oscillatory-generated structures indicate repetition of less frequent and 
low-energy storm events below fair-weather wave base but well above storm-wave 

Fig. 9  (X.40 magnification) a Ostracod. b Calcareous undifferentiated. c Globogerina buliades 
(gb) Fissurina (Fs) Nonian (Nn). d Trochammina. e Haplophragmoides sp. f Anomalina sp. g 
Frondicularia. h Ammonia sp. (Am), Globogerina buliades (Gb), Hanzawaia (Hn). i Loxostomun 
sp. j Haplophragmoides sp. k Ammonia sp. l Trochammina. m Ammonia beccarii. n Elphidium
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base [14, 15, 27, 32]. Trace fossil assemblage is of Skolithos ichnofacies that are 
restricted to the sandstone beds. Mostly, these Skolithos ichnofacies in combina-
tion with cruziana ichnofacies are indicative of offshore sedimentation [33].

4.3  FA3—Lower to Middle Shoreface

Lower to middle shoreface facies association is dominated by gray, sharp- and 
erosive-based, thick-bedded, fine to medium-grained, well-sorted sandstone with 
hummocky cross-stratification and heterolithic (F6-Srh) facies (Figs. 7 and 8).

This facies association is interpreted to represent lower to middle shoreface 
(Figs. 7 and 8). Thick, amalgamated hummocky cross-stratified beds are inter-
preted as storm beds, above the fair-weather base and record high-energy oscil-
latory and combined flows during repeated storms [15] in proximal storm range 
[32]. Continued wave erosion removed mud layers between sandstone beds, with 
the exception of locally preserved residual thin mud laminations [14, 34]. The 
relative decrease in proportion of mudstone interbeds in the F10 (BG-2) suggests 
deposition above fair-weather wave base and continuous water agitation [15]. It is 
also indicated by presence of flaser-bedded sandstone beds, which indicate persis-
tent wave action [31]. The heterolithic facies in FA-3 are interpreted to be results 
of deposition in oscillatory and occasionally combined flow in lower to middle 
shoreface during fair-weather conditions [26].

4.4  FA4—Upper Shoreface

The upper shoreface facies association comprises of thin to thick-bedded, medium 
to coarse-grained, trough cross-stratified, sandstone and pebbly sandstones. The 
upper shoreface represents energetic intervals, relative to lower shoreface deposits 
(Figs. 7 and 8). Trough cross-stratification represents migration of bars and dunes 
along the shoreline due to either rip currents or longshore currents in the upper 
shoreface [20, 23, 24]. The coarser fraction along with sparse or lack of bioturba-
tion also suggests deposition in agitated high-energy conditions [33]. The type of 
grains and grain size is the controlling factor on the occurrence of bioturbation in 
sedimentary units [30]. The strong currents and coarser fraction during the high-
energy interval in upper shoreface did not allow suitable substrate and time for 
biological activities.

4.5  FA5—Foreshore Facies

The foreshore facies association (FA-5) consists of two distinct facies (F9- Srp and 
F5-Slm) that are interpreted to represent foreshore deposits (Figs. 7 and 8). FA5 
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denotes deposition between mean low and mean high tide [25]. Thin to medium-
bedded sandstone with ripple cross-laminations and climbing ripples denote the 
agitated water body under the influence of wave and current. Bidirectional cross-
lamination indicates reverse flow in tidal settings. Carbonaceous material incor-
porated in thin mud beds and minor mud and carbonaceous material along the 
foresets of cross-laminae indicate low-energy interval. However, high-energy con-
ditions also prevail due to intense swash and backswash process [15, 25] indicated 
by parallel lamination eroding the underlying crests of the ripples top. These facies 
record the interplay of tidal and wave actions within the shallow foreshore area.

4.6  FA6—Lagoonal Facies

The lagoonal facies association consists of overall fining-upward succession of fos-
siliferous mudstone, capped by coal facies (Fig. 8). The sandy interval in the middle 
of the BL-5 indicates some turbulent episode in generally quiet setting. The pres-
ence of rootlets and coal indicates swampy/marshy area [35]. The muddy fraction 
and mixed fine-grained material suggest that these facies were deposited in very 
low-energy condition with slow sedimentation rate. The low-energy conditions are 
also favored by complete mixing of the units as a result of bioturbation. The pres-
ence of bivalve and brachiopods in the base of the mudstone beds suggests that the 
initial phase of lagoon was dominated by presence of these organisms. Due to pro-
longed prevailing condition, the area was covered by marshes along the periphery 
of the lagoon. The coal bed is as a result of waterlogged conditions in this lagoon. 
This is also supported by presence of rare marsh forms Haplophragmoides sp., 
Haplophragmoides sp., along with Trochammina sp (Fig. 9).

4.7  FA7—Backshore/Fluvial Facies

The backshore/fluvial facies association consists of fining-upward succession of mas-
sive conglomerate, cross-bedded sandstone and mudstone. The conglomerate and 
trough cross-bedded sandstones are separated by disorganized mud deposits. The con-
glomerate having very coarse sediments reflects strong currents deposited these units. 
The associated interlayered sandstones are interpreted to be deposited by reduced 
flow conditions reflected by grain size and trough cross-stratification. Erosive bases 
and fining-upward trends having trough cross-stratifications with abundant mud rip-
up clast reflects migration of dune in fluvial channels [15, 25, 36, 37]. The associ-
ated mud horizons are interpreted to be deposited as overbank deposits during reduced 
flow conditions or it may indicate some tidal influence on the channel facies. The 
pinching of the sandstone beds along the lower conglomerate bed in Begrih Formation 
reveals shadow zone/barrier in high-energy braided stream. The overall succession in 
BG-1 may suggest subsiding basin margin due to tectonic activity.
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5  Depositional Setting and Paleogeography

The marginal marine successions are very complex having interplay of wave, 
tides, and fluvial influence on the deposits. The Begrih Formation is exposed 
between the older Balingian Formation and younger Liang Formation in the study 
area. The Begrih Formation is characterized by presence of fluvial-dominated 
units, overlain by wave and storms dominated deposits interbedded with offshore 
mud-prone facies. The base of the Begrih Formation is represented by massive 
conglomerate and trough cross-stratified sandstone of fluvial origin (backshore/
fluvial facies). Trough cross-stratified sandstones and conglomerates have neg-
ligible bioturbation usually represent falling stage or early transgressive stage 
deposits [22, 37]. The conglomerates and sandstones in the base of the forma-
tion represent remnant of braided river of the regressive phase (major uplift) fol-
lowed by transgression in the sub-basin. The coarser fraction of the feeding river 
that was dumped in low areas reflects major regressive phase dominated by low 
sinuosity fluvial deposits in the sub-basin. This is consistent with the Madon [7] 
who suggested that the Sarawak continental shelf continued to prograde from 
Middle Miocene to Early Pliocene times with the coastal fluviomarine sediments. 
Previously reconstructed paleogeographic evolution of Sarawak continental mar-
gin also suggests that during the Early Pliocene, most of area along the present 
coast was dominated by lower coastal plains deposits [38]. Our data suggest that 
shallow marine condition prevailed in this area, during the Pliocene age.

The change from alluvial plain or fluvially dominated coastal plain deposits in 
the lower part of the Begrih Formation to dominantly shallow marine deposits in 

Fig. 10  Depositional setting of the Begrih Formation
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the middle and upper part of the Pliocene succession indicates large-scale relative 
sea-level rise or regional subsidence contributed in the creation of accommodation 
space. In vertical sequence, the lower fluvial deposit overlies sandstone and con-
glomerate units interbedded with the mud represents fining- and thinning-upward 
sequence. The rocks encountered in BG-2 to BG-4 consist of storm and wave 
dominated units ranging from foreshore to offshore and shelf facies. The shallow 
marine facies are scattered in such manner that it shows fluctuation in relative sea 
level during the deposition of Begrih Formation. BG-5 shows fully bioturbated silty 
mudstone with coal capping the sequence. The presence of Haplophragmoides sp 
(Fig. 9) indicates that marsh conditions prevail during the deposition of mud and 
overlying coal. The overall paleogeography of the Mukah–Balingian sub-basin dur-
ing Pliocene is depicted in Fig. 10, revealing relative sea level rise and subsequent 
facies deposition in the shallow marine setting during Pliocene age.

6  Conclusion

1. Sedimentological, palynological, and micropaleontological (Foraminifera) data 
were integrated for Begrih Formation. Fifteen (15) sedimentary facies from 
eight (08) outcrops of Begrih Formation have been identified and interpreted.

2. These sedimentary facies are categorized into four main types depending on 
the major lithology type.

(a) Mud-dominated unit: F1—laminated mudstone/shale (Msl), F2—lenticu-
lar-bedded mudstone (Ml), and F3—fossiliferous mudstone (Mf);

(b) Sandstone/Siltstone-dominated Facies: F4—trough cross-stratified sand-
stone (Sts), F5—planar-laminated sandstone and mudstone (Slm), F6—
rhythmically bedded sandstone and mudstone (Srh), F7—thick hummocky 
cross-stratified sandstone (Shs), F8—thin hummocky cross-stratified sand-
stone with mudstone (Shsm), F9—ripple-laminated sandstone and mud-
stone (Srp), F10—flaser-bedded sandstone (Sfl), and F11—bioturbated 
sandstone (Sb);

(c) Conglomerate: F12—pebbly conglomerates (Gm), F13—trough cross-
bedded pebbly conglomerate (Gpt), and F14—bioturbated conglomerate 
(Gb); and

(d) F15—Coal facies.

3. The evaluated facies were grouped into seven facies association; (1) FA1-shelf 
and lower offshore. (2) FA2-upper offshore. (3) FA3-lower to middle shore-
face. (4) FA4-upper shoreface. (5) FA5-foreshore. (6) FA6-lagoonal facies. (7) 
FA7-backshore/fluvial facies.

4. The pattern of facies and presence of foraminifer’s species imply that these 
facies were deposited in the overall shallowing and sandying upward suc-
cession, with pronounced storms, wave, tidal, and fluvial influence along the 
paleo-margin.
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Abstract This paper discusses the application of wireline logs in the determination 
of depositional environment. A suite of wireline logs from the well A38 is collected 
from the Ministry of petroleum in Sudan and consists of GR, SP, R, Rs, RMSL, 
CNC, ZDEN, and DT, which comprise the materials for this study. Petrel software 
was used to display these logs. Bentiu formation which is a main reservoir interval 
in the well A38 is the main target of this study; it is divided into Bentiu I, Bentiu 2,  
and Bentiu 3. Wireline log signatures and lithology log show that these intervals 
composed mainly of sandstone intercalated with mudstone and siltstone. The sand-
stones rang in grain size from fine to coarse, predominantly medium grains, and 
GR signatures show coarsened-up and fining-up patterns indicating fluvial deposit. 
GR pattern, neutron–density separation, resistivity, and sonic and lithology logs 
indicate the interval was deposited in a fluvial environment, mainly crevasse splay, 
flood plain, channel fill, and point bars.

Keywords Bentiu formation · Wireline log · Muglad basin · Fluvial deposits

1  Introduction

Bentiu formation is the main reservoir interval within the Muglad basin of the 
Sudan [1]. Muglad basin is the largest among the central African rift system mem-
bers (CARS); part of it is situated in south of Sudan Republic and the other half 
situated in the North of the South Sudan Republic; it extends for about 1,200 km 
in its length and more than 300 km in its width; it trends northwest–southeast. 
Figure 1 shows the location of the Muglad basin.
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Bentiu formation whose depositional environment was interpreted as fluvial 
environment represents the main reservoir interval of the Muglad basin, and it con-
sists mainly of sandstones interbedded with claystones and mudstones.

The interpretation of wireline logs as subsurface techniques is now widely used 
in sedimentology. A wide range of physical parameters can be measured using dif-
ferent suites of tools lowered down a hydrocarbon exploration borehole.

Fig. 1  Muglad basin location modified after IHS energy
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These give information on lithology, porosity, oil, and water saturation [2–4]. 
Depositional environment and facies could also be inferred from certain suites of 
wireline logs. Geophysical logs not only provide a complete vertical profile of the 
borehole, but also rapidly yield to the trained interpreter curve shapes and features 
representative of depositional facies. Some of these features include fining upward 
sequences, coarsening upward sequences, and uniform sequences which result 
from unique depositional processes. For example, gamma ray log shapes are often 
used by geologists to determine sandstone grain size, trends, and hence deposi-
tional environment and facies (Fig. 2).

This study uses a suite of well logs form well A38 in one of the largest oil fields 
in Muglad basin in Sudan; the log suite consists of gamma ray, resistivity, neutron, 
density, and sonic logs. The purpose of this study is to infer the different facies 
and to interpret the depositional environment along the reservoir interval of Bentiu 
formation of the Muglad basin.

2  Materials and Methods

A gamma ray, resistivity, neutron, density, and sonic are the principle logs col-
lected from the Ministry of Petroleum in Sudan in the form of LAS files and com-
prise the core materials for this study.

Fig. 2  Environmental interpretations of gamma log patterns (after Sanchez and Le Roux [6]) 
(base on Cant 1992)
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The LAS files are imported on selection into Petrel software for the display of 
the logs on Petrel first explorer window, after inserting a new well folder where 
LAS files are imported on selection. Gamma ray is a record of a formation’s 
radioactivity; in its simple form, Gamma ray can be used to correlate, to suggest 
facies and sequences, and definitely to identify lithology (shaliness). Resistivity 
is the measurement of a formation’s resistivity. Resistivity log is mainly used to 
find hydrocarbon, and it can also contribute to lithology, texture, facies, overpres-
sure, and source rock aspects. Neutron log is principally a measure of formation 
water content; it is an important porosity indicator and also is a very good lithol-
ogy indicator when companied with density log. The density log is the continuous 
record of formation’s bulk density. Quantitatively, the density log is used to cal-
culate porosity and indirectly hydrocarbon density. When combined with neutron 

Fig. 3  Section shows well logs of the well A38 indicating well tops of Bentiu 2, Bentiu 2, and Bentiu 3
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log, it gives a good lithology indicator. Finally, sonic log measures travel transit 
time of a formation. Quantitatively, the sonic log is used to evaluate porosity in a 
liquid-filled hole. For geologists, the sonic log is sensitive to subtle textural varia-
tions in both sands and shales. It can help to identify lithology and help to indicate 
source rocks.

3  Results and Discussion

The Bentiu formation comprises the main reservoir interval in the study area and 
is characterized by stacking successions of thick, amalgamated cross-bedded 
sandstones, and intervening extensive laterally thinner mudrock intervals, [5]. In 
well A38, Bentiu formation is considered to be the principle reservoir horizon; 
it consists of about 302-meter-thick pile of non-marine sediments, mainly sand-
stone interbedded with siltstones and claystones. Well tops Bentiu 1, Bentiu 2, and 
Bentiu 3 are well documented on the well (Fig. 3).

Fig. 4  Section shows Bentiu 1 interval
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Bentiu 1 consists of about 96-meter-thick sandstone with minor intercalation of 
siltstone and claystones; the sandstone ranges in grain size from coarse, medium 
to fine grains; majority is medium grains. The intercalation of shale is mainly con-
centrated in the lower part having a thickness of about 14 m; this clearly mani-
fested in high GR readings and very large separation of neutron–density logs and 
low resistivity readings. Generally, GR shows low to medium readings, indicating 
the presence of clean sandstone that conformed with neutron–density curve falling 
close to each other, but at some intervals, high GR readings are recorded, indicat-
ing the presence of shale that conformed with large separation of neutron–density 
log and constant resistivity log. GR shapes show coarsening upward sequences as 
well as fining upward sequences, indicating crevasse splay and point bar fluvial 
environment, respectively, Fig. 4 shows Bentiu 1 section with a suite of logs com-
prising of GR, SP, R, Rs, RMSL, CNC, ZDEN, DT, and lithology logs.

Fig. 5  Section shows Bentiu 2 interval
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Bentiu 2 consists of about 146-meter-thick sandstone interbedded with shale; 
the sandstone ranges in grain size from fine to medium, occasionally coarse 
grained, and predominantly medium grained; the shale intercalation is predominant 
in different parts of the section indicated by the high GR value conformed with 
wide separation of neutron–density logs and low resistivity readings; GR shows 
fining upward pattern in most parts of the section, indicating deposition in crevasse 
splay or flood plain environment. Figure 5 shows Bentiu 2 section with a suite of 
logs comprising of GR, SP, R, Rs, RMSL, CNC, ZDEN, DT, and lithology logs

Bentiu 3 consists of about 60-meter-thick sandstone interval, mostly medium 
grained and occasionally coarse grained and intercalated with minor shales. GR 
signature mostly shows coarsening up pattern that is clear from the low GR read-
ings and conformed with neutron–density curves falling close to each other and 
high resistivity readings; this indicates depositional environment along channel as 
a channel fill or point bar. Figure 6 shows Bentiu 3 section with a suite of logs 
comprising of GR, SP, R, Rs, RMSL, CNC, ZDEN, DT, and lithology logs.

4  Conclusion

Bentiu formation is a main reservoir interval in the well A38, it has a thickness 
of 302 m, and it consists of Bentiu 1, Bentiu 2, and Bentiu 3, and all of them 
being deposited in a fluvial environment. Bentiu 1 has a thickness of 96 m and 
mainly consists of medium-to-fine grain sandstone, occasionally coarse grain, and 
predominantly medium grain. GR shapes show coarsening upward sequences as 
well as fining upward sequences. GR, neutron–density, and resistivity signatures 
indicate crevasse splay or point bar fluvial environment. Bentiu 2 comprises about 

Fig. 6  Section shows Bentiu 3 interval
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146 m of thick sandstone interbedded with shale. The sandstone range in grain 
size from fine to medium, occasionally coarse grained, and predominately medium 
grained; the shale intercalation is predominant in different parts of the section. 
High GR values conformed with wide separation of neutron–density logs and low 
resistivity readings; GR shows fining upward pattern in most parts of the section, 
indicating deposition in crevasse splay or flood plain environment. Bentiu 3 con-
sists of about 60-meter-thick sandstone interval, mostly medium grained, occa-
sionally coarse grained, and intercalated with minor shales. GR signature mostly 
shows coarsening upward pattern that is clear from the low GR readings and con-
formed by neutron–density curves falling close to each other and high resistivity 
readings; this indicates depositional environment along channel as a channel fill or 
point bar.
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Abstract About 80 % of the Kinta Valley and 40 % of the Kuala Lumpur area, 
both of which are densely populated, are underlain by limestone bedrock. 
Dissolution of the limestone bedrock by the slightly acidic rainwater which seeps 
into the bedrock along discontinuities gives rise to a subsurface karstic morphol-
ogy with features like steep pinnacles and deep troughs, overhangs, boulder float-
ers, an intricate network of cavities beneath the bedrock surface and sinkholes. At 
the interface between the bedrock and the overlying soil, there is a pocket of very 
soft, compressible soil with zero SPT value. All these features and characteristics 
pose a big challenge to engineers in the design of foundation of buildings. To obtain 
a comprehensive profile of the karstic bedrock, it would be prudent to conduct an 
integrated geophysical survey utilizing georadar, seismic and resistivity methods 
complemented with a few boreholes for ground truthing.

Keywords Buried karsts · Geotechnical problems · Karstic features · Kinta 
Valley · Kuala Lumpur

1  Introduction

About 80 % of the Kinta Valley (Fig. 1) and 40 % of the Kuala Lumpur (Fig. 2) area, 
both of which are densely populated, are underlain by limestone bedrock [1, 2]. Due 
to the humid tropical climate in Malaysia, the rainfall is slightly acidic, and when 
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it seeps into the ground, the limestone bedrock undergoes natural dissolution which 
gives rise to a karstic landscape characterized by steep cliff faces which formed sub-
vertical pinnacles and deep troughs. These karstic profiles pose a lot of problems to 
engineers when the foundation for a building is being designed and in rare cases, the 
layout of the building has to be re-sited.

Subsurface karstic features which pose problems to the design of foundation 
include overhangs, narrow pinnacle tops, boulder floaters and cavities just beneath 
the bedrock surface [3].

Fig. 1  Geology of the Kinta Valley [1]
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Fig. 2  Geology of the Kuala Lumpur area [3]
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2  Karstic Features of Buried Karsts

The acidic surface run-off which seeps into the soil cover and thence to the bed-
rock would seep along planes of weaknesses such as joints, faults and sheared 
zones. Dissolution of the limestone bedrock along these discontinuity planes 
often results in the formation of karstic features such as steep pinnacles and deep 
troughs. Other features which can be found include overhangs, boulder floaters 
and cavities with thin roofs just below the bedrock surface or collapsed roofs over 
sinkholes (Fig. 3).

3  Geotechnical Problems Posed by Subsurface Karstic 
Features

The karstic features mentioned above may pose severe geotechnical problems 
to engineers in their design of foundation for civil structures. The foundation of 
buildings which often rests on concrete or steel piles is driven to rest on the karstic 
bedrock. Piles which are driven may be founded on the tips of pinnacles. Over 
time, these piles may slip. Piles which are founded on the steep sides of the pinna-
cles may suffer deviation. Piles which are founded over or close to sinkholes may 
experience settlement problems and may fall into or drag towards the sinkhole. 
Piles which are founded on overhangs may experience an overhang failure where 
the overhang may detach from the main rock body [4]. Piles founded on top of the 
boulder floaters may suffer settlement problems if the soil beneath the floaters has 
low bearing capacities.

Fig. 3  Some features of karstic limestone bedrock [3]
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4  Soil Over Limestone Bedrock

The strength of the soil overlying the karstic bedrock depends on its inherent char-
acteristics such as its intensity of compaction and its degree of friction, its grain 
size and cohesion, density and moisture content. Standard penetration tests (SPT) 
conducted on the soils would invariably record some degree of bearing strength, 
varying from low to high, unless the soil is composed of slime, where its SPT value 
is zero [5] as may be the case if the soil is a by-product of the tin mining activi-
ties. However, in terrain underlain by limestone bedrock, a peculiar phenomenon is 
observed whereby just above the karstic bedrock surface, there is always a pocket 
of very weak, compressible soil, with some reaching up to 15 m thick. This pocket 
of soil has zero SPT value, meaning that the SPT rod would sink under its own 
weight. Piles which found on the more compact soils above this pocket of very 
weak soil may experience some degree of settlement [3].

5  Zone of Cavities Beneath Surface of Limestone Bedrock

Compilation of borehole data in the Kinta Valley and Kuala Lumpur area has 
shown that cavities and caverns invariably are found in the limestone bedrock. This 
attests to the solubility of limestone in even slightly acidic waters. In areas where 
the limestone is dolomitized, there are less cavities as dolomite is not soluble in 
acidic waters. Cavities in limestone bedrock are a major concern of engineers when 
planning or designing the foundation of buildings. These cavities may occur at vari-
ous depths and are of various sizes. Borehole data assessment in the Ipoh area in 
the Kinta Valley showed that the cavities are mostly less than 3 m in size [6]. A 
majority of the cavities are less than 1 m in size. The formation of these cavities 
is affected by the fluctuations of the groundwater table. It was observed that the 
cavities are developed mostly within the zone of groundwater fluctuation. As such, 
it would be reasonable to assume that below the lowest groundwater level, there 
would be little or no cavities. Such an assumption may be proven if a comprehen-
sive and systematic analysis of all the existing borehole data is carried out.

If the piles rest over a thin roof with cavities beneath the bedrock, only limited 
loads may be supported by the roof. Even if a single pile can be supported safely 
on this thin roof, the rock slab may still fail if there are a number of piles founded 
on the top of the roof simultaneously.

6  Detection of Subsurface Karstic Profile

Studies of subsurface limestone bedrock profile in the Kinta Valley and Kuala 
Lumpur area showed that it is not uncommon to have more than one karstic fea-
ture such as pinnacles, troughs, overhangs, boulder floaters, sinkholes and cavities 
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at a site. The profile may change drastically, with pinnacles plunging a height of 
50 m within a short distance to form troughs. As such, it is not easy to interpret 
bedrock profile from borehole records unless there are sufficient boreholes within 
the site. There are suggestions to have drill holes spaced as close as 10–15 m apart 
in order to have a comprehensive bedrock profile. However, the cost for such 
implementation would be astronomical. A better and cheaper solution would be 
to utilize a combination of geophysical techniques such as, georadar, micrograv-
ity, transient electromagnetic, seismic and resistivity to get the bedrock profile and 
drilling a few boreholes for ground truthing [1].

7  Conclusion

The complex subsurface karstic profile of limestone bedrock poses a challenge to 
engineers in the design of foundation for buildings. The karstic profile may exist 
as steep pinnacles, overhangs, boulder floaters, or may have a network of cavities 
just beneath the bedrock surface. The existence of a pocket of very soft, compress-
ible soil with zero SPT values near the interface between the limestone bedrock 
and the overlying soil makes it a challenge in foundation design as due considera-
tion for settlement has to be accorded.

To obtain a comprehensive karstic bedrock profile, it would be prudent to uti-
lize a combination of geophysical techniques such as georadar, seismic and resis-
tivity followed by having a few boreholes for ground truthing.
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Abstract Due to its heterogeneities, the evaluation and characterization of carbon-
ate reservoir rocks are always challenging in the petroleum industry. Therefore, in 
order to optimize the recovery of hydrocarbons in carbonate reservoirs, the pore 
network needs to be properly understood. In this research, 282 digital thin sections 
from computer tomography (CT) scan of carbonate rock from Subis Limestone in 
Sarawak were processed and analyzed in order to determine pore type variation, pore 
size, pore shape, pore distribution, and pore connectivity. The studied core plug of 
limestone shows vuggy pores with an average porosity of 9.25 % varying from 5.98 
to 12.3 % within the 282 slices. This results show that using 3D CT scan modeling 
enhances the accuracy of pore classification and pore quantification as large amount 
of input data are used leading to more reliable output.

Keywords Carbonate pore networks · CT scan · Porosity

1  Introduction

In the petroleum industry, clastic and carbonate rocks are the main reservoir types 
in most of the world’s hydrocarbon fields. Based on Schlumberger market analy-
sis in 2007 [1], 60 % of world oil and 40 % of world gas are in carbonate reser-
voir types. The reservoir properties of carbonates are more challenging to predict 
and to define than clastic reservoir as they are formed by biological precipitation 
under marine conditions [2–4]. This formation of carbonate rock and the diage-
netic effect leads to heterogeneities and complexities of the rock fabrics and their 
pore systems.
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Choquette and Pray [5] developed a pore type classification related to sedi-
mentological fabric using optical thin section. Another pore classification that is 
widely used was developed by [6–8] based on thin section analysis. In 1995, [7] 
defined two pore types which are interparticle pore space and vuggy pore space. 
The first category is based on fabric (grain size, sorting, crystals), whereas the sec-
ond category is based on vug interconnectivity. Compared to Choquette and Pray 
classification, this system takes into account mainly the pore geometries and flow 
parameters within the reservoir.

Recently, [9] developed a new pore type classification system based on previ-
ous pore classification systems which combine sedimentological, diagenetical 
features and flow-related properties. As the research on carbonate evolves through 
time, [10] developed a carbonate rock classification based on rock contents (grain, 
mud, and cement) and pore geometries in order to use it in pore-scale modeling.

In terms of quantitative analysis of pore system within the carbonate rocks, [11] 
developed a new method to quantify the macro- and microporosity of carbonate 
pore system. [12] used the techniques of thin section, pore–permeability relation-
ship, and pore throat size and distribution in order to characterize the heterogene-
ity of carbonate reservoir in South East Kuwait.

With the evolution of technology, [13] have reviewed the development of X-ray 
CT scan as a geoscience tool. Arns et al. [14] characterized pore systems in car-
bonate sample using μCT scan. Knackstedt et al. [15] and Abraham et al. [18] 
used pore network model of carbonate sample from μCT at low and high resolu-
tions and combined them with MICP to predict petrophysical and productibility 
properties. Youssef et al. [16] combined analysis and the partitioning pore space 
method on sandstone and carbonate, in order to describe the geometry and the 
topology of pore network. Vik et al. [17] characterized vuggy carbonates in order 
to establish a basis for estimating fluid flow and oil recovery efficiency in the rock 
type. Qajar et al. [19] have used μ-computed tomography images to analyze quali-
tatively and quantitatively the evolution of meso/micropores of carbonates caused 
by chemical dissolution.

These previous researches on carbonate pores and the technology used to 
 evaluate the pores raise the issue of pore configuration variation in 3D (Fig. 1). 
μCT scan and the derived pore networks have mainly been used in multiphase 
flow modeling and simulation of hydrocarbon. In order to optimize the recovery 
of hydrocarbon within carbonate reservoir, the pore network behavior and devel-
opment need to be understood. Therefore, this research seeks to investigate pore 
network variation in all spatial directions.

Fig. 1  Change in pore 
configuration in three 
different directions

XY slice XZ slice YZ slice 
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2  Materials and Methods

The sample used for this study is carbonate rock collected from Subis Limestone 
Formation in Balingian Province in Sarawak basin. This carbonate rock is formed 
in shallow marine environment as an extensive reef [20], caused by an uplift dur-
ing Early Miocene [21]. A core plug of 2.5 cm diameter and 3.5 cm length from 
main sample is scanned with InspeXio Microfocus CT system.

Pore individualization and analysis consist of extracting the pore systems from 
the material, using the threshold value defined earlier. The pore analysis approach 
can be subdivided into two categories:

•	 Qualitative pore analysis which includes pore type classification and pore shape. 
This analysis is carried out by using the classification developed by [7]. This 
classification is used because it is more descriptive and takes into account the 
pore size distribution controlling the permeability and the saturation.

•	 Quantitative pore analysis including total porosity and pore size.

3  Results and Discussion

3.1  Qualitative Analysis

3.1.1  Pore Classification

By individualizing the pore system from the matrix (grains and cements), 253 
individual pores are identified (Fig. 2a). Based on Lucia classification, the analy-
sis of pore space slice by slice through 282 slices in XY plane shows that most of 
these individual pores are touching vuggy pores because they are larger than the 
grain size and form an interconnected pore system. The pore type of the sample is 
mainly “solution-enlarged fracture” type within the three axes (X; Y; Z) (Fig. 2b). 
From a series of slices of core plug sample, pore classification can be done accu-
rately as several digital slice images are involved in the analysis. The dominant 

Matrix 
(Grains and 

Cement) 

Solution enlarged 
fracture, vuggy pores 

(a) (b)

Fig. 2  a 3D model showing individual pores and b X, Y, Z random slice showing pore type
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pore type is defined by the number of slices with the dominant pore being the pore 
type that is dominant for each slice.

3.1.2  Pore Shape Development

The shape development of vuggy pores is studied along XY, XZ, and YZ planes. 
Within XY plane, there is an irregular variation of the pore as the number of slice 
increases along the Z-axis. From slice 105, the pore starts to be split into three 
smaller pores (Fig. 3 a, b and c).

Within YZ plane, three different pores are identified with different and irregular 
shapes in slice 90 (Fig. 4a). In slice 92 (Fig. 4b), as the slice number varies paral-
lel to X-axis, the circular shape of pore 1 does not change. However, after 2 slices 
(Fig. 4b), the elongated pore 2 is closed (Fig. 4c), whereas the single pore 3 is split 
into four irregular pores.

3.1.3  Pore Connectivity

The analysis of pore connectivity for each slice within the carbonate core plug 
shows that the pores are poorly distributed and connected within 2D plane. It is 
observed that the pores are connected in all directions (Fig. 5). The analysis shows 
that among 253 studied vuggy pores, 104 pores are connected based on the defined 
threshold length value of 10 mm.

Fig. 3  Pore shape variation within XY plane at a slice 100; b slice 105; and c slice 110

1

2

3
3

2

1

3

2

1

(a) (b) (c)

Fig. 4  Pore shape variation within YZ plane at a slice 90; b slice 92; c slice 94
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3.2  Quantitative Analysis

3.2.1  Porosity Calculation

The porosity of the core plug sample varies from 5.98 % in slice 170 (Fig. 6a) to 
12.3 % in slice 281 (Fig. 6b) with an average of 9.06 %. As observed from poros-
ity distribution (Fig. 7) within the 282 slices, the porosity varies significantly from 
slice to slice.

Compared to porosity obtained from routine thin section, the porosity from dig-
ital image is more reliable due to the large amount of digital thin sections used to 
deduce the porosity.

Fig. 5  Variation in connectivities of pores in 3D

Nodes  

Connected 
pores 

Bond   

(a) (b)

Slice 170; 
Ø=5.98%

Slice 281 ; 
Ø=12.3%

Fig. 6  Porosity variation between slices. a Slice 170; Ø = 5.98 %, b. slice 281; Ø = 12.3 %
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4  Conclusion

3D modeling and analysis using CT scan is a complementary method to evaluate 
carbonate pore network. From the results, we can conclude that using the CT scan 
method to classify the pore type is more accurate because large amount of digi-
tal thin sections (282 slices) can be used compared to routine thin sections. Every 
slice of the carbonate core plug sample shows a dominance of touching vuggy 
pores (solution-enlarged fracture) based on Lucia’s classification. These pores 
have irregular shapes and develop randomly in all directions from slice to slice and 
plane to plane.
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Abstract It has been documented that carbonate contributes to the most hydrocarbon 
resources worldwide. For rigorous reservoir characterization and performance predic-
tion from seismic, the exact interpretation of geophysical response of different carbon-
ate pore types is crucial. In this study, we test a number of empirical models, such as 
the Wyllie time-average and Raymer’s velocity-porosity equation, as well as physics-
based effective-medium models, such as differential effective-medium theory, against 
the published datasets from Central Luconia. We find that for certain ranges of inclu-
sion concentration and porosity, the empirical equations (Wyllie’s and Raymer’s) fail. 
At the same time, an effective-medium model, such as differential effective medium 
(DEM), appears to be consistently valid if the aspect ratio is selected appropriately 
and then held constant for the entire concentration or porosity range. The intention of 
this work is to set a consistent rigorous foundation for modeling of the elastic proper-
ties of carbonate rocks, with the ultimate goal of consistent interpretation of log and 
seismic data for carbonate rock properties and texture.

Keywords Carbonate · Elastic properties · Pore types · Rock physics models

1  Introduction

The Central Luconia Province is abroad and stable continental shelf, character-
ized by extensive development of Late Miocene carbonates. About 56 carbonate 
buildups are proven to contain commercial quantities of non-associated gas in car-
bonate reservoirs. The Central Luconia Province contains about 40 % of the total 
non-associated gas reserves of Malaysia [1].
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As distinct from sandstones, in carbonate systems, the combined effect of 
variations in depositional facies, rock texture, mineralogy, and diagenetic altera-
tion plays a key role in controlling the variations in sonic velocities and acoustic 
impedance, which makes the seismic response of these rocks hard to interpret and 
understand [2]. Carbonate pore types are considered the key factor causing signifi-
cant variations in permeability and elastic properties [3].

This paper seeks to analyze the published laboratory measurements data of 
elastic properties on reservoir carbonate samples in offshore Sarawak [2] and 
evaluate the appropriate rock physics models that can be possibly used in log 
analyses and quantitative seismic interpretation. In this study, we test a number 
of empirical models, such as the Wyllie time-average and Raymer’s velocity-
porosity equation, as well as physics-based effective-medium models, such as 
differential effective-medium theory, against the published datasets from Central 
Luconia.

2  Methodology

2.1  Empirical Relationships

On the elastic properties of sedimentary rocks, laboratory measurements have 
often presented that simple empirical relationship can be used for describing the 
elastic properties. A P-wave transducer were arranged to measure Vp velocities. 
The approached of these relationships by a formula expressed below:

where Vp is P-wave through the rock matrix, Vpf is P-wave through the pore fluid, 
and Vps is P-wave through the mineral material, P-wave is from sonic velocity. The 
velocity is expressed on the formula:

The explanation of the Wyllie formula is that the total passage or transit time is the 
total of the passage time of the elastic wave through the mineral and the passage 
time through the pore fluid. For this reason, the Wyllie is often described as the 
time-average equation.

The improvement of Wyllie’s empirical equation for low porosities is suggested 
by Raymer et al. [7], which is expressed on the formula below:

1

Vp

=

φ

Vpf

+

1− φ

Vps

Vp =

√

(K + 4/3µ

ρ

Vp = (1− φ)2Vps + φVpf , φ < 37%
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2.2  Differential Effective Medium

The combined effect of variations in depositional facies and diagenetic alteration 
occurred during intense geological processes initiating carbonate rocks to develop 
wide variations of pore types, for example interparticle, intercrystal, moldic, 
vuggy, intraframe, and microcracks pore types [8]. Although this classification is 
useful for describing petrophysical properties, connecting these microstructures 
and trends toward studying geophysical responses and seismic inversion remains 
very challenging. From previous geoscientists’ observation, normally, vuggy 
pores are very rigid and less affected by seismic wave propagation, while cracks 
are effective to reduce velocities in carbonates due to increased porosity [3]. Xu 
and White (1995) model for shaley sandstones can be extended to predict veloci-
ties in carbonate rocks, as demonstrated by Xu and Payne [9]. Following Xu and 
Payne’s rock physics modeling approach for carbonates, the minerals present were 
modeled and mixed using Voigt–Reuss–Hill (VRH averages). Differential effec-
tive medium (DEM) scheme is used to calculate the dry (no fluid) bulk and shear 
moduli for altered geophysical pore types represented by the pore aspect ratio.

There are three (3) geophysical pore types used to abstractly represent or act for 
seismic velocities in carbonate rocks. The representative for these models is shown 
in Fig. 1: (a) the reference pore types, which deliberated as the main pore type in car-
bonate sedimentary rocks, the pore types considered as mainly of interparticle pores, 
(b) the stiff pore types, which deliberated as vuggy and moldic pore types, these type 
of pores formed as a result of fossil and grains chambers which were dissolved, (c) 
the cracks pore types, which can take place due to solution collapse, faulting and 
differential compaction in carbonate sedimentary rocks [9]. For the model, each indi-
vidual pore type component is incrementally added to the rock matrix and used to 
calculate the elastic properties of the subsequent effective medium. The flexibility of 
the Xu-Payne model is the components of each individual pores can be included into 

Fig. 1  DEM results for different percentage pore types on P-wave velocity
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the model such either that the pores are in perfect fluid connectivity with the remain-
ing pore space, or the pores are isolated. The cross-plot of velocity with porosity is 
used to calibrate the pore space model created [9].

Figure 2 shows how we create our carbonate rock physics model on dry rock 
(no fluids). The first step is using a mixing law (the Voigt–Reuss–Hill average) to 
mix the minerals which are present in the rock. The dominant minerals for car-
bonate rocks are usually calcite and dolomite. Last step is to incorporate differ-
ential effective media theory and Kuster-Toksoz (1974) theory to include type of 
pores (Moldic, Interparticle, and Microcracks) and take into account the mechani-
cal interaction between pores. The result of the calculation is the effective elastic 
properties of dry rock.

Figure 1 shows the predicted effect of pore type on P-wave velocity, and the 
reference line for mixed minerals which contains interparticle and intercrystal pore 
types is also incorporated on the plot.

On the figure above, the solid matrix was assumed with dominant mineral in 
calcite plus clay particles. The average Voigt–Reuss–Hill was used to calculate the 
minerals average of carbonate rocks for P-wave velocity. The reference represents 
a system with interparticle or intercrystal pore types. The curves below the refer-
ence curve represent systems with increasing percentage of cracks pore type. The 
curves above the reference curve represent systems with increasing percentage of 
stiff pore (vuggy/moldic).

3  Results and Discussions

The dataset is a velocity-porosity dataset for carbonate samples in offshore 
Sarawak [2]. Ultrasonic P-wave velocities were measured. A single P-wave veloci-
ties with a transducer arrangement that propagated Vp–waves. The ultrasonic pulse 

Fig. 2  DEM (modified 
from Xu et al. [3]) to build 
carbonate rock physics model 
in our study
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produces a frequency around 800 kHz. In Fig. 3, we compare the measured Vp 
with the Wyllie’s and Raymer’s empirical relationship.

The velocity–porosity plot from laboratory measurement shows an inverse 
trend which the increasing of porosity produces a decreasing trend in velocity 
(Fig. 3). The laboratory measurement values show a scatter distribution around the 
inverse trend correlation in the diagram. The velocity differences at equal value of 
porosity is triggered by the ability of carbonates to form special fabrics with pore 
types, and cements can enhance the elastic properties of a carbonate rock without 
filling all the pore spaces. Consequently, measured velocities are higher than the 
velocity predicted by the time-average equation [5].

The interpretation of Wyllie’s expression is that the total transit time is the 
sum of the transit time in the mineral (calcite and dolomite) plus the transit time 
in the pore fluid (water). The weak relationship between porosity and velocity 
in carbonates can be related to specific pore types resulting in different charac-
teristic and elastic properties. At given porosity values, velocity shows different 
values.

Raymer’s relationship which is the extended of Wyllie’s over predicts most of 
the data in the whole range of porosity. From Fig. 3, we can see most of the data-
set is below the Raymer’s line.

On the last test, we compare the physics-based effective-medium models, 
DEM, with the experimental Vp dataset. We examined pore type effect on elas-
tic properties and calibrate the pore geometry related parameters in effective-
medium-based model.

Green line gives the best fit using Xu-Payne model with pore aspect ratio 
of 0.15. Red and blue dashed lines give the best fit with aspect ratio of 0.8 
and 0.02, respectively. From the plot, we can observe that the dominant pore 
types from 20 core plugs (magenta dots) are stiff pores (vuggy/moldic). There 
are two data which, refer to red circles on Fig. 4, align with the reference plot 
(interparticle/intercrystal) pore types.

Fig. 3  Purple dots are 
P-wave velocities from 
laboratory measurement 
[2]. Black and red lines 
are Raymer’s and Wyllie’s 
empirical relationship lines
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4  Conclusions

The purpose of the discussion put forward in this paper is to pay homage to the 
traditional rock physics velocity transforms by comparing them to rigorous effec-
tive-medium models. Both types of transforms are tested on carbonate dataset in 
offshore Sarawak to demonstrate the use of elastic properties and pore type clas-
sification prediction on carbonate rock. The traditional empirical relationship 
(Wyllie’s and Raymer’s) are somewhat still applicable for some fundamental anal-
ysis. Nevertheless, a rigorous inclusion theory, such as DEM, provides results that 
are applicable for the classification of the pore types in carbonate rock.

We use the DEM approach that takes into account three defined geophysical 
pore types and shown the possibility to bridge them to the bigger scale such as log 
and seismic responses. A more comprehensive study that includes more samples 
with various pore types and similar porosity values need to be carried out. This 
can be done (if the core samples are not available) on digital rock images of cut-
tings and sidewall core plugs which cannot be used to properly on the laboratory 
for measurement. This approach is practical, easily repeatable (in real time) and 
can be used as an alternative method when core plug is not available. The pos-
sibility to use this method on chips, cuttings, and rotary sidewall cores that rou-
tinely available from wells is also aligned to obtain elastic properties distribution 
information since these samples give good sampling intervals which almost cover 
whole depth of the wells.

Acknowledgments Paper for ICIPEG 2014 submitted on January 23, 2014. This work was 
supported in part by the 28/2012 University Research Internal Funding (URIF). We would like 
to acknowledge Shell Sarawak and Universiti Teknologi PETRONAS (UTP) for allowing us to 
work on this project. The data were provided by the SEACARL Laboratory in UTP.

Fig. 4  Magenta dots are 
P-wave velocities from 
laboratory measurement [2]. 
Red and blue dashed lines 
indicate vuggy give the best 
fit with aspect ratio of 0.8 and 
0.02, respectively



393Comparison of Different Rock Physics Models …

References

1. Ali, M.Y. and Abolins, P., Central Luconia in The Petroleum Geology and Resources of 
Malaysia, 1999.

2. Bashah, N.S.I. and Pierson, B., Quantification of pore structure in a Miocene Carbonate 
Build-up Central Luconia, Sarawak and its relationship to sonic velocity, IPTC, Thailand, 
February 2012.

3. Eberli, G.P, Baechle G.T, Anselmetti, F.S and Incze, M.L., Factors Controlling Elastic 
Properties in Carbonate Sediments and Rocks, The Leading Edge, July 2003, p. 665–660.

4. Wyllie, M., Gregory, A., and Gardner, G., Elastic wave velocities in heterogeneous and porous 
media, Geophysics, 21, 41–70, 1956.

5. Wyllie, M., Gregory, A., and Gardner, G., An experimental investigation of factors affecting 
elastic wave velocities in porous media, Geophysics, 23, 459–493, 1958.

6. Wyllie, M., Gregory, A., and Gardner, G., “Studies of elastic wave attenuation in porous 
media”, Geophysics, 27, 569–589, 1963.

7. Raymer, L. L., Hunt, E. R., and Gardner, J. S., An improved sonic transit time to porosity 
transform, 21st Ann. Logging Symp., Soc. Prof. Well Log Analysts, paper P, 1980.

8.  Lucia, F. J., Carbonate reservoir characterization, Berlin, Springer-Verlag, 1999, 226 p.
9. Xu, S. and Payne, M.A. Modeling elastic properties in carbonate rock, The Leading Edge, 

January 2009, p. 66-74.



395

Presence of Oleanane in Oil also  
as Evidence of Contamination

Swapan Kumar Bhattacharya, Syed Mohammad Ibad Mahmoodi  
and Fawzia Hussein Ali Abdulla

© Springer Science+Business Media Singapore 2015 
M. Awang et al. (eds.), ICIPEG 2014, DOI 10.1007/978-981-287-368-2_38

Abstract Presence of oleanane in crude oil is now considered as the age indicator 
of source deposition assuming the biomarker has been migrated with oil from the 
source rock. Possibility of contamination of the same biomarker in reservoir has 
so far been ignored. In this work, attempt has been made to see the possibility of 
reservoir contamination of 18α(H)-Oleanane in crude oil. A mixture of standard 
oleanane with saline water is first used to saturate a core, and then gasoline (free 
of oleanane) is used to displace the water in the core. Extracted gasoline from the 
core is then analyzed to check the presence of oleanane. Results show appreciable 
concentration in the extracted gasoline suggesting gasoline can be contaminated 
with oleanane if reservoir is deposited in oleanane-rich water.

Keywords 18α(H)-Oleanane · Age indicator · Biomarker · Source rock ·  
Contamination

1  Introduction

Biomarkers are normally utilized in petroleum geochemistry to identify the 
 stratigraphic origin of crude oil and thermal maturity of associated source rock [1]. 
In petroleum geochemistry, biomarkers are most useful to understand generation 
and thermal maturity of petroleum [2]. Biomarkers are helpful for the reason that 
they keep all or most of original carbon skeleton of the original natural product 
and this structural resemblance reveals further information concerning their ori-
gins than other compounds. Whereas proteins and carbohydrate structures are 
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destroyed during diagenesis, but biomarkers are not destroyed. The alteration of an 
enormous number of the precursor biochemical compounds from existing organ-
isms into biomarkers produces a vast suite of compounds in crude oils that have 
different structures. Further, due to the extensive diversity of geological conditions 
and ages under which oil has been created, each crude oil reveals an essentially 
unique biomarker [3]. Among them, the efficient utilization of 18α(H)-Oleanane 
biomarker as age indicator for source deposition is of great significance.

Relative concentration of oleanane in crude oil indicates the diversification 
of angiosperm lineage due to occurrence of angiosperm fragments or molecules 
that have migrated from the source plant material. Thus, the presence of this com-
pound suggests the occurrence of angiosperm and angiosperms came to dominate 
the world flora since the Early-Late Cretaceous [4–7]. Therefore, nowadays, most 
of geologist or geochemist assumes 18α(H)-Oleanane as Tertiary-Cretaceous age 
indicator of source deposition.

Presence of oleanane in source rock indicates lot of information, but all appli-
cations regarding source rock become accurate if oleanane truly found in source 
rock instead of reservoir rock. In case, if oleanane contaminates oil in the reservoir 
then the age inference for source rock becomes totally wrong and misleading.

There is a long list of works that concludes Tertiary age of the source rock 
using high Oleanane index in the oil [8–24]. However, till date, it has not been 
confirmed that oleanane in oil is migrated from the source rock. It has also not 
tested if this biomarker can be incorporated in the reservoir.

Present work is focused to test whether oleanane in the reservoir can contaminate 
trapped oil or not.

2  Methodology

Synthetic core with measurable porosity and permeability has been used to test the 
possibility of contamination of petroleum oil with 18α(H)-Oleanane. First, a mixture 
of saline water and oleanane is injected into core. When core was saturated with the 
solution mixture, we added gasoline into core. This gasoline displaced already pre-
sent water mixture of 18α(H)-Oleanane (Fig. 1). The displaced gasoline is then tested 
with GC-MS following the same earlier procedure to test the presence of oleanane.

3  Results

In Fig. 2, it is shown that the standard of 18α(H)-Oleanane has been detected at 
retention time 50.64 with 70,000 ppm abundance. As discussed earlier, after core 
flooding, the fluid is analyzed using GC-MS. As shown in Fig. 3, the occurrence 
of 18α(H)-Oleanane can be seen at retention time 50.64 with abundance range of 
800 ppm.
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Fig. 1  Gasoline displace 18a(H)-Oleanane

Fig. 2  m/z 191 of 18α(H)-Oleanane
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Fig. 3  m/z 191 of core gasoline sample

Fig. 4  Comparison of 
18α(H)-Oleanane, gasoline, 
and core gasoline at retention 
time 50.64
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In Fig. 4, we combine 18α(H)-Oleanane, gasoline, and core gasoline sample. It 
indicates that at retention time 50.64, standard of 18α(H)-Oleanane and core gasoline 
sample shows peaks, while gasoline does not have any peak at this retention time.

Attempt has also been used to test whether 18α(H)-Oleanane can contaminate 
gasoline directly from the ligustrum lucidum source. However, we know that 18α(H)-
Oleanane is generated from the source only after diagenesis. The present study thus 
focuses to check whether oleanene from ligustrum lucidum is soluble in gasoline or not.

Result suggests that oleanene from ligustrum lucidum can also contaminate 
gasoline (Fig. 5). Thus, it is possible that trapped oil in the reservoir can also be 
contaminated from the oleanane source.

4  Conclusions

Based on the above results and discussions, it is therefore concluded that:

1. 18α(H)-Oleanane can be introduced in oil as contamination in the reservoir. 
Therefore, presence of such 18α(H)-Oleanane in oil neither indicates the ter-
tiary-cretaceous age nor indicates the terrestrial input of the source rock.

2. As on today, the presence of 18α(H)-Oleanane in oil is believed as a source 
indicator of oil field. However, our study reveals that the presence of oleanane 
always may not be right age indicator for the source of the oils.

5  Recommendation

1. Since oleanene can be converted to oleanane by diagenesis [25], the experiment 
can follow those natural conditions of diagenesis and migration to confirm the 
contamination of oleanane in reservoir.

2. From this analysis, it is apparent that oleanane is not reliable for age of source 
deposition. This needs to be checked for other biomarkers that previously con-
sidered or used as age indicator of source oil.

Fig. 5  Ligustrum lucidum in 
Gasoline
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